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Study on mechanisms of InGaP/GaAs HBT
safe operating area using TCAD simulation

nick g.m. tao
1

, bo-rong lin
2

, chien-ping lee
2,3

, tim henderson
1

and barry j.f. lin
3

The safe operating area (SOA) of InGaP/GaAs heterojunction bipolar transistors has been studied using two-dimensional
Technology Computer-Aided Design (TCAD) tool. Comprehensive physical models, including hydrodynamic transport-based
impact ionization and self-heating models were implemented. The simulations for two DC modes (constant Ib and Vb modes)
captured all the SOA features observed in measurements and some failure mechanisms were revealed for the first time by
TCAD simulations. The simulated results are also in agreement with analytical modeling. The simulation not only gives
us insight to the detailed failure mechanisms, but also provides guidance for the design of devices with better ruggedness
and improved SOA performances.
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I . I N T R O D U C T I O N

GaAs-based heterojunction bipolar transistors (HBTs) are
widely used for power amplifiers in today’s wireless commu-
nication systems. This technology offers high power density,
high efficiency, and high linearity. But the increasing
demand for high performance puts a stringent requirement
for the device ruggedness [1–6]. A clear understanding of
GaAs HBTs’ safe operating areas (SOAs) and an accurate
way to characterize them are extremely important.

Recently, the SOAs of industrially fabricated InGaP/GaAs
HBTs have been intensively studied [4, 7]. A typically mea-
sured SOA boundary under DC operation for an intrinsic
device (with no added ballasting resistors) is shown in
Fig. 1, in which with stepping constant base voltage: Vb

mode (a) or constant base current: Ib mode (b), and sweeping
the collector voltage, the collector current density is moni-
tored until the device fails as denoted with red dots. For Vb

mode two distinct regions are clearly seen in the SOA bound-
ary. One region is at high current and low voltage and the
other one at low current and high voltage. The I–V character-
istics before failures in these two regions are very different. At
low voltage and high current, the current goes up quickly with
Vce, reaches a maximum, and then comes down before it fails.
At low current and high voltage, however, the current usually
bends up before it fails. The analytical modeling in [7] has suc-
cessfully demonstrated the same phenomenon as observed

experimentally. It shows that at low voltage and high
current, the failure is controlled by the impact ionization
because of the Kirk effect induced breakdown (KIB) (Kirk
effect occurs when the mobile carrier density exceeds the
space charge density in the collector causing the base
push-out and electric field reversal [8]), and at low current
and high voltage, the failure is governed by the self-heating
effect. The physical picture of the device operation around
SOA boundary, however, could not be clearly illustrated
with the simplified analytical models. For Ib mode the phe-
nomenon of current “hogging” in two-finger devices has
been experimentally found [9], but to the authors’ knowledge,
it has never been numerically demonstrated with Technology
Computer-Aided Design (TCAD). Most interestingly Fig. 1
shows that SOA boundaries for Vb and Ib modes are different,
which also needs to be demonstrated with TCAD.

TCAD tool has been well recognized for revealing the oper-
ational mechanisms of the compound semiconductor devices
[10, 11] owing to its fundamental physical models. In this
work, we perform two-dimensional (2D) numerical simula-
tions using TCAD tool, for the first time, to investigate the
mechanisms of HBT’s SOA formation, and theoretically dem-
onstrate our experimental findings.

I I . 2 D S I M U L A T I O N S E T U P

The TCAD tool Sentaurus is used for the simulation of a
InGaP/GaAs HBT as shown in Fig. 2. The epi-layers are
typical in the industry as described in [7]. The substrate thick-
ness is 300 mm and lateral width on one side is 200 mm, which
emulates the real device die under test.

Hydrodynamic model that accounts for the energy trans-
port between the carriers and lattice is used [12], so that the
device is heated up by the energy transferred from electrons
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to the lattice. The carrier generation rate due to the impact
ionization (ii) is expressed by

Gii = an · n · vn + ap · p · vp, (1)

where n and p denote the electron and hole, respectively, an

and ap are the impact ionization coefficients, and vn and vp

are the velocities. An empirical model is used for an and ap:

an,p = an,pF(1 + cn,pDT) exp − bn,p(1 + dn,pDT)

F

( )dn,p
[ ]

,

(2)

where an,p, bn,p, cn,p, dn,p, and dn,p are coefficients, DT is the
lattice temperature difference from 300 K, and F is the effect-
ive electric field that is dependent on the carrier temperature
[12]. Generally the ii ratio for GaAs decreases with the tem-
perature. The coefficient values are based on the reported
data [13] but adjusted according to our breakdown measure-
ment. To verify the aforementioned ii model we performed
BVcbo (emitter opened) simulation and the collector current
exhibits very steep increase at collector voltage of �24 V, which
is aligned with our BVcbo breakdown voltage (24 2 25 V)
in manufacturing [7].

Energy band gap shrinks with increasing temperature and
is calculated using

Eg = Eg0 − a · T2/(b+ T), (3)

where Eg0 is the band gap at temperature of zero, and a, b are
coefficients. The band gap of ternary materials such as
InxGa12xP is calculated by

Eg(InGaP) = xEg(InP) + (1 − x)Eg(GaP) + Cg · x(1 − x), (4)

where Eg(InP) and Eg(GaP) are the band gaps of InP and GaP,
respectively, and Cg is the bowing parameter [14]. The low-
field mobility is doping concentration (N) and temperature
(T ) dependent and expressed as [15]

m = mmin +
mmax(T/300k)a − mmin

1 + ((N/N0)(300k/T)b)l
, (5)

where mmin, mmax, a, b, and l are the coefficients. The lattice
thermal conductivity is expressed by

kL = k300 ·
TL

300k

( )a

, (6)

where k300 is the thermal conductivity at 300 K and a is a
coefficient. kL for ternary materials is calculated by the inter-
polation of the two basic materials in the same fashion as
abovementioned energy band gap. The lattice-specific heat is
assumed to be constant since the data show that it has no sig-
nificant variation above 300 K [14]. All the parameters and
coefficients are defined based on either publicized data or
our own measurements.

For the thermal boundary conditions, we define a constant
temperature of 300 K on the backside of the substrate, and a
thermal dissipation surface simply on top of the emitter
metal due to the thick metal stack right on top of the
emitter in real devices.

Fig. 1. SOA measurements at room temperature for devices of emitter area 2 × 2 × 6 mm2 with constant Vb (a) and Ib (b) inputs. The red dots indicate the failure
points the envelop of which defines the boundary of the SOA [7]. The current bent-over or snapback following each failure point is not shown here.

Fig. 2. Schematic InGaP/GaAs HBT layout of a single emitter finger for 2D
simulations. Two-finger device is symmetrical with respect to the vertical
dash line on the right side.
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I I I . R E S U L T S A N D D I S C U S S I O N

A) Constant Vb mode
The simulated collector current density (Jc) as a function of
collector voltage (Vce) with stepping constant Vbe from 1.3
to 1.5 V is shown in Fig. 3. The solid red dots are the failure
points where the Jc exhibits bent-over or snapback which is
identical to the measurement [4, 7]. The boundary of SOA
that is formed with these failure points demonstrates two dis-
tinct regions as experimentally shown in Fig. 1: one is of low
currents and high voltages, and the other is of high currents
and low voltages.

Let us first look at the device operations around failure
points 1 and 4, which represent two different SOA regions.
Figure 4 shows the calculated effective electric field in the col-
lector along the center line of the device (see Fig. 2) at failure
points 1 and 4. The normalized distance of zero and one indi-
cate the base/collector and collector/sub-collector junctions,
respectively. For comparison, the simulated field at the
condition of BVcbo as described previously is also displayed
It should be noted that the field we are referring is so called
“effective electric field” associated with electron’s temperature

or energy, which is different from the conventional electric
field, because hydrodynamic transport model is used in the
tool [12]. Therefore the peak field (�3.3E5 V/cm) can be
approximately considered as an avalanche threshold in our
device. It is obvious that impact ionization is not responsible
for the failure at point 1, since the effective field (,1.5E5 V/cm)
is way below the aforementioned avalanche threshold. At point
4, however, the peak field is located at collector/sub-collector
junction due to Kirk effect (to be discussed next) and the
field strength is almost the same as the avalanche threshold.
This shows that the impact ionization is responsible for the
failure at point 4.

Fig. 3. Simulated collector current density versus collector voltage for a
24 mm2 emitter area device with constant Vb inputs. The red solid dots
indicate the failure points that define the SOA boundary.

Fig. 4. Simulated effective electric field from base/collector junction to
collector/sub-collector junction at three bias conditions: (1) (blue triangles)
BVcbo of around 24 V, (2) (red squares) the failure point of Vbe ¼ 1.325 and
Vce ¼ 11.1 denoted as “1” in Fig. 3, and (3) (green diamond) the failure
point of Vbe ¼ 1.5 V and Vce ¼ 2.7 V denoted as “4” in Fig. 3.

Fig. 5. Simulated effective field (V/cm) distributions for the point 2 (a), point
3 (b), and point 4 that is also failure point (c) in Fig. 3. The upper and lower
boundaries of the collector are base/collector and collector/sub-collector
junctions, respectively.
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To further reveal the physical mechanism for the high-
current and low-voltage region which seems to be very unique,
we study two more bias conditions indicated by points 2 and 3
in Fig. 3. The simulated 2D profiles of effective electric field for
the points 2, 3, and 4 are shown in Fig. 5. With increasing collect-
or current from points 2 to 3, the Kirk effect occurs and the peak
field moves from the base/collector junction toward sub-
collector at point 3. Then the collector current drops due to
severe base push-out and at point 4, the field becomes so high
at collector/sub-collector that avalanche breakdown occurs.

Here we need to answer an intuitive question. Is the failure
because the temperature is so high that the device is burned?
Figure 6 shows the output power density (a) and maximum
temperature inside device (b) at Vb mode. Obviously,
devices do fail when the output power or the device tempera-
ture is high, e.g., when Vbe ¼ 1.5 V, but devices also fail when
the output power or the device temperature is low, e.g., when
Vbe ¼ 1.325 V. The temperature variation at failure points is
up to 400 K. Therefore, device temperature is not the root
cause for the failure. It should be noted that the way we
define the thermal boundaries is simplified compared with
the real devices that are three dimensional and have thermal
dissipation paths everywhere. The 3D thermal simulations
with a different tool [4] showed that the peak temperature is
lower by around 15%. Nevertheless, the results from our
TCAD tool have no impact on the mechanism studies.

We have seen previously that at point 1 in Fig. 3 no ava-
lanche occurs, but why the device still fails? Figure 7 shows
the self-heating effect at low current range (Vbe ¼ 1.325 V).
The snapback point (as denoted II) of the simulated curve
without self-heating model is greater than the one (as
denoted I) with self-heating model implemented by more
than 6 V. In other words, the SOA boundary at low current
is dominated by the self-heating mechanism. We can also
see that the snapback behavior with self-heating effect is
much sharper and more abrupt than that without self-heating.
So the failure in this region is primarily due to the thermal
effect that drives the device into an instable condition [7].
This is in agreement with our experimental observation.

B) Constant Ib mode
Figure 8 shows the simulated IV curves at constant Ib mode
for a 2 × 2 × 6 mm2 device. Similar to the Vb mode, the

current snapback can be seen and those failure points
denoted as red dots form the SOA boundary. It is noted
that for some curves, e.g., Ib ¼ 3E25A, the current exhibits
a very short dip following the snapback. This is probably
caused by the instability around the failure point which is
also numerically instable.

Fig. 6. Simulated power density (a) and peak temperature in the device for two Vbe conditions representing two distinct regions (b).

Fig. 7. Simulated collector current density versus collector voltage at Vbe of
1.325 V with (solid line) and without (dash line) self-heating model. Impact
ionization model is used for both cases.

Fig. 8. Simulated collector current density versus collector voltage at Ib mode.
Red dots indicate the failure points that form the SOA boundary.
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It has been experimentally found [9] that for Ib mode one
of the two emitter fingers eventually draws most of the device
current before failure, and analytical modeling [16] shows that
such a current “hogging” occurs when the device enters into
an instable status in the real world due to the fact that two
emitter fingers are not perfectly symmetrical. Now this phe-
nomenon has been demonstrated with TCAD simulation.
Figure 9 displays the current split between two fingers after
certain Vce. To better understand the device operations, let
us look at the 2D impact ionization and temperature before
the current split (1), at the current split (2), and at the
failure point (3). Figures 10 and 11 show the 2D impact
ionization ratio and lattice temperature respectively at

above-mentioned three conditions in Fig. 9. We can see that
at point (1) both impact ionization and temperature under
two fingers are quite equal, but at point (2) where the
current split occurs, the physical pictures of two fingers
become noticeably different. At point (3) the impact ioniza-
tion under one finger is so strong that avalanche occurs, in
the meantime the lattice temperature under one finger gets
much hotter but the other one gets much colder. It is interest-
ingly noted that the simulated two-emitter structure is not
intentionally built to be asymmetric (see Fig. 2) in terms of
physical properties and geometries, but we think there is
still subtle discrepancy of the automatically generated mesh
nodes between two emitters, which causes the two emitter
fingers numerically asymmetric. This simulation has further
demonstrated that current “hogging” effect universally exists
in real multi-finger HBTs.

Most importantly we can observe that for Ib mode, both
peak impact ionization and field (not shown here) under
one finger are at collector/sub-collector junction around the
failure point. This demonstrates that the KIB is primarily
responsible for the failure.

C) Comparison of SOA boundaries in Vb

and Ib modes
Figure 12 plots all simulated (a) and measured (b) SOAs for Ib

and Vb modes, respectively. The general behaviors of both simu-
lated and measured boundaries are in good agreement. Both
simulation and measurement show the boundary difference
between two DC modes. This difference has been interpreted
in [7] in which the SOA boundary of Ib mode is called the
secondary boundary associated with the transition region

Fig. 10. Simulated impact ionization ratio for two-emitter device at bias condition (1), (2), and (3) as shown in Fig. 9.

Fig. 11. Simulated lattice temperature for two-emitter device at bias condition (1), (2), and (3) as shown in Fig. 9.

Fig. 9. Simulated emitter current for each of two emitter fingers at Ib ¼

0.1 mA. The current split occurs at point 2 and the device fail at point 3.
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between the high-current region and low-current region of the
Vb mode SOA boundary. Both our measurement and simula-
tion show that the aforementioned transition region in Vb

mode is actually a gap without any failure points. This gap
however can be broken in for Ib mode. The detailed discussion
can be found in [7].

I V . C O N C L U S I O N

We performed 2D TCAD simulations to study the SOA
mechanisms for InGaP/GaAs HBTs. Comprehensive physical
models including hydrodynamic transport, impact ionization,
and self-heating were implemented. Simulated SOA boundar-
ies for constant Vb and Ib modes were qualitatively in good
agreement with measurements. Failure mechanisms in differ-
ent SOA regions for Vb and Ib modes were revealed, which
also verified the analytical modeling results. This study also
showed that KIB plays an important role in the failure of
GaAs HBTs, which is a distinguished feature compared
with Si bipolar devices. This work demonstrates that the 2D
simulation by TCAD is useful not only in predicting the
I–V characteristics of a device, but also in understanding
why and how a device fails. It can certainly aid us in
designing HBTs with better ruggedness and larger SOAs in
the future.
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