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Summary
This paper presents an integrated optimal control framework for velocity and steering control of an autonomous pur-
suit vehicle, where the control objectives satisfy the requirements of collision avoidance and moving target tracking.
A distinctive feature of the proposed velocity and steering control is the application of logarithmic penalty functions
to both. The control barrier imposed by logarithmic function provides a unique tool in computing a balanced trajec-
tory with optimal tracking error, control effort and safety margin. Trajectories compliant with the safety regulations
for autonomous driving have been planned based on estimated intention of the target and the obstacles. Effects
of the controller weights have been extensively simulated to assess the performance of the proposed strategy in a
variety of dynamic situations. The controller has been validated on a real-life robot by using a shrinking horizon
control policy for iterative optimisation.

1. Introduction
Research and development regarding autonomy of automobiles started a few decades back, but it was
only recently that it gained momentum. In 2018, after a self-driving car crash caused a casualty, compre-
hensive guidelines on safety have been formulated by competent authorities like Society for Automotive
Engineers and National Highway Traffic Safety Administration of USA[1–3]. The European Auto Drive
Project is also a major proponent for this cause that involves industrial stakeholders like Ford, Jaguar,
Tata, Hyundai and Volvo. Even, the Ames research centre of NASA has collaborated with Nissan over
similar activities. It is evident that the baseline regulations remain similar for space exploring and
commercial vehicles deployed in tracking, inspection, surveillance and service industries. This paper
explores the scope of safe navigation planners for mobile pursuit vehicles (tracking robots), such that
the plan is compliant with the foregoing safety guidelines. An upward trend of robots sharing workspace
with humans is a major motivation for incorporating intent awareness in planning policy.

The goal of this paper is not intent detection, but to use intent inference as an aid to intelligent tra-
jectory planning. As pointed out in ref. [4], intent inference may include the predicted goal of a moving
vehicle or a human sharing the workspace, within a prescribed time interval. The prediction dynamically
takes into account the change in expected behaviour if the goal or nature of motion changes with time.
Existing literature describes a probabilistic approach [5] to classifying intended motion of ships into
compliant and non-compliant categories for designing anti-collision paths. Improvements to Bayesian
prediction is claimed in ref. [4], which introduces a robust control formulation and ref. [6], which con-
siders mutual-intent decoding and planning between a number of vehicles. A hybrid model composed of
deterministic polynomials and Gaussian distribution of obstacle positions has been proposed in ref. [7].
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Gait-based probabilistic estimation of future activities of pedestrians have been studied [8] in the context
of intent awareness of self-driving cars.

The most popular approach to dynamic pursuit is reactive navigation. It works on the principle of
computing a local control action that relies on instantaneous sensing and actuation. Reactive navigation
can be based on a number of methods like optical flow gradient [9], distributed sensing [10], and learning
algorithms implemented by neural networks [11], fuzzy inferences [12] or a combination thereof [13].
However, reactive planning is unable to look beyond a local planning horizon.

In contrast, knowledge of intention can improve the performance, safety and stability features of pur-
suit vehicles with multi-objective optimisation. An integrated speed-steering controller [14] has been
reported to leverage this knowledge in computing smooth cubic spline trajectories contoured by lane cur-
vature. Another integrated controller [15] combines proportional speed control with differential braking
to address emergency collision avoidance. In contrast to steering, yaw moment is generated due to dif-
ferential braking in the two wheels and the controller suggests selecting a yaw moment that satisfies the
stability criterion. Computation of invariant reachable sets that can accommodate a family of allowable
lateral displacements of the vehicle under variable velocities [16] is yet another approach to trajectory
generation and control in this context. In the reference, [17] the authors have suggested an efficient util-
isation of intent inference by incorporating the extent (size) and orientation of the vehicle in addition
to state estimation. An adaptive integrated controller has been studied in ref. [18], where a reinforced
learning policy has been adopted to assign weightage to the velocity and orientation control mechanisms.

This paper proposes an optimal trajectory planning and control design for a pursuit vehicle using an
estimated knowledge of intent of other mobile entities (obstacles and target). The aim is to find answers
to decisive factors like – should the pursuer speed up and overtake a slow obstacle moving along the
same direction, should the pursuer slow down and allow a fast obstacle to pass by, should change in
steering control be combined with velocity adaptation for avoiding a head-on collision, and so on. The
proposed plan has been designed to comply with the safe navigation mandates mentioned before, while
the basic task is to track and intercept a moving target at a finite time. In contrast to separate lateral
and longitudinal control of a vehicle, this paper proposes an unified optimal framework that allows
variations in priorities and bounds to steering and velocity control. This integrated approach is better
suited to present a comprehensive overview of performance over local planning and geometric control
methods.

Adaptive [19] and model predictive control techniques [20] are widely used in real-time implemen-
tation of optimal algorithms. A scalable, non-linear model predictive controller has been demonstrated
in ref. [21] which has been found to improve the ergodicity of a hybrid system in real-time opera-
tion. Receding horizon control strategy has also been explored in underwater surveillance [22] and in a
modified form in dynamical systems with unknown, bounded and stochastic disturbances [23,24].

The paper uses a shrinking horizon control strategy for real-time implementation of the proposed
plan. Planning over a shrinking horizon is more resilient [24] in finding a solution than a receding
horizon approach. We thereby summarise the key contributions of this paper as follows:

1. Intent-aware navigation planner: Intent awareness of the proposed optimal strategy is not only
a local/reactive response to identify possible collisions but also helps in global optimal trajectory
planning based on motion estimation of the mobile agents at the end of the current planning
horizon. With special emphasis to target tracking, proposed logarithmic penalty function yields
an efficient passive anti-collision behaviour over entire planning horizon subject to speed and
lane restrictions usually imposed on auto-driven pursuit vehicles.

2. Integrated control without switching noise: The proposed method functions as both trajectory
planner (long goal) and controller (short goal) that integrates optimal trajectory generation for
dynamic target pursuit and local safety pertaining to collision avoidance. This helps in achieving
configurable and assessable performance and safety scores by a single control action, involves no
switching noise and provides clearer qualitative and quantitative prediction of runtime cost effec-
tiveness than decoupled controllers. Non-quadratic cost optimisation yields enhanced passenger
comfort.
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3. Shrinking horizon control: The proposed autonomous path planning and control approach have
been experimentally validated on a real system, which harvests the benefits of a shrinking horizon
policy in terms of resilience and the ability to render a broad optimal perspective.

The paper has been organised as follows. After introducing the mobile components in Section 2,
the main contribution of the paper has been discussed in Section 3. This section describes the inte-
grated controller design, conversion of the optimal control into a suitable boundary value problem
and solution thereof. Section 3 also describes the advantages of a novel usage of logarithmic penalty
function in constraining velocity apart from path. The experimental set-up and the shrinking-horizon-
based control architecture has been described in Section 4. Section 5 provides a detailed analysis of
simulated and experimental data obtained from a real-life robot in action. This section includes an explo-
ration of the design space and the role played by logarithmic barrier in velocity and steering control,
in the light of intent-aware control policy. Simulated and experimental comparison with strategically
different benchmark techniques and an integrated control formulation of different type have been pre-
sented to elucidate the merits of the proposed design, before concluding and presenting the future work
directions.

2. Preliminaries
This section briefly explains the elements of the optimal control problem, which shall be formulated in
Section 3. Any model of the elements discussed here are only for a clear understanding of the controller
design, and explicit dependence of the optimal solution(s) or the efficacy of the optimal controller on
any model is disclaimed.

Pursuer : We assume that the pursuer is a differentially driven, two-wheeled mobile vehicle of sym-
metric geometry (with radius rpursuer), governed by the non-linear kinematics described in (1). A set
of position vectors [x(t), y(t)]� represent the states, while linear velocity v(t) and heading θ (t) are the
control variables. Equation (1) is a modified unicycle model, with reduced dimension that (i) improves
comprehensibility of the mathematics governing the controller design and (ii) reduces computational
footprint as the optimisation steps are iteratively executed during runtime:

ẋ(t) = v(t) cos (θ (t))

ẏ(t) = v(t) sin (θ (t))

}
(1)

Target : We assume, there is a single, non-evasive mobile unit having a circular hull with radius rtar

assigned as the ‘target’. The target moves independently according to some predefined dynamics, which
is not known to the pursuer. However, it is assumed that the pose of the target is measurable at certain
intervals of time and approximate target positions at certain future instants (intent) can be constructed by
extrapolating the navigation history [25]. Tracking the target does not involve following the same path.
Instead, the objective is to command the pursuer such that the Euclidean distance between the pursuer
and the target is reduced over a planning horizon and finally the pursuer intercepts the target at the end
of the planning horizon, which is at a predetermined time Tint.

Obstacle : An obstacle can be a static or mobile object other than the target and the pursuer and
represented by a circle of a radius of robs, centered at (xobs(t), yobs(t)) at any time t within the planning
horizon. The dynamics behind the obstacle’s motion are also unknown and no look-up table has been
used either. We only assume that the obstacle’s position can be measured by suitable sensors (e.g.,
camera) at regular intervals. An actual obstacle may have an arbitrary shape but for simplicity of repre-
sentation, we conceive the representative obstacle to be a convex planar object completely containing the
actual obstacle. Further details about the construction of representative obstacle have been furnished in
Appendix A.
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3. Integrated Controller Design
In this paper, the optimal navigation problem has been formulated using an integrated control approach.
This approach generates an optimal trajectory that maintains a balance between dynamic tracking and
collision avoidance. A weighted cost function is designed to prioritise collision avoidance over tracking
when an obstacle(s) is present within a region of interest. A ‘region of interest’ is a predefined set of
states such that if an obstacle is located within that set, it is considered to be a collision threat and needs
to be avoided.

Existing literatures confirm that multiple obstacles within a region of interest at a particular time
can be avoided by a gradient-driven repulsive behaviour [26]. Our proposed design performs this func-
tion optimally and without having to increase the dimension of the optimal control problem because
of multiplicity of obstacles. However, finding a viable solution according to the safety guidelines for
autonomous driving can be difficult if the clutter is significantly high. In such a case, the pursuer
can follow the intent of the obstacle and apply a brake or slow down and retry until a solution is
found again. Keeping in mind that the pursuer is required to intercept the target at a predetermined
time, the restrictions imposed by controlling the pursuer’s velocity can be conflicting with the tracking
goal.

The proposed controller design aims to solve this intent-driven complex self-regulated navigation
problem. However, unlike a quadratic optimisation suggested in ref. [27], a penalty-function-based
planning and constraint management has been applied in an optimal control framework. The problem
statement can be summarised as follows:

Problem statement : Suppose, at time t, (xtar(t), ytar(t)), (xi
obs(t), yi

obs(t)) and (x(t), y(t)) are the instan-
taneous positions of the target, an ith obstacle and the pursuer, respectively. Let there are m obstacles
within the region of interest at time, t ≥ 0. Assume, the navigation starts from t = 0 and Tint is the desired
interception time, such that, Tint ∈R

+ and 0 < Tint < ∞. Consider, v(t) is the instantaneous velocity of
the pursuer. The objectives necessary for planning a safe navigation profile can be recited as:

1. Interception of the pursuer with the target at final time Tint can be established if the target states
and the pursuer states become the same at Tint (theoretically). This condition is demonstrated by
Eq. (2):

�(x(Tint), y(Tint)) = [x(Tint) − xtar(Tint) y(Tint) − ytar(Tint)]
� = [0 0]� (2)

The function �(x(Tint), y(Tint)) is called the final state function and Eq. (2) is referred to as the
final state constraint.

2. Collision avoidance with the ith obstacle can be achieved, provided that the pursuer is able to
maintain a predefined minimum distance of separation or safety margin, di from the obstacle
according to Eq. (3):

(x(t) − xi
obs(t))

2+(y(t) − yi
obs(t))

2 > d2
i (3)

Here, di is the minimum safety margin (MSM) between the centres of the ith obstacle and the
pursuer, such that ‖d2

i ‖ > ‖r2
obsi + r2

pursuer‖, where robsi is the radius of the ith obstacle and rpursuer is
the radius of the pursuer. Equation (3) will be referred to as the path constraint.

3. Velocity barrier is an upper limit imposed on the pursuer’s velocity to restrict the pursuer’s
motion. It can be the specified saturation limit recommended for the vehicle or a reconfigurable
upper bound (numerically less than or equal to the saturation limit), designed to manipulate the
navigation profile in each planning iteration. Suppose, vmax is the chosen velocity barrier defined
over the interval, [t, Tint], such that the velocity saturation constraint is satisfied according to
Eq. (4):

v(t) < vmax (4)
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The objective function for the navigation problem can be defined as a weighted sum of these
constraints as shown in Eq. (5).

J =
∫ Tint

0

(
− wv ln (vmax − v(t))−wb

m∑
i=1

ln
(
(x(t) − xi

obs(t))
2 + (y(t) − yi

obs(t))
2 − d2

i

)+
wd

(
(x(t) − xtar(t))

2 + (y(t) − ytar(t))
2
))

dt (5)

The elements wd, wb and wv are positive real constants, known as weighing constants. These are design
variables which assign relative priorities to the individual components contributing to the compound
cost. Among these, wd determines priority of tracking, the steering weight wb determines how the pursuer
will steer away from the obstacles and the velocity weight wv determines how strictly the velocity barrier
is implemented. The role of these weighing constants will be explained further in Section 5.

The optimal control problem P1 is fundamentally a minimisation problem for the objective function,
J as demonstrated in Eq. (6):

P1 : min
(v(t),θ(t))∈U

J (6)

subject to kinematic constraints

{
ẋ(t) = v(t) cos (θ (t))

ẏ(t) = v(t) sin (θ (t))

and subject to constraints recited in (2), (3) and (4)

where U ∈ (R+ ×R) is the set of admissible control variables (v(t) ∈R
+ and θ ∈R), and x and y are the

state trajectories. Admissible forward velocity is assumed to be non-zero and positive during the tracking
task, assuming no backward motion. Admissible heading can take values between −π to π radians. In
order to solve the optimisation problem P1, optimality conditions for the control variables v(t) and θ (t)
are derived by applying Pontryagin’s maximum principle (Section 3.1). The solution to P1 is the set of
optimal control variables v∗(t) and θ ∗(t), and the state trajectories (x∗(t), y∗(t)) being functions thereof
are also optimal.

3.1 Optimality conditions
A real-valued Hamiltonian function H is constructed as in (7). At any t ∈ [0, Tint], if the constraints
(2), (3) and (4) are satisfied, then the Hamiltonian H reaches its maxima and incurs a minimal
cost:

H= wv ln (vmax − v(t)) − wd((x(t) − xtar(t))
2 + (y(t) − ytar(t))

2) + wb

m∑
i=1

ln ((x(t)−

xi
obs(t))

2 + (y(t) − yi
obs(t))

2 − d2
i ) + λ1(t)v(t) cos (θ (t)) + λ2(t)v(t) sin (θ (t)) (7)

Two new variables, λ1(t) and λ2(t), have been introduced in the expression for H corresponding to each
state equation. These variables are the costates or the Lagrange’s multipliers. Unlike slack variable
representation of inequality constraints, no additional variable is necessary to describe the Hamiltonian.
Instead of the traditional quadratic form of control energy, [28] this problem utilises a logarithmic barrier
to the velocity. For a given vmax, the negative sign of the term − ln (vmax − v(t)) results in cost minimisa-
tion upon satisfaction of (4). This further implies that the controller facilitates minimum control effort

(CE), computed as
Tint∫
t

v2(t)dt, (0 ≤ t ≤ Tint).
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‘Stationarity’ of the Hamiltonian with respect to variations in the control vector leads to Eq. (8),
which expresses the control variables in terms of the costates:

∂H
∂v

= 0 ⇒ v(t) = vmax − wv√
λ2

1(t) + λ2
2(t)

∂H
∂θ

= 0 ⇒ θ (t) = tan−1

(
λ2(t)

λ1(t)

)
(8)

Recall that wv is positive and for a chosen wv, if wv <<
√

λ2
1(t) + λ2

2(t) (positive square root, since velocity
must be non-negative) holds at any t, it indicates the velocity of the pursuer is marginally close to the
imposed barrier and draws a penalty on the cost. Similarly, if (x(t) − xi

obs(t))
2 + (y(t) − yi

obs(t))
2 is less

than 1 + d2
i but greater than 0 at any t, then it indicates that the steering is insufficient to maintain the

MSM and a penalty has to be paid. In both of these cases the constraints are not violated but show a
possible violation in near future. To negate this possibility the cost is increased and the minimisation
problem P1 is triggered back into action. The role of the barrier function will be further elucidated in
Section 3.3.

Assuming that v(t) is continuous and upper-bounded, it is reasonable to further assume that the
costates λi, i ∈ {1, 2} are also continuous and bounded functions of time. Thereby, we replace v(t)
and θ (t) in H by equivalent functions of λi, i ∈ {1, 2}. Let us define the augmented state vector as
[x(t), y(t), λ1(t), λ2(t)]�. Now, differentiating the Hamiltonian with respect to the augmented state vec-
tor yields a set of modified dynamical relations as shown in (9). This step converts the optimal control
problem (6) into a system of non-linear ordinary differential equations (ODE) (9), which can be solved
with the knowledge of the boundary values:

ẋ(t) = vmaxλ1(t)√
λ2

1(t) + λ2
2(t)

− wvλ1(t)

λ2
1(t) + λ2

2(t)

ẏ(t) = vmaxλ2(t)√
λ2

1(t) + λ2
2(t)

− wvλ2(t)

λ2
1(t) + λ2

2(t)

λ̇1(t) = 2wd(x(t) − xtar(t)) −
m∑

i=1

2wb(x(t) − xi
obs(t))

(x(t) − xi
obs(t))2 + (y(t) − yi

obs(t))2 − d2
i

λ̇2(t) = 2wd(y(t) − ytar(t)) −
m∑

i=1

2wb(y(t) − yi
obs(t))

(x(t) − xi
obs(t))2 + (y(t) − yi

obs(t))2 − d2
i

(9)

3.2 Boundary value problem and its solution(s)
This type of simultaneous non-linear equations as in (9) usually do not have a closed-form solution. In
this case, Eq. (9) has been solved numerically by using the bvp4c ODE solver of Matlab. A comprehen-
sive survey [29] on different numerical methods warns that the selection of a numerical solver is crucial
to generate a solution(s). Popular recipes [30] like direct shooting, multiple shooting and reduced super-
position are inappropriate due to the complex relation of the augmented state variables. The high degree
of non-linearity of (9) severely affects convergence if the initial guess is poor. The method of relaxation,
on the other hand, is slow to converge and requires heavy computational resources. In comparison, col-
location [31] offers better numerical stability and is used by the ODE solver adopted in this paper. The
computation proceeds in the following sequence:

1. It may be recalled that the target dynamics is not known in advance and target states have only
been measured until current time, t. Hence, at any t, we implement an estimator that predicts
‘approximate’ target states that would be achieved at Tint, following the history of target’s motion
available till time, t.
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2. The initial states, x(0) and y(0), of the pursuer are known and the final states, x(Tint) and y(Tint),
that would be achieved at interception are computed from the final state function (2), where the
final states of the target are estimated according to the previous step.

3. Using the initial and approximate final states of the pursuer, (9) is solved. The costates, λi(t), i ∈
{1, 2} are unconstrained and are free to take values according to their relations with the states
x(t) and y(t).

In the safety guidelines of ref. [3], kinematic modeling has been suggested to predict situations like
time required by a pedestrian to reach/clear a collision zone, time-to-collision, distance-to-collision and
the likes. In the absence of a known model and given the dynamicity of the problem, our aim is to design
the system with the least possible computational overhead. It is not unknown that non-linear state esti-
mators like unscented Kalman filter involve intensive recursive computations. So, instead of a Kalman
filter [32] we have applied a polynomial estimation method to predict boundary values. References to
evolution of trajectory from past knowledge also appears in ref. [14]. Polynomial estimation using the
Neville–Aitken [33] routine is simple to implement. Inaccuracies of the initial iterate can be overcome
as new measurements are available over time. The polynomial representing the target’s state trajectory
is updated in every iteration. Eventually, as t moves towards the horizon Tint, the approximate states of
the target closely follows the actual dynamics (unknown to the pursuer). Detailed steps of the estimation
process has been discussed in Appendix B.

It is possible to encounter certain situations like, too many obstacles, inappropriate velocity barrier,
etc. for which the set of non-linear ODEs may not have any solution at t. In this aspect, a shrinking hori-
zon model predictive control plays an advantageous role. Such unanticipated situations can be overcome
by following the optimal path generated in the previous planning iteration. We assume that the sampling
frequency is high enough such that the trajectories do not suffer drastic changes until the next planning
iteration.

However, in general, Eq. (9) can have as many solutions as there are distinct sets of admissible initial
values for the augmented state vector. Recall that the initial boundary conditions for the states x(0) and
y(0) are known, but the costates are free variables. So, if two or more mutually exclusive sequences of
(x(t), y(t)) satisfy (9) in the interval (0, Tint), the corresponding sequence of costates (λ1(t), λ2(t)) are
mutually exclusive within the interval, [0, Tint]. This means that the initial states for the augmented state
vector are different for each solution. Depending on the initial guess, a solver will generate one of the
different solutions under same experimental conditions. In a special case, if only one sequence of (x(t),
y(t)) satisfies the boundary values in the closed interval [0, Tint], then it can be guaranteed that a unique
set of (λ1(t), λ2(t)) will exist corresponding to the sequence (x(t), y(t)). In that particular case, (9) will
have a unique solution in the said closed interval. A detailed discussion on the existence of solution(s)
has been provided in Appendix C, which can be verified against [34,35].

3.3 Logarithmic penalty function
The process of converting hard constraints (equality versions of Eqs. (3) and (4)) into soft constraints
by replacing them with equivalent functions is not new. The idea is to formulate a smooth gradient of
multiple stages leading to a possible violation of the hard constraint. Our choice for the appropriate
mapping function is a natural logarithm of the constrained variable. In this paper, we have shown how
the logarithmic barrier can be customised to meet the requirements of safe navigation depending on the
intent inference of the obstacle(s) and the target.

Logarithmic barrier is a penalty-inducing function. As the system trajectory tends to move closer
to the constraint boundary, the penalty increases exponentially, eventually increasing the cost. For a
minimisation problem like P1, the increase in cost due to penalty creates a conflict of interest. In
response, the optimal control problem generates a sequence of control vectors that tries to bring down
the penalty until the system reaches a state of minimum cost again [36]. This can be explained with an
example.
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Table I. Different values of μ and their meanings

Values μ≤0 0<μ<1 μ=1 μ>1
Inferences Invalid Penalty No Effect Cost Reduction

Let us consider, a real-valued natural logarithm of an argument, μ, where μ is the equality version of
the path constraint, (3). The equality indicates the MSM or the absolute, strict constraint that must not
be violated. When μ is ‘safely’ positive, that is the squared Euclidean distance between the ith obstacle
and the pursuer is greater than 1 + d2

i , then there is no penalty. In fact, the steering action aids in the
process of minimisation of the compound cost (5). When μ is ‘acceptably’ positive, that is the squared
Euclidean distance between the obstacle and the pursuer is equal to 1 + d2

i , then also there is no penalty,
but the resulting trajectory does not contribute anything to the minimisation of J. However, if both of the
foregoing stages are crossed and for some reason, μ becomes ‘barely’ positive, that is 0 < μ < 1, this
indicates a situation of imminent collision. Over the range of the value function (0, 1), the cost incurred
increases exponentially and forces the minimisation problem to generate a sequence of control variables
that contradicts the violation of MSM. The relation between the value function of μ and the actions
generated by the logarithmic barrier is summarised in Table I. The role played by logarithmic barrier on
steering control of the vehicle includes maintaining a balance between excessive and insufficient lateral
adjustment [2]. Automatic lane changes, imposing access restrictions on certain paths (e.g., one way, no
turn etc.) are some of the practical driving situations that can benefit from this formulation. Verscheure
et al. [37] have also documented the rapid path-tracking capabilities of logarithmic barrier formulations
in time optimal applications. In addition, we demonstrate a novel use of logarithmic barrier in the form of
velocity constraint. Penalty is imposed on the cost if the pursuer’s velocity v(t) tends to reach the upper
bound vmax. While this could also be achieved by a quadratic expression, the latter may fail to detect a
violation, given that in real systems the cost is computed at discrete time instants. It is straightforward
to see that a quadratic form yields the same cost irrespective of the sign of the arguments and there is a
single-point violation indicator, for example, v(t) = vmax. On the other hand, logarithmic barrier provides
a multiple-point violation indicator 0 < vmax − v(t) < 1 and has better chances of avoiding constraint
violations.

The upper bound vmax need not to be the saturation velocity of the vehicle. Different upper bounds
can be used to constrain the velocity in different planning iterations, depending on the intent inference.
For an instance, the pursuer may be allowed to slow down while dealing with fast-moving obstacles
or while handling an imminent head-on collision or during a transition into a lower-speed lane [3].
Likewise, the pursuer can be allowed to speed up while overtaking slow obstacles or during a high-
speed/freeway merge. This type of behaviour has been termed as ‘courteous’ multi-agent interaction [6]
and has often been found to be an important decisive factor at crossroads in the context of autonomous
driving. Velocity control can be treated as an integral part of optimal trajectory planning, by allowing
vmax to vary, when a new planning iteration begins. The proposed strategy is resilient to deadlocks and
increases the chances of finding safe navigation routes in dynamic and cluttered environments.

The features depicting the merits of the logarithmic barrier function have been summarised below:

i. It is defined over a real field which means when the value function of arguments tend towards
zero or less, it indicates a malfunction.

ii. It enables cost reduction if the argument is highly positive.
iii. It imposes a penalty if the value function of the argument ranges between (0,1), with penalty

increasing exponentially if the value tends to zero.
iv. It helps maintaining dimension of the Hamiltonian function to a minimum.
v. A negative logarithmic barrier is a non-increasing, monotonic and convex function.

vi. It can be used for creating a balance between passive and aggressive steering for collision
avoidance.
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Figure 1. (a) Different elements of the hardware set-up used. (b) Typical experimental execution
observed in Unity 3D with client and server communication scripts.

vii. It can be used for intent inference-based velocity control of the pursuer while dealing with
obstacles of different speeds, numbers, dimensions and approach angles.

viii. It helps in minimising the pursuer’s velocity and thereby also minimises control effort.

4. Experimental Set-up
The experimental set-up used for validating the proposed optimal controller has been described under
two subsections – the hardware unit and the control architecture.

4.1 Hardware unit
The hardware unit broadly comprises of the mobile units (target, obstacles and pursuer), sensors, a server
computer, a client computer and interfacing circuitry of a communication link between the server and
the client devices.

The target and the obstacles are small-sized autonomous robots, each having a radius of about
0.1 m, whereas, the pursuer has been configured on a research robotic platform, ‘Patrolbot’ by Adept
MobileRobots, LLC. [38]. It is a two-wheeled differential drive system supported by two additional
caster wheels at the front and the back of the chassis. Patrolbot has a saturation velocity of 1.8 m/s and
a saturation turn rate of 300◦/s. The pursuer is equipped with quadrature encoders to measure pose and
an inertial measurement unit for measuring acceleration and angular velocity. For localisation of the
target and the obstacles, visual markers of different patterns are attached to them, each having a unique,
asymmetric pattern.

The actuators of the pursuer are controlled at a lower level by a proportional integral derivative (PID)
controller. The PID commands are generated by an internal processor having an embedded firmware.
The firmware interfaces with the higher-level optimal controller through a programmable layer called
the server. The server runs on a piggybacked computer as shown in Fig. 1(a).

An off-board computer that is termed as the client performs trajectory planning. It is connected to an
overhead camera configured to record pose of the target and the obstacles. Detection and identification of
the target and the obstacles are performed using an augmented reality toolkit and ‘Unity 3D’ [39] which
is a graphical user interface-based pose mapper application. Example of an experimental validation study
as observed in Unity 3D is shown in Fig. 1(b). Localisation data from the software are available in the
camera plane, which is subjected to a homogenous transformation for obtaining position and orientation
information in the motion plane. The transformation matrix has been designed according to height, tilt
and pan of the camera mount. The transformed pose can be expressed with respect to any user-defined
local frame placed in the motion plane.
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(a)

(b)

Figure 2. (a) An overview of the control architecture explained along with (b) a demonstration of opti-
mal trajectories generated using a shrinking-horizon control. ICQO (integrated control with quadratic
optimisation) is another integrated control technique taken from ref. [27]. Tracking and avoidance
trajectory without velocity barrier is shown in blue.

The server is configured to communicate with the client through an ad hoc wireless network, which
has been designed with User Datagram Protocol (UDP) [40]. The client then computes the optimal
trajectory and serially transmits datapackets containing optimal control commands to the server for
execution. We have chosen UDP over a more popular Transmission Control Protocol (TCP), because
tracking is a real-time application which prioritises fast data transfer over data accuracy. The transmis-
sion has been designed with a fault detection routine (Visual C++/Matlab) that sequentially monitors
the virtual outbound and inbound transmission sockets and resets the communication link when period
of inactivity exceeds a certain threshold.

4.2 Control architecture
The architecture, as illustrated in Fig. 2(a), describes a control loop which operates sequentially as the
client and the server. The online implementation uses a shrinking horizon policy (Fig. 2(b)) which is
configured to consider the entire mission horizon in the first iteration, and is better suited to provide
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a backup plan in case a solution is unavailable at any t ∈ [0, Tint]. The article in ref. [24] confirms that
shrinking-horizon policy consumes lower energy, takes lower computation time and provides better
transient performance than receding-horizon model predictive control.

Client – Updating the trajectory planning horizon, computing the optimal controls and localising the
target and the obstacles are the major activities of the client routine. It may be recalled that the target
and the obstacles may have specific motion models, but those models are assumed to be unknown to the
pursuer. This necessitates the assessment of intent which can be done by a number of different methods
already discussed. In the present control architecture, motion estimation of the target and the obstacles
is carried out by extrapolating a polynomial history of their states, using the Neville–Aitken algorithm
(see Appendix B). Thereby, the boundary value problem is solved in real time to generate the optimal
trajectories. Under a variable length planning horizon approach, only a part of the computed optimal
trajectory is transmitted to the server. The set of optimal control sequence that is actually used in a
planning iteration, is defined by an interval called the ‘update horizon’. Length of update horizon is
determined by the data rate of the slowest sensor (e.g., camera). Since the mission time is fixed, the
length of the planning horizon reduces as time progresses. Upon exhaustion of the update horizon, the
planning horizon is updated with the knowledge of current states measured by the sensors (encoder/IMU
feedback from server and camera from client) and an estimation of intent. A new plan is established and
the action of replanning is reflected by the shifting of trajectories in subsequent iterations as shown in
Fig. 2(b).

Server – The client communicates with the server via a wireless serial communication pathway
which transmits control variables to the server and fetches tracking error from the server. The server,
on the other hand, sends PID motion commands to the pursuer through the firmware interface and
retrieves the current state feedback from the encoders and inertial measurement unit attached to the
pursuer. It may be noted that the optimal trajectory planned by the client is the reference and the
PID controller with state feedback is the closed-loop reference-tracking controller. The state feed-
back is used to compute the tracking error and stabilises the open-loop dataflow of the trajectory
planner.

Communication – In the event of a malfunction of the client–server communication, the current plan
is terminated and the horizon updater re-initiates the trajectory planner. Unlike error-dynamics-based
reference-tracking control, this architecture can reconfigure the reference trajectory of the closed-loop
controller. This feature, in association with the resilience property of shrinking-horizon policy, can
accommodate unanticipated changes in the intent of the target and the obstacles. The pseudocodes for
the client and server routines have been provided in Algorithm-Client and Algorithm-Server (Appendix
D), and Algorithm-Optimization describes the routine for formulating desired or reference optimal
trajectory.

5. Results and Analysis
In this section, we have explored the relation between the weighing constants and their combined effects
on the performance and safety metrics for dynamic pursuit. The role played by logarithmic penalty on
steering and velocity control of the pursuer have been discussed in the light of intent knowledge. An
approximation of the intent is assumed to be obtained from a polynomial reconstruction of the past
(measured) trajectories of the target and the obstacles, and then extrapolating in time. Experiments
demonstrating validation of the proposed strategy on a real robot in comparison with a recent litera-
ture on similar approach have been discussed. The results have been analysed in the context of a variety
of autonomous driving scenarios that have been recognised and regulated by competent authorities.
Comparison with strategically different benchmark techniques further explain the advantages of the
optimal formulation presented in this paper.
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Figure 3. Effects of weighing parameters on the performance and safety metrics – a guideline to weight
selection.

5.1 Selection of weighing constants
The weighing constants wd, wb and wv are design parameters, configured to assign relative priorities to
tracking, collision avoidance/steering and regulation of velocity/CE respectively. Individual impacts of
these parameters on a particular subtask is difficult to determine. Hence, they need to be studied as an
ensemble. The following observations indicate a qualitative overview of the roles of these parameters:

• A higher wd reduces the root mean square (RMS) tracking error, but at the cost of a high CE. It
has a suppressive effect on the penalty functions.

• A higher wv reduces both CE and the peak velocity (PV) attained but relaxes the MSM from the
obstacle(s).

• Increasing wb helps maintaining a larger safety margin, but increases CE.
• Compared to individual magnitudes of wd and wv, the ratio w = wd

wv
is a more appropriate indicator

for determining CE.

Figure 3 gives a guideline about how the performance and safety metrics like RMS tracking error,
CE, PV and MSM vary with changes in the weights. For a particular application, a suitable set of values
for the parameters may be chosen according to this guideline, depending on the situation. For example, a
larger penalty on MSM can be imposed by selecting weights such that w < wb. In each planning iteration,
the weights can be reassigned depending on the estimated motion of the target and the obstacles.

5.2 Logarithmic barrier: Steering and velocity control
Steering around a static obstacle (stationary but movable objects like a human or another vehicle, or a
purely non-movable entity like a traffic island) may not be feasible in presence of clutter, where access
to many of the possible routes are restricted; or in case, the pursuer is already moving at a high speed. In
the following simulation, we have studied the effects of both steering and velocity control in designing
a collision avoidance trajectory for a single static obstacle.

Static obstacle – Example 1: An accelerating target is simulated to move along an arc from the
midpoint of the workspace (0,0) m to the position (−1.56, 0.79) m. A static obstacle of radius 0.2 m is
located at (− 0.5, 0.5) m. The pursuer starts from (1, 0.2) m and makes an attempt to track and intercept
the target after 5 s. The tracking weight wd is maintained at a low priority of 0.2, and a higher priority
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(a) (b)

(c)

Figure 4. Steering and velocity control – how to select design parameters in avoiding a static obstacle.

is assigned to collision avoidance. With wv selected as 1, if low values are chosen for both velocity
barrier vmax = 0.8 m/s and steering weight wb = 0.3, it results in a collision (green curve). Out of the
three successful trajectories shown in Fig. 4(a), the blue curve achieves the objective by increasing the
weight to velocity barrier wv to 1.6. The magenta curve succeeds by increasing the velocity upper bound
vmax to 1.1 m/s. Whereas, the black curve increases the steering weight wb to 0.8. However, the lowest
RMS tracking error (0.27 m) is achieved by steering control (black curve) (see Fig. 4(b)), while the
lowest CE (1.92 m2/s) is achieved (see Fig. 4(c)) by enforcing a stricter velocity barrier (blue curve).

In the next simulation example, we have explored the relation between steering and velocity control
using logarithmic barrier for avoiding moving obstacles having different approach angles. In general,
approach angles between 180◦ and 360◦ (obstacles crossing at right angles or approaching from behind)
and head-on approach (90◦) are considered difficult to avoid. Reports [3] conclude that 60% of collisions
are accounted for transverse and head-on approach angles.

Obstacle approach angle –Example 2: A target is assumed to move linearly along y-axis from
(7, 6) m with a constant velocity of 0.2 m/s. The pursuer starts tracking the target from (3, 3) m and
attempts to intercept after 5 s.

(a) In the first case, an obstacle starts moving from (7, 0) m with a velocity of 2 m/s along 135◦, mak-
ing an almost right angle while crossing path with the pursuer. We assign vmax = 2 m/s assuming
that the saturation velocity for the pursuer is 2 m/s, which means the obstacle is always faster
than the pursuer. Allowable MSM is 0.5 m. The weights, wd and wv have been maintained at 0.2
and 1, respectively, and the effects of wb and vmax are studied.

Figure 5(a) shows that low steering weight wb = 0.2 and high velocity barrier vmax = 1.8 m/s
cause the pursuer to collide with the obstacle (red curve; assume that the obstacle has no avoid-
ance policy). Constraint violation can be avoided either by increasing the steering weight to 0.8
or slowing the vehicle down by decreasing vmax to 1.3 m/s. Simulation shows that steering action
yields a better safety score (MSM=0.96 m, blue curve) than velocity control (MSM = 0.73 m,
magenta curve), but at the cost of a higher CE and possibly passenger discomfort caused by the
oscillations in velocity profile. In fact, a hybrid control has been observed to solve both issues
and at the expense of a lower control energy, as illustrated in Fig. 5(b).

https://doi.org/10.1017/S0263574721001764 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574721001764


2518 Karnika Biswas et al.

4 4.5 5 5.5 6
Distance along x-axis (m)

3

3.5

4

4.5

5

5.5

6

D
is

ta
nc

e 
al

on
g 

y-
ax

is
 (

m
)

collision
solution 2
obstacle
trajectory
obstacle at
collision
pursuer at
collision
pursuer:
solution 2
obstacle:
solution 2
solution 3
pursuer:
solution 3
obstacle:
solution 3

0 1 2 3 4 5
Time (s)

0.8

1

1.2

1.4

1.6

1.8

2

Fo
rw

ar
d 

V
el

oc
ity

 (
m

/s
)

solution 2 : w
b
= 0.8

velocity of obstacle
pursuer velocity: collision
 solution 3 : v

max
=1.3

solution 3:w
b
 =1.5, v

max
=1.3

(a) (b)

Figure 5. Steering and velocity control – how to avoid a fast-moving obstacle crossing transversely.
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Figure 6. Steering and velocity control – how to avoid a head-on collision.

(b) In the second case, the simulated obstacle starts moving from (6,6) m with a velocity of 0.2 m/s
along 225◦, making an almost head-on approach towards the pursuer. Allowable MSM is 0.5
m. The weights wd and wv have been maintained at 0.2 and 1 respectively. A velocity barrier of
2 m/s results in a head-on collision (red curve, see Fig. 6(a)), irrespective of the steering weight.
Simulations have been conducted to study whether a reduction in velocity barrier is sufficient to
avoid the collision.

Figure 6(b) shows that the magnitude of velocity barrier and steering weight bear an inverse relation-
ship in obtaining a desired solution. If velocity barrier is reduced to vmax = 1.4 m/s, the steering weight
can be chosen as 0.6 to yield desired interception with the target. The resulting trajectory (blue curve)
has an RMS tracking error of 1.418 m and a CE of 8 m2/s over the mission interval. But, if the velocity
barrier is reduced further to 1.2 m/s, then the steering action has to be increased to avoid a collision.
With wb = 1 and vmax = 1.2 m/s, the magenta trajectory illustrates an alternative solution with slightly
higher RMS tracking error (1.46 m) and a slightly lower CE (7.01 m2/s). In situations like automatic
lane changing and passing over a slower preceding vehicle, the foregoing framework can be applied,
provided that the exact parameter values are selected depending on a case-to-case basis.
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Figure 7. Velocity control –A slow down approach.

Statistical reports on automated driving [2] show that the leading causes of crash are unanticipated
turning of vehicles at non-signalised junctions and stopping/decelerating actions by the lead vehicle.
In this context, the pursuer can avoid collision by maintaining its velocity if it is at a specific distance
away from the lead vehicle or it is capable of altering its own speed. The next discussion demonstrates
a simulation study showing how the velocity barrier vmax can be varied depending on an estimation of
the obstacle’s motion (intent inference) in order to achieve safe navigation.

Varying the velocity barrier–Example 3:

(a) In Fig. 7, an accelerating target is assumed to move from (0.07, 0.96) m. The pursuer which was
originally travelling with a velocity barrier of 1.5 m/s starts tracking the target from (0.08, 1.54)
m and attempts to intercept after 8 s. Within the region of interest, there is a static obstacle at
(− 0.5, 2) m and another accelerating obstacle that starts moving towards the pursuer at an angle
of 60◦ with respect to the x-axis. The moving obstacle is faster than the target, which usually
demands tracking to assume a lower priority than collision avoidance. However, the simulation
assigns full tracking weight (wd = 1) in order to discourage the pursuer from taking a large steer-
ing action in response to the current situation. In accordance, the steering weights to the static
and the moving obstacles are maintained at 0.7 and 1.2, respectively, and the weight to velocity
barrier is also chosen as 1. The objective is to study the effects of different velocity barriers in
achieving a safe trajectory, assuming that the moving obstacle has no avoidance policy of its
own. MSM is 0.2 m.

The current velocity barrier results in a collision. Note, in Fig. 7(a), if vmax is increased by
20%, the pursuer trajectory (blue) oscillates because of the low steering input and the increased
velocity and finally collides with the static obstacle at t = 2.78 s. Now, if vmax is decreased by
20%, the pursuer (magenta curve) slows down and successfully avoids both the obstacles before
intercepting the target. The velocity barrier vmax is further decreased to 0.8 m/s. The pursuer
collides (green curve) with the moving obstacle at t = 4.4 s, since both velocity and steering
inputs are low. However, it may be observed from Fig. 7(b), (c) and Table II (collisions marked
in bold) that, if the collision could be avoided, tracking trajectory with a lower velocity barrier
achieves the lowest RMS tracking error and the lowest CE. In practice, if the obstacle’s intent
does not exhibit a cooperative attempt to avoidance, it is best to reduce the velocity barrier and
enhance the steering effect. Handling unexpected hazards, safe lane change manoeuvres and
changing velocity in response to speed limit changes of roads are some of the practical situations
that represent the current simulation.
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Table II. Performance metrics for different velocity barriers in Example 3a

Velocity Barrier(m/s) RMSTE(m) CE(m2/s) MSM-static(m) MSM-moving(m)
1.8 0.98 5.32 0.17 0.27
1.2 0.82 3.34 0.25 0.25
0.8 0.60 2.08 0.54 0.01

Table III. Guidelines for selecting velocity barrier and weights for dynamic navigation –Example 3b

Configurations RMSTE(m) CE(m2/s) MSM-1(m) MSM-2(m) PV(m/s)
1: vmax = 1.2 m/s, w1

b = 2,w2
b = 0.2 0.42 5.5 0.77 1.09 1.01

2: vmax = 1.2 m/s, w1
b = 0.2,w2

b = 2 0.23 6 0.51 0.43 1.35
3: vmax = 1.8 m/s, w1

b = 0.2,w2
b = 2 0.18 8.16 0.63 0.68 1

4: vmax = 1.8 m/s, w1
b = 1,w2

b = 1 0.31 8.23 0.10 0.94 1.43
5: vmax = 1.2 m/s, w1

b = 1,w2
b = 1 0.36 6.13 0.34 0.91 1.04

6: vmax = 0.8 m/s, w1
b = 1,w2

b = 1 0.54 4.05 0.82 0.93 0.74
7: vmax = 1.2 m/s, w1

b = 0.2,w2
b = 0.2 0.48 4.05 0.12 0.10 0.92

(b) Consider a case, where the pursuer encounters two moving obstacles, while tracking an acceler-
ating target that moves from (− 0.25, 0.08) m with an initial velocity of 0.36 m/s along a complex
trajectory. Time-to-interception is 10 s. The pursuer starts from a position (− 0.3, −0.5) m and
encounters a fast-moving obstacle, which travels along an arc with an initial velocity of 0.47 m/s
from a position (− 0.5, 0.2). The pursuer encounters the second obstacle, that moves linearly
along the x-axis from (0.55, 2.39) m. MSM is set to 0.2 m. The objective is to study how to
select the steering weights and the magnitude of the velocity barrier in a dynamic scenario rep-
resenting situations like a passing over manoeuvre, navigating a signal-less crossing and moving
through a pedestrian-rich area. The weights wv and wd are maintained at unity in all simulated
configurations in Table III, which mean penalty to tracking and velocity constraint are given
full weightage. (Notations for Table III – MSM-i: Minimum Safety Margin w.r.t. obstacle i,
wi

b: Steering weight to obstacle i.)
Referring to Table III, we can observe that a variable steering policy for the two moving obsta-

cles yields quite different results. In configuration 1, the nearer and faster obstacle is prioritised
from the steering perspective, while in configuration 2, the condition is reversed. The second
configuration yields a lower tracking error, but the safety margins are also reduced. In such a
situation, the pursuer can be triggered to speed up and avoid collision as seen in configuration
3. With vmax increased to 1.8 m/s to avoid the faster and nearer obstacle and setting a higher
weightage to steering of the farther and slower obstacle results in a much reduced RMS tracking
error. The safety margins increase too, but at the cost of a higher CE. Note that, an equal and
high steering weightage for both the obstacles (configuration 4) does not yield a safe trajectory if
the velocity barrier is high. This is because the effects of steering at high velocity and reduction
of tracking error are contrasting by nature. It can be safely concluded from the observed perfor-
mance and safety metrics for configurations 5 and 6 that lowering the velocity barrier improves
the safety margin for collision avoidance and also the CE but degrades the RMS tracking error
score. The collisions reported for configuration 7 (the values in bold are collisions) are obvious
because the steering weights are both low and equal.

(c) The following example demonstrates a simulated tracking scenario implementing the shrinking-
horizon model predictive control policy. The simulation involves different dynamic situations
encountered in different phases of motion and appropriately summarises the foregoing discus-
sions on velocity and steering control.
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Figure 8. A shrinking-horizon approach to trajectory planning and control in a complex dynamic
scenario.

Figure 8(a) represents a multiphase trajectory exhibited by a moving target that changes its course
without prior intimation to the pursuer. The target starts at (1,4) m and moves with an initial velocity of
0.34 m/s. A single static obstacle at (− 0.5, 2) m is avoided by regulating the steering weight to 0.3 and
by maintaining a moderate velocity barrier of 1 m/s.

After 2.96 s, the change in target trajectory is estimated by constructing and extrapolating a poly-
nomial. The second obstacle starts moving from (−0.75, 0) and accelerates towards the pursuer.
Constrained by both the obstacles and tracking, the velocity barrier is reduced to 0.5, while keeping
the steering weights unchanged. The pursuer is capable to achieve a safety margin greater than 0.5 m.

The second phase of motion is interrupted, and a replanning of optimal tracking trajectory is induced
by another change in the target trajectory. The planning horizon is reduced in length (duration) with
each replanning activity. In this phase, the static obstacle starts moving along an arc at a high speed
(gains a velocity of 0.36 m/s and accelerates further), while the second obstacle slows down, changes
direction and maintains a constant speed of 0.7 m/s along the x-axis. The magnitude of velocity barrier
is increased to 1.8 m/s, and an unequal steering weightage is assigned to avoid the two moving obstacles
(configuration 3 of Table III). Finally, interception occurs at 19.36 s. The tracking error (see Fig. 8(b))
and the velocity profiles of the pursuer, target and the obstacles can be seen in Fig. 8(c) for a better
understanding of the above description.

5.3 Comparison with other methods
The effectiveness of the proposed method against other techniques has been studied under two aspects.
In the first line of study, we have chosen some benchmark methods that consider combined control of
velocity and steering of a pursuit vehicle. Three different generic techniques have been selected for this
purpose. The first one is the gradient-based artificial potential field (APF) method [41] that shares the
integrated control approach but uses an aggressive form of collision avoidance. The second approach
is a proportional navigation scheme, called the deviated pursuit (DP) method [42], which shares a non-
aggressive avoidance like the proposed strategy. The third technique is rendezvous guidance (RG) [43],
which is basically a reactive technique in contrast to optimal planning.

Strategy-based comparison –Example 6: A simulation has been designed where the target starts
from (7, 6) m and moves along y-axis, with a velocity of 0.2 m/s. Time-to-interception is selected to
be Tint = 8 s after the start. The pursuer starts tracking the moving target from the position, (3, 3) m.
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Figure 9. A comparative study of the proposed method against strategically different benchmark
techniques.

The velocity barrier of the pursuer has been set to vmax = 2 m/s. An obstacle starts moving at an ini-
tial velocity of 0.2 m/s and an initial acceleration of 0.1m/s2 from the position, (5, 5) m. MSM is set
to 0.5 m.

Figure 9(a) demonstrates the trajectories planned by the different methods compared here. While all
of the methods are found to satisfy the MSM constraint, the oscillations in the APF-driven path (blue)
is noteworthy. Undesired noise related to APF is also observed in Fig. 9(b) and (c), which represent the
tracking error and CE over the mission horizon. Whereas, RG generates a smooth trajectory (brown)
(see Fig. 9(a)), achieving a faster rate of convergence of tracking error (see Fig. 9(b)), but at the cost of
a very high CE, as can be seen in Fig. 9(c). In contrast, DP method results in a trajectory (green) with
slowest error convergence curve and a constant CE, which is considerably higher that the average CE
for the other methods. Our proposed method computes a trajectory (magenta) with optimal steering (see
Fig. 9(a)), which has a fast tracking-error convergence rate, numerically comparable to that obtained by
RG (see Fig. 9(b)) and requires a CE that has a lower peak value than most of the other methods and a
fast decaying profile (Fig. 9(c)).

The second line of study compares the proposed method against a recent literature, which describes a
strategically similar integrated control method for cooperative robots [27] but uses a quadratic optimisa-
tion formulation in contrast to our proposed logarithmic barrier. This reference method shall be termed
as ICQO (integrated control with quadratic optimisation) in further analysis. Simulation and experi-
mental validation of both the methods have been shown to demonstrate the advantages of logarithmic
penalty function which has been applied to both path and control constraints.

Experimental example: 1 A target has been commanded to move along the x-axis from (0, 0) m
with a constant velocity of 0.1 m/s in a laboratory set-up. The interception time, Tint was chosen as 20 s
so that the experiment can be contained within the field of view (2.5 m × 2.5 m) of an overhead camera.
An obstacle was commanded to travel from (0.3, 1) m with a velocity of 0.05 m/s at an angle of 30◦.
The pursuer starts tracking the target from a position of (0.2, 1.8) m, under a prescribed velocity barrier
of 1.8 m/s.

The entire workspace was considered to be the region of interest. The target and moving obstacle were
configured as small autonomous robots, each having radius of about 0.1 m. The pursuer has a radius
of about 0.22 m. MSM has been set to 0.4 m. The navigation planner’s update frequency was decided
by repeated trials upon observing the average time required for image processing and transmission and
was set to 0.8 s. Sampling time was selected as 400 ms and the maximum idle time (time to reset the
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Figure 10. Comparison of trajectory, tracking error and control effort of proposed method with ICQO
[27].

communication link due to inactivity) was 1.2 s (see client–server algorithm in Appendix D). The range
of weighing constants used for the experiment were 0.8 ≤ wv ≤ 1.2, 0.01 ≤ wb ≤ 0.04 and 0.1 ≤ wd ≤
0.2. The event of the pursuer reaching a δint ball of 0.4 m around the target, in a neighbourhood of Tint,
has been assumed to conclude interception and thereby tracking was terminated.

Note that the planned trajectories intercept the target at Tint = 20 s, but in practice, the actual tra-
jectories are terminated when the pursuer reaches a ball of radius 0.4 m (same as MSM specification)
from the target. As observed in Fig. 10(a), both the proposed (magenta) and reference (blue) method
(ICQO) yield similar trajectories under the shrinking-horizon control policy and also achieve similar
convergence curves of tracking errors (Fig. 10(b)). This gives a general indication of collision avoidance
capabilities of the two methods. But, the steering capabilities of the two methods become inconclusive
in absence of multiple obstacles of different velocities and approach angles because of the restricted
workspace. However, we observe that the logarithmic velocity barrier of our proposed method performs
better in terms of CE (see Fig. 10(c)) in achieving a similar tracking error score. It will be further clear
from the acceleration (Fig. 11(c)) and angular velocity (Fig. 11(d)) profiles of the pursuer illustrated
in Fig. 11 that our proposed method is more efficient in providing passenger comfort due to reduced
fluctuations and magnitude of the control variables.

The concept of dynamic window-based trajectory planner which refers to finding the most suitable
velocity for a pursuer among a set of admissible velocities by comparing performances with respect to
certain evaluation function has been exploited in a number of prior arts. In ref. [44], a hybrid global
planning strategy has been devised in conjunction with Jump-A∗ algorithm, whereas [45] discusses an
approach that involves estimation of distribution of obstacles for generating quick responses. Our method
is different from these literatures from the aspect of intent awareness, which evaluates predictive states
at a future time corresponding to the end of the current planning horizon. An extensive study on gener-
ation of avoidance trajectories for different degrees of clutter and various types of obstacles including
static, moving, isolated, connected, rigid and deformable objects have been explained in the paper [46].
However, in contrast to our proposed optimal trajectory with unknown target motion, the target consid-
ered in ref. [46] has predefined states and in the absence of obstacles, the vehicle is configured to move
to the target along line of sight. For obstacle avoidance, a range-based safety margin protocol similar to
ref. [46] has been used. But our proposed method performs obstacle avoidance by minimising optimal
cost utilising non-quadratic penalty which does not require addressing constraints like non-intersecting
obstacle boundaries, angle-based spirals, and parametric path curvature illustrated in ref. [46]. In gen-
eral, our proposed method performs functionalities of both reactive (local) and model predictive optimal
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Figure 11. Comparison of velocity, heading, acceleration and angular velocity of proposed method
with ICQO [27].

controllers (global) in an integrated fashion compared to switching-based sliding mode reactive con-
troller which may possibly attract control mismatch at switching points and additional efforts to balance
it. A velocity cone formulation for deciding avoidance direction around an obstacle also appears in ref.
[47], which is completely avoided in our proposed method. All obstacles within current sensing range
are optimally avoided by a logarithmic barrier function constraining both velocity and safety margin.

6. Conclusion
This paper presents an integrated optimal control approach to find safe navigation routes for dynamic
pursuit vehicles, where collision avoidance strategies are influenced by an estimated knowledge of inten-
tion of the target and the obstacles. The main contribution of the proposed controller is to demonstrate the
flexibility and efficacy of velocity and steering control achieved by a logarithmic penalty-function-based
nonlinear optimization routine. Practical implementation of the proposed control strategy has been done
using a shrinking horizon policy, which offers better chances of finding solutions than receding hori-
zon control by applying a backup plan, which is complete till interception. Extensive simulations and
hardware experiments have been performed and analysed to illustrate the merits of logarithmic velocity
barrier in a variety of autonomous driving situations, including dynamic motion, clutter, unanticipated
changes in target motion, accelerating/decelerating obstacles, obstacles approaching at different angles,
etc. The proposed control strategy has been found to offer lower tracking error and lower CE in compari-
son to existing literature. This being said, the possible directions for extending the current work are many.
Stability analysis of a pursuit vehicle under the proposed scheme, studies on impacts of cooperative/
anti-cooperative behaviour of obstacles on the optimal planner, enhancing robustness to disturbances
and exploring automatic weight allocation system for the optimal controller are some of the possible
routes of future work.
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