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Abstract. We study the thermodynamic formalism of a C∞ non-uniformly hyperbolic
diffeomorphism on the 2-torus, known as the Katok map. We prove for a Hölder
continuous potential with one additional condition, or geometric t-potential ϕt with t < 1,
the equilibrium state exists and is unique. We derive the level-2 large deviation principle
for the equilibrium state of ϕt . We study the multifractal spectra of the Katok map for the
entropy and dimension of level sets of Lyapunov exponents.
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1. Introduction
The Katok map is a C∞ non-uniformly hyperbolic toral automorphism in dimension 2,
generated by a slow-down of the trajectories of a uniformly hyperbolic toral automorphism
in a small neighborhood near the fixed point. So far the existence and uniqueness of
equilibrium states for uniformly hyperbolic diffeomorphisms with sufficiently regular
potentials are well studied in [2]. Meanwhile, researchers have been able to derive
the statistical properties for the equilibrium state via symbolic dynamics, including the
Bernoulli property, exponential decay of correlations and the central limit theorem,
see [14, 19].

Nevertheless, the thermodynamic formalism of non-uniformly hyperbolic systems is
far away from being complete. In the case of the Katok diffeomorphism, non-uniform
hyperbolicity is generated by the existence of a neutral fixed point. Its thermodynamic
formalism has features in common with the model example of the one-dimensional
Manneville–Pomeau map, admitting a neutral fixed point at zero. In [17], Pesin, Senti
and Zhang studied the Katok map as Young’s diffeomorphism using a countable Markov
diagram. In [21], Shahidi and Zelerowicz studied the Bernoulli properties and decay
of correlations of the equilibrium state of the Katok map for locally Hölder potentials.
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This technique has been applied to other non-uniformly hyperbolic cases (see, for
example, [20]).

In this paper, we study the Katok map using the orbit decomposition approach. The
technique is first introduced in [8]. The spirit is to generalize the dynamical properties for
the map and regularity conditions for potential functions from [2] and make them hold
on an ‘essential collection of orbit segments’ which dominates in topological pressure
and presents ‘enough uniformly hyperbolic behavior’. This technique has been applied
to other non-uniformly hyperbolic cases; see [6, 7] for DA (derived from Anosov)
homeomorphisms, and [3] for flows. We will compare our approach to that of [17] after
we state our results and explain the details in §7.

One crucial fact about the Katok map is that it admits an equilibrium state for any
continuous potential as the map is expansive. In fact, the Katok map is topologically
conjugate to a linear torus automorphism via a homeomorphism and therefore has the
specification property. By [2], we know the Katok map has a unique measure of maximal
entropy. However, since the conjugacy homeomorphism is neither differentiable nor
Hölder, the thermodynamic formalism of the Katok map is non-trivial. When the potential
functions are geometric t-potentials, the Katok map will go through a phase transition
just like what happens to the Manneville–Pomeau map. We will prove, for any t < 1,
that there exists an orbit decomposition such that tϕgeo has the required regularity on a
collection of orbit segments that dominates in pressure. Applying [8, Theorem A], we are
able to conclude the uniqueness of equilibrium states for all such tϕgeo. A similar result is
obtained for Hölder potentials with the pressure gap P(δ0) < P(ϕ), where δ0 is the Dirac
measure at the origin.

Before we state the theorems, we make some brief remarks on the notation. In the
definition of the Katok map (see [11] and also §3 for its properties) we have two parameters
r0 and α. Roughly speaking, r0 is the radius of the perturbed region and α describes the
exponential slow-down rate. We also write ϕt = tϕgeo with ϕgeo

=−log |DG̃|Eu(x)| being
the geometric potential, where Eu(x) is the unstable distribution of DG̃ at x and G̃ is the
Katok map.

THEOREM 1.1. Given the Katok map G̃ whose α and r0 are sufficiently small, if ϕ ∈
C(T2) is Hölder continuous and ϕ(

¯
0) < P(ϕ), where

¯
0 is the origin, then there is a unique

equilibrium state for ϕ.

THEOREM 1.2. Given the Katok map G̃ whose α and r0 are chosen sufficiently small, ϕt

has a unique equilibrium state for t ∈ (−∞, 1).

In Theorems 1.1 and 1.2, we want α and r0 to be small enough so that the desired
dynamical properties, i.e. specification, regularity for potential, etc, will hold for the
essential collection of orbit segments. For details on how small the range is, see the end
of §3.

One benefit that [2, 8] bring us is to construct the unique equilibrium state as a
Gibbs measure. In [2], the lower Gibbs property is essential in ruling out the mutually
singular equilibrium states. This approach is generalized in [8], in which Climenhaga and
Thompson derive the lower Gibbs property of equilibrium state for the ‘essential collection
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of orbit segments’ which dominates in pressure as well as a uniform upper Gibbs property
for all orbit segments. In this paper, we are able to deduce a non-uniform version of
the upper and lower Gibbs properties for all orbit segments at all scales. Based on this
property and the entropy density, we are able to deduce the large deviation principle for
the equilibrium state of the Katok map in Theorems 1.1 and 1.2. In general, the large
deviation principle describes the exponential rate of convergence of the time average to
the space average with respect to a given measure. The following theorem is proved in §8.

THEOREM 1.3. The unique equilibrium states for the potentials considered in
Theorems 1.1 and 1.2 satisfy the level-2 large deviation principle.

The uniqueness result also helps us to study the multifractal spectra of level sets of
Lyapunov exponents by estimating the dimension from below and giving the exact entropy.
In §9, we prove the following theorem.

THEOREM 1.4. Let P(t) := P(tϕgeo), α1 := limt→−∞ D+P(t) and also α2 :=

D−P(1). Define L(β) := {x ∈ T2
: x is Lyapunov regular and χ+(x)= β}. For all α ∈

(α1, 0], L(−α) is non-empty. Moreover, its entropy satisfies h(L(−α))= E (α), where
E (α) is the Legendre transform of P at α (see §9.1 for the definition). When α ∈ (α1, 0),
the Hausdorff dimension of L(−α) satisfies dimH (L(−α))≥ (−2E (α))/α. In particular,
when α ∈ [α2, 0), dimH (L(−α))= 2.

Here, L(−α) is the set of Lyapunov-regular points whose positive forward and
backward Lyapunov exponents are both −α with h(L(−α)) and dimH (L(−α)) being
its topological entropy and Hausdorff dimension, respectively. We notice that due to
the existence of a neutral fixed point, the pressure function P(t) goes through a phase
transition at t = 1, and in particular α2 < 0. See §9 for the definition of E (α) and other
details.

We briefly compare the above results to those in [17]. They obtain the results of
Theorem 1.2 when t ∈ (t (α, r0), 1) with t (α, r0)→−∞ when α, r0→ 0. Their question
concerning whether the range of t can be extended to −∞ for a fixed Katok map is
answered here, as the orbit decomposition approach will allow us to take t (α, r0)=−∞

for fixed α, r0, which is the optimal uniqueness result for equilibrium states. Besides that,
the large deviations and multifractal results are well suited to the specification approach
and uniqueness results. On the other hand, [17] emphasizes the statistical properties of the
equilibrium state by the nature of the Tower construction. We refer the reader to §7 for
more technical details of the comparison.

The structure of the paper is as follows. In §2, we introduce the orbit decomposition
technique that we apply throughout the paper. In §3, we briefly introduce the Katok map
and deduce some relevant properties that will be used in the construction of the orbit
decomposition. In §4, we establish the decomposition. In §5, we prove that the essential
collection in the decomposition dominates the pressure under certain conditions. In §6,
we prove the Bowen property for Hölder continuous potential functions and geometric t-
potentials. In §7, we conclude our Theorems 1.1 and 1.2 as our main results on uniqueness
of equilibrium states. In §8, we deduce the large deviation principle for the equilibrium
states in Theorems 1.1 and 1.2 and thus deduce Theorem 1.3. In §9, we study the
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multifractal spectra of the Katok map in terms of topological entropy and the Hausdorff
dimension and prove Theorem 1.4.

2. Main technique
We state the preliminary definitions needed for the technique and introduce how to apply
the technique to deduce the desired thermodynamic formalism.

2.1. Pressure. Let X be a compact metric space and f : X→ X be a continuous map
of finite topological entropy. Take a continuous real-valued function ϕ on X and call it the
potential (function). Denote the space of all f -invariant Borel probability measures on X
by M( f ) and denote the ergodic ones by Me( f )⊂M( f ).

We write

Sn(ϕ)= S f
n (ϕ)=

n−1∑
k=0

ϕ( f k x).

Given n ∈ N and x, y ∈ X , we define

dn(x, y)= max
0≤k≤n−1

d( f k(x), f k(y)).

The Bowen ball of order n at center x with radius ε is defined as

Bn(x, ε)= {y ∈ X : dn(x, y) < ε}.

We need to separate points using Bowen balls. Suppose Y ⊂ X and δ > 0. We say E ⊂ Y
is a (δ, n)-separated set if dn(x, y)≥ δ for all x 6= y, x, y ∈ E . Write

3
sep
n (Y, ϕ, δ; f )= sup

{∑
x∈E

eSnϕ(x) : E ⊂ Y is an (δ, n)-separated set
}
.

The pressure of ϕ on Y is defined as

P(Y, ϕ; f )= lim
δ→0

lim sup
n→∞

1
n

log3sep
n (Y, ϕ, δ; f ).

In particular, when Y = X , we write P(X, ϕ; f ) as P(ϕ).
More generally, sometimes we must consider the pressure of a collection of orbit

segments. As defined in [8], we interpret D ⊂ X × N as a collection of finite orbit
segments and write Dn = {x ∈ X : (x, n) ∈D}. Consider the partition sum

3
sep
n (D, ϕ, δ; f )= sup

{∑
x∈E

eSnϕ(x) : E ⊂Dn and is an (δ, n)-separated set
}

which enables us to define P(D, ϕ; f ) in the same way.
The variational principle from [23] says that

P(ϕ)= sup
µ∈M( f )

{
hµ( f )+

∫
ϕ dµ

}
= sup
µ∈Me( f )

{
hµ( f )+

∫
ϕ dµ

}
.

A measure achieving the supremum is called the equilibrium state. One of the main topics
in this paper is to study the existence and uniqueness of this object.
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Later in the estimate on pressure gap, we have to consider the following variation of the
definition of pressure, which first appears in [8]. Given a fixed scale ε > 0, we define

8ε(x, n) := sup
y∈Bn(x,ε)

n−1∑
k=0

ϕ( f k y).

From the above definition we see immediately that 80(x, n)=
∑n−1

k=0 ϕ( f k x).
For D ⊂ X × N, we write

3
sep
n (D, ϕ, δ, ε; f )= sup

{∑
x∈E

e8ε(x,n) : E ⊂Dn and is an (δ, n)-separated set
}
.

The pressure of ϕ on D at scale δ, ε is given by

P(D, ϕ, δ, ε; f )= lim sup
n→∞

1
n

log3sep
n (D, ϕ, δ, ε; f ).

Again, when D is the entire X × N, we simply write P(ϕ, δ, ε).

2.2. Specification, expansivity and regularity.

2.2.1. Specification. Specification describes the property that different Bowen balls can
be connected by an orbit segment with uniform gap.

Definition 2.1. A collection of orbit segments D ⊂ X × N has specification at scale ε if
there exists τ = τ(ε) ∈ N such that, for every {(x j , n j ) : 1≤ j ≤ k} ⊂D , there is a point
x in

k⋂
j=1

f −m j−1 Bn j (x j , ε),

where m0 = 0 and m j = m j−1 + n j + τ for j ≥ 1.

Sometimes we are only interested in connecting orbit segments that are long enough. In
these situations, it is natural to come up with the following weak version of specification.

Definition 2.2. A collection of orbit segments D ⊂ X × N has tail specification at scale ε
if there is some N0 ∈ N such that D≥N0 := {(x, n) ∈D |n ≥ N0} has specification.

2.2.2. Expansivity.

Definition 2.3. We write the set of non-expansive points at scale ε as

NE(ε) := {x ∈ X : 0ε(x) 6= {x}}.

The map f is expansive at scale ε if NE(ε)= ∅. A f -invariant Borel probability measure
is said to be almost expansive at scale ε if µ(NE(ε))= 0.

To see whether the set of non-expansive points at some scale is negligible regarding
pressure, we need the following quantity. This is known as the pressure of obstructions to
expansivity in [6–8]:

P⊥exp(ϕ, ε)= sup
µ∈Me( f )

{
hµ( f )+

∫
ϕ dµ : µ(NE(ε)) > 0

}
.

From the definition we notice that if Pµ(ϕ) > P⊥exp(ϕ, ε) and µ is f -invariant and ergodic,
then µ is almost expansive at scale ε.
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2.2.3. Regularity for potential. The following regularity for the potential function is
required in our case.

Definition 2.4. Given D ⊂ X × N, we say a function ϕ : X→ R has the Bowen property
on D at scale ε if there exists a constant K = K (ϕ,D, ε) such that |Snϕ(x)− Snϕ(y)|<
K for any (x, n) ∈D and y ∈ Bn(x, ε). A function ϕ has the Bowen property on D if it
has the Bowen property on D at some scale (therefore, smaller scale as well).

2.3. Orbit decomposition technique. Now we have all the ingredients that we need
to deduce the uniqueness of equilibrium states. The following orbit decomposition
construction, which is first completely introduced in [8], will be the main technique that
we will apply throughout the paper.

For a compact metric space X and f : X→ X being at least C1+α in our case, a
decomposition for a pair (X, f ) consists of three collections P, G ,S ⊂ X × N and
three functions p, g, s : X × N→ N such that, for every (x, n) ∈ X × N, the values
p = p(x, n), g = g(x, n), s = s(x, n) satisfy n = p + g + s and

(x, p) ∈P, ( f p(x), g) ∈ G , ( f p+q(x), s) ∈S .

Meanwhile, for each M ∈ N, write G M for the set of orbit segments (x, n) such that
p ≤ M , s ≤ M . Here (x, 0) is assumed to be contained in all of the three collections.
This basically means some elements in the decomposition can be empty. The following
theorem [8, Theorem 5.6] is the main tool that we apply in this paper.

THEOREM 2.5. Let X, f, ϕ be as above. Suppose there is an ε > 0 such that
P⊥exp(ϕ, 100ε) < P(ϕ) and (X, f ) admits a decomposition (P, G ,S ) with the following
properties.
(1) For each M ≥ 0, G M has tail specification at scale ε.
(2) ϕ has the Bowen property at scale 100ε on G .
(3) P(P ∪S , ϕ, ε, 100ε) < P(ϕ).
Then there is a unique equilibrium state for ϕ.

There is no specific meaning behind the constant 100ε, while we do require expansivity
and regularity to be controlled at a much larger scale due to the multiple application of
specification. In particular, all the estimates will be safe once regularity for potential holds
at scale 100ε.

Here we remark that the transition time for G M is dependent on the choice of M .
Specification at all scales for G implies specification at all scales for G M for any M
due to a simple argument using the modulus of continuity (see [8] for details). For the
Katok map we can obtain specification at any small scale due to its conjugacy to the linear
automorphism. Nevertheless, the conjugacy homeomorphism is not Hölder continuous,
which makes the thermodynamic formalism of the Katok map different from the well-
studied uniformly hyperbolic models.

We add a final remark on the term P(P ∪S , ϕ, ε, 100ε), the two-scale pressure
defined in §2.1. In [6] where specification at all scales is not expected, the authors put
a variation term in the pressure gap estimate. This variation term can be obtained by
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breaking down the two scale pressure. In fact, it is not hard to see that P(D, ϕ, ε, 100ε)=
P(D, ϕ, ε) when ϕ has the Bowen property on D at scale 100ε. In our case, although the
Bowen property does not hold on P ∪S , we will give an argument in §5 using the local
product structure to remove the 100ε term.

3. The Katok map and its properties
We collect the materials for the Katok map that we need when building the decomposition
with the desired properties. The Katok map is a C∞ diffeomorphism of T2 which preserves
Lebesgue measure and is non-uniformly hyperbolic. Katok [11] originally constructed the
map to verify the existence of C∞ area-preserving Bernoulli diffeomorphisms of D2 that
are sufficiently flat near ∂D2.

3.1. Definition and general properties. Consider the automorphism of T2 given by
A =

[
2 1
1 1

]
, which is locally the time-one map generated by the local flow of the following

differential system:
ds1

dt
= s1 log λ,

ds2

dt
=−s2 log λ,

where (s1, s2) is the coordinate representation in the eigendirections of A and λ > 1 equals
the greater eigenvalue of A. We slow down the trajectories of the flow in a neighborhood of
origin as follows. Choose a number 0< α < 1 and a functionψ : [0, 1] → [0, 1] satisfying
(1) ψ is C∞ everywhere except for the origin,
(2) ψ(0)= 0 and ψ(r0)= 1 for some 0< r0 < 1 and r0 is close to 0,
(3) ψ ′(x)≥ 0 and is non-increasing,
(4) ψ(u)= (u/r0)

α for 0≤ u ≤ r0/2,
where r0 is very small. Let Dr = {(s1, s2) : s2

1 + s2
2 ≤ r2

}. We also define r1 = r0 log λ.
Now the trajectories are slowed down in Dr1 at the rate of ψ , which induces the following
differential system:

ds1

dt
= s1ψ(s2

1 + s2
2) log λ,

ds2

dt
=−s2ψ(s2

1 + s2
2) log λ.

Denote the time-one map of the local flow generated by this differential system by g.
From the choice of r1 and the assumption that r0 is small one could easily see that the
domain of g contains Dr1 . Moreover, f A and g coincide in some neighborhood of ∂Dr1 .
Therefore, the map

G(x)=

{
A(x) if x ∈ T2

\ Dr1 ,

g(x) if x ∈ Dr1 ,

defines a homeomorphism of 2-torus which is C∞ everywhere except for the origin. One
can verify that G(x) preserves the probability measure dν = κ−1

0 κdm, where κ is defined
by

κ(s1, s2) :=

{
(ψ(s2

1 + s2
2))
−1 if (s1, s2) ∈ Dr0 ,

1 elsewhere,

and κ0 is the normalizing constant.
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Furthermore, G is perturbed to an area-preserving C∞ diffeomorphism via a coordinate
change. Define φ in Dr1 as

φ(s1, s2)=
1√

κ0(s2
1 + s2

2)

(∫ s2
1+s2

2

0

du
ψ(u)

)1/2

(s1, s2),

and set φ to be the identity outside Dr0 . φ transfers the measure ν into area and the
map G̃ := φ ◦ G ◦ φ−1 is thus area-preserving. Moreover, one can check that G̃ is a C∞

diffeomorphism on the 2-torus. G̃ is called the Katok map.
We add a comment on the property of φ. Observe that φ is in fact a scalar product of

identity at each point and also a map between circles centered at the origin. Moreover,

by writing φ(s1, s2) as (1/
√
κ0)(

∫ r2

0 (du/ψ(u)))1/2(s1/

√
s2

1 + s2
2 , s2/

√
s2

1 + s2
2) with

r2
:= s2

1 + s2
2 and differentiating in r , together with property (2) of ψ and a

standard geometric argument, we conclude that there is a constant C = C(α, r0) such
that (d(φ(s1, s2), φ(s′1, s′2)))/(d((s1, s2), (s′1, s′2)))≥ C/

√
κ0 for all (s1, s2), (s′1, s′2) ∈

T2 such that (s1, s2) 6= (s′1, s′2). Since φ is invertible, we have

d(φ−1(s1, s2), φ
−1(s′1, s′2))

d((s1, s2), (s′1, s′2))
≤

√
κ0

C
. (3.1)

This property will be useful when we deduce the regularity of the geometric potential of
G̃ from the regularity of the geometric potential of G in §7.

We also remark on the connections between G and G̃. Since G̃ is conjugate to G via
a homeomorphism that is C∞ everywhere except at the origin, the dynamical properties
of G are inherited by G̃. The only place where the properties of G and G̃ need to be
distinguished is in the regularity of ϕgeo and ϕgeo

G , referring to the geometric potentials
of G̃ and G, respectively. Essentially these are two different potentials, so we want to
analyze them separately. The idea will be to first prove the regularity of ϕgeo

G , and then use
the property of φ and the conjugacy between G and G̃ to obtain the one for ϕgeo.

PROPOSITION 3.1. Here we have some useful properties of the Katok map [11].
(1) The Katok map is topologically conjugate to f A via a homeomorphism h, i.e. G̃ =

h ◦ f A ◦ h−1. In fact, it is in the C0 closure of Anosov diffeomorphisms, which means
it is a C0 limit of a sequence of Anosov diffeomorphisms.

(2) It admits two transverse invariant continuous stable and unstable distributions E s(x)
and Eu(x) that integrate to continuous, uniformly transverse and invariant foliations
W s(x) and W u(x)with smooth leaves. Moreover, they are the image of the stable and
unstable eigendirections of f A under h.

(3) Almost every x with respect to area m has two non-zero Lyapunov exponents, one
positive in the direction of Eu(x) and the other negative in the direction of E s(x).
The only ergodic measure with zero Lyapunov exponents is δ0, the point measure at
the origin.

(4) It is ergodic with respect to m.

In Proposition 3.1, properties (1) and (2) hold for G with h replaced by ψ−1
◦ h

and properties (3) and (4) hold for G with respect to ν. To get prepared to build
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the decomposition, let us first prove some propositions that will help and lead to the
construction. The Mañé and Bonatti–Viana’s versions can be found in [6, 7].

Definition 3.2. The leaves W s and W u are said to have local product structure with
constant κ at scale δ, δ > 0, if the following holds: for any x, y ∈ T2, d(x, y) < δ, there is
a unique z ∈W s

κδ(x) ∩W u
κδ(y), where W s

κδ(x) and W u
κδ(y) refer to the local stable leaf of

x and the unstable leaf of y with radius κδ.

PROPOSITION 3.3. When α, ε > 0 are sufficiently small, the leaves W s , W u of G have
local product structure at scale 500λε with a constant only depending on α.

Here we add a remark on the constant 500. There is no specific meaning behind the
choice of this constant, while it has to be significantly large so that 500λε will cover all
the scales throughout the paper whose local product structure is needed (also 500λε� 1).
We will see in the following sections that when r0 and α are sufficiently small, the choice
of 500λε will work.

Proof. We want to show that the leaves are contained respectively in Cβ(F1, F2)

and Cβ(F2, F1), where 0< β < 1, F1, F2 are eigenspaces of A corresponding to
λ and λ−1 and Cβ(F1(x), F2(x)) := {x1 + x2 : x1 ∈ F1(x), x2 ∈ F2(x), |x1|/|x2| ≤ β}.
An application of [7, Lemma 3.6] will give local product structure with constant
(1+ β)/(1− β). Moreover, we will prove that β only depends on α (the exponent for
the slow-down function near the origin) and converges to 0 when α→ 0.

We first prove the above cone argument, which is stated as the following lemma.

LEMMA 3.4. There is a 0< β < 1 such that, for all x ∈ T2, we have

dG(Cβ(F1(x), F2(x)))⊂ Cβ(F1(G(x)), F2(G(x))),

and
dG−1(Cβ(F2(x), F1(x)))⊂ Cβ(F2(G−1(x)), F1(G−1(x))),

where F1(x), F2(x) are the corresponding expanding and contracting eigenspaces in
TxT2. Moreover, β only depends on α and β→ 0 when α→ 0.

Proof. In [11] Katok proves the case where β = 1. We follow the first step of the proof
and then refine the result.

The differential system that generates the flow is

ds1

dt
= s1ψ(s2

1 + s2
2) log λ,

ds2

dt
=−s2ψ(s2

1 + s2
2) log λ.

As in [11, Proposition 4.1], consider the variation equation, which is the linear part of the
above system; for each (ξ1, ξ2) in the tangent space we have

dξ1

dt
= log λ(ξ1(2s2

1ψ
′(s2

1 + s2
2)+ ψ(s

2
1 + s2

2))+ 2s1s2ξ2ψ
′(s2

1 + s2
2)),

dξ2

dt
=−logλ(ξ1s1s2ψ

′(s2
1 + s2

2)+ ξ2(2s2
2ψ
′(s2

1 + s2
2)+ ψ(s

2
1 + s2

2))).
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By defining η := ξ2/ξ1, we have

dη
dt
=−2 log λ(η(ψ(s2

1 + s2
2)+ (s

2
1 + s2

2)ψ
′(s2

1 + s2
2))+ (η

2
+ 1)s1s2ψ

′(s2
1 + s2

2)).

(3.2)
At first glance we should consider two cases where 0< s2

1 + s2
2 ≤ r0/2 and r0/2<

s2
1 + s2

2 ≤ r0. When 0< s2
1 + s2

2 ≤ r0/2, we know what ψ exactly is: recall that ψ(x)=
(x/r0)

α . Then we have (s2
1 + s2

2)ψ
′(s2

1 + s2
2)= αψ(s

2
1 + s2

2) for 0< s2
1 + s2

2 ≤ r0/2.
Otherwise, when r0/2≤ s2

1 + s2
2 ≤ r0, instead of an explicit equation between ψ and

ψ ′, we have
ψ ′(s2

1 + s2
2)

ψ(s2
1 + s2

2)
≤
ψ ′(r0/2)
ψ(r0/2)

=
2α
r0
≤

2α
s2

1 + s2
2
.

It is then not hard to see that ψ ′(x)/ψ(x)≤ 2α/x for all 0< x ≤ r0. Plugging this into
(3.2) we have the following inequality:

dη
dt
≥−2 log λ(ψ ′(s2

1 + s2
2)((s

2
1 + s2

2)

(
1+

1
2α

)
η + s1s2(1+ η2))). (3.3)

The case where s1s2 = 0 is easy to analyze using (3.1), as η is decreasing when
η > 0 and increasing when η < 0. We only analyze the case where s1, s2 > 0 because of
symmetry. Observe from (3.2) that dη/dt < 0 when η ≥ 0, and thus we only need to focus
on η < 0. By defining k := (s1s2)/(s2

1 + s2
2) and doing some elementary calculation,

we conclude that dη/dt ≥ 0 when η ∈ [(−(2α + 1)−
√
(2α + 1)2 − 16k2α2)/

4kα, (−(2α + 1)+
√
(2α + 1)2 − 16k2α2)/4kα]. As 0< k ≤ 1

2 , the range of the
slope of the invariant cone under all possible k values will be

⋂
k∈(0,1/2][((2α + 1)−√

(2α + 1)2 − 16k2α2)/4kα, ((2α + 1)+
√
(2α + 1)2 − 16k2α2)/4kα]. Observe that

((2α + 1)−
√
(2α + 1)2 − 16k2α2)/4kα is monotonically increasing in k, so by plugging

in k = 1
2 , we obtain an invariant cone with slope β := 2α/(2α + 1+

√
4α + 1). �

Besides the above cone argument, we also need the following lemma on global structure
on Euclidean space.

LEMMA 3.5. Given β ∈ (0, 1) and F1, F2
⊂ Rd being orthogonal linear subspaces such

that F1
∩ F2

= {0}, let W 1, W 2 be any foliations of F1
⊕ F2 with C1 leaves such that

Tx W 1(x)⊂ Cβ(F1, F2) and Tx W 2(x)⊂ Cβ(F2, F1). Then, for every x, y ∈ F1
⊕ F2,

W 1(x) ∩W 2(y) consists of a single point. Moreover,

max{dW 1(x, z), dW 2(y, z)} ≤
1+ β
1− β

d(x, y). (3.4)

The proof is based on the elementary trigonometry and basic cone estimate. For a
detailed proof of a more general version, see [6, Lemma 3.6].

With the help of Lemmas 3.4 and 3.5, we are able to conclude the local product structure
for G at 500λε, provided ε, α and r0 are all sufficiently small and r0 ≤ ε. We remark that
the requirement of ε, α being small is straightforward from the proof below, while the
requirement of r0 being small is needed to have 500λε cover all the scales containing r0

and r1 throughout the paper, so that these scales will also possess local product structure
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with the same constant. This can also be visualized later in §§4 and 6 when we choose the
range used in the orbit decomposition for the regularity of the potential.

We lift W s and W u to W̃ s and W̃ u in R2. Choose any x, y ∈ T2 such that d(x, y) <
500λε. From now on we use ε′ := 500λε in this proof. We also use the notation
γ = γ (β) := (1+ β)/(1− β) throughout the paper. Let x̃, ỹ ∈ R2 be lifts of x, y such
that d̃ (̃x, ỹ) < ε′. By Lemmas 3.4 and 3.5 we know that W̃ s (̃x) ∩ W̃ u(ỹ) has a unique
intersection z̃ ∈ R2. By projecting z̃ back to T2 and (3.4), since β and ε (thus ε′) are
chosen small so that the local leaf is not long enough to wrap around the torus, we have
z ∈W s

γ ε′
(x) ∩W u

γ ε′
(y).

Now it suffices to show that z is the only point in W s
γ ε′
(x) ∩W u

γ ε′
(y). Suppose there

is another z′ ∈ T2 also in W s
γ ε′
(x) ∩W u

γ ε′
(y). Let γ1 : [0, 1] → T2 be any path that first

connects z and z′ via W s
γ ε′
(x) and then z′ and z via W u

γ ε′
(y). Lift γ1 to γ̃1 in R2; we notice

that γ̃1(0) 6= γ̃1(1) since otherwise W̃ s (̃z) ∩ W̃ u (̃z) will not be unique. Observe L(γ1)≥ 1
since γ1(0)= γ1(1) while γ̃1(0) 6= γ̃1(1). This contracts the fact that ε′ is small enough
since the length of γ1 is at most 2γ ε′, which is small. �

From now on we will assume that α is fixed and so small such that β is sufficiently
small. This is possible by Lemma 3.4. As a result, γ will be very close to one and both
λ(1− β) and λ(1+ β) will be very close to λ, and thus greater than one. We also fix ε to
be sufficiently small such that Proposition 3.3 holds, as well as making r0 small for future
use (as explained after stating Lemma 3.5). As a final comment, r0 ≤ ε and the choice of
ε is independent of the size of the gap P(ϕ)− ϕ(

¯
0).

By Proposition 3.1(1) and the fact that f A has specification at all scales, we have the
following proposition.

PROPOSITION 3.6. G has specification at all scales.

3.2. Expansivity. We know from Proposition 3.1(1) that G is expansive. In this section
we prove that G is expansive at scale 100ε.

Before giving the proof, we first prove a lemma which will be used very often
throughout the paper.

LEMMA 3.7. If x, y ∈ T2 and y ∈ Bn(x, 100ε) for ε as above and n ≥ 1, then we have a
unique z ∈ T2 such that Gi (z) ∈W s

100γ ε(G
i (x)) ∩W u

100γ ε(G
i (y)) for all 0≤ i ≤ n − 1.

Proof. Recall that ε and β are chosen small so that we have local product structure
at 500λε. Fix any x ∈ T2 and y ∈ Bn(x, 100ε). Since d(Gi (x), Gi (y))≤ 100ε for any
0≤ i ≤ n − 1, by Proposition 3.3 and Lemma 3.5 we have zi ∈ T2 such that zi =

W s
100γ ε(G

i (x)) ∩W u
100γ ε(G

i (y)) for any 0≤ i ≤ n − 1. Since

G(zi )=W s
100λ(1+β)γ ε(G

i+1(x)) ∩W u
100λ(1+β)γ ε(G

i+1(x)),

by applying local product structure at scale 100λ(1+ β)γ ε, we observe that G(zi )= zi+1,
and thus Gi (z0)= zi . It follows that z0 is our desired z. �

PROPOSITION 3.8. G is expansive at scale 100ε. In particular, P⊥exp(ϕ, 100ε) < P(ϕ).

https://doi.org/10.1017/etds.2020.26 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2020.26


Thermodynamic formalism of the Katok map 2193

Proof. Suppose there exists x, y ∈ T2 such that d(Gk(x), Gk(y)) < 100ε for any k ∈ Z.
By applying Lemma 3.7 to Bn(x, 100ε) with each n > 0, we have a z ∈ T2 such that
Gi (z)=W s

100γ ε(G
i (x)) ∩W u

100γ ε(G
i (y)) for all i > 0.

For i > 0, as Gi (z) ∈W s
100γ ε(G

i (x)), we have d(Gi (x), Gi (z))≤ 100γ ε. Therefore,
d(Gi (y), Gi (z))≤ 100(1+ γ )ε for all i > 0. From [6, Lemma 3.7], as Gi (y) and Gi (z)
are always in the same local leaf of W u , du(Gi (y), Gi (z))≤ γ d(Gi (y), Gi (z))≤ 100(1+
γ )γ ε for all i > 0, which contradicts z ∈W u

100γ ε(y). �

4. Construction of the decomposition
Since the specification property holds globally for all the orbit segments at all scales, it
suffices to choose G in such a way that the desired potentials have the Bowen property.
Meanwhile, G should be large enough so that the pressure supported on P ∪S is small.
Consider the following set of orbit segments:

G (r)=
{
(x, n) :

1
i

Siχ(x)≥ r and
1
i

Siχ(Gn−i (x))≥ r for all 0≤ i ≤ n
}

where χ is the characteristic function for T2
\ D100γ ε+r1 and r ∈ (0, 1) is a parameter.

In practice, we only consider the case where r is small. The choice of constants in χ is
to make sure that orbit segments that start and end far away from the origin and spend
enough time outside the perturbed area would show high regularity for the chosen family
of potential functions.

We choose

P(r)=S (r)=
{
(x, n) ∈ T2

× N :
1
n

Snχ(x) < r
}
.

The case where n = 0 will not cause ambiguity, as T2
× {0} is contained in all of three

collections. We will see later in §§5 and 6 that the appropriate choice of r will make
Theorem 2.5 applicable to (P(r), G (r),S (r)). Before moving forward to the verification
of those properties, we must prove they actually form an orbit decomposition.

PROPOSITION 4.1. For every 0< r ≤ 1, the collections (P(r), G (r),S (r)) form an
orbit decomposition for G.

Proof. For (x, n) ∈ T2
× N, consider the largest integer 0≤ i ≤ n such that Siχ(x) < ir

and the largest integer 0≤ k ≤ n − i such that Skχ(Gn−k(x)) < kr . If S jχ(x)≥ jr for
all 0≤ j ≤ n, we take i = 0 (the case for k is similar). By the definition of i and k we
have (1/ l)Slχ(Gi (x))≥ r for 0≤ l ≤ n − i and (1/m)Smχ(Gn−k−m(x))≥ r for 0≤ m ≤
n − k. Therefore, we have

(x, i) ∈P(r), (Gi x, n − i − k) ∈ G (r), (Gn−k x, k) ∈S (r)

which concludes the proof. �

5. Pressure gap
We want to prove that given ϕ(

¯
0) < P(ϕ), we can find r ′ > 0 sufficiently small so that

P(P(r ′), ϕ, ε, 100ε) < P(ϕ). We first show that there is an r ′ that P(P(r ′), ϕ) < P(ϕ).

https://doi.org/10.1017/etds.2020.26 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2020.26


2194 T. Wang

Then we get P(P(r ′), ϕ, ε) < P(ϕ) automatically, as P(P(r ′), ϕ, ε)≤ P(P(r ′), ϕ).
Finally, we show that P(P(r ′), ϕ, ε)= P(P(r ′), ϕ, ε, 100ε) in our case. This yields the
third condition in Theorem 2.5, with P being chosen as P(r ′).

5.1. General estimates. We start with a general estimate for pressure on a set of orbit
segments. Under the same setting and given D ⊂ X × N, for (x, n) ∈D , we define the
empirical measure δx,n by

δx,n :=
1
n

n−1∑
i=0

δGi (x).

For each n ∈ N we consider the following convex hull of δx,n for (x, n) ∈D :

Mn(D) :=

{ k∑
i=1

aiδxi ,n : ai ≥ 0,
∑

ai = 1, xi ∈Dn

}
.

Denote the weak* limit points of Mn(D) when n→∞ by M ∗(D); we observe that
M ∗(D) is non-empty when P(D, ϕ) >−∞ and M ∗(D)⊂M (X).

Following the standard proof of the variational principle for pressure in [23] (or see [3,
Proposition 5.1]), we have the following proposition.

PROPOSITION 5.1. P(D, ϕ)≤ supµ∈M ∗(D) Pµ(ϕ).

5.2. Pressure gap estimate. We notice that the measures in M ∗(P(r)) are the weak*
limits of measures in Mn(P(r)) when n→∞. For µn ∈Mn(P(r)), we observe that∫
χ dµn < r by definition of P(r). For each 0< r ≤ 1, write Mχ (r) to be the set of G-

invariant Borel probability measures µ such that
∫
χ dµ≤ r . Observe that Mn(P(r))⊂

Mχ (r) for any n ∈ N. The following lemma says that this inclusion holds true in the limit
case.

LEMMA 5.2. M ∗(P(r))⊂Mχ (r).

In fact, Lemma 5.2 follows easily from the following lemma concerning the weak*-
compactness of the set Mχ (r), for which we will give a proof.

LEMMA 5.3. Mχ (r) is weak*-compact for all 0< r ≤ 1.

Proof. Suppose {µn}n≥1 is any sequence in Mχ (r). By weak* compactness of M (X),
there is a subsequence {µnk }k≥1 that converges to some µ ∈M (X). We want to show
that

∫
χ dµ≤ r . Recall that χ is the characteristic function for T2

\ D100γ ε+r1 , and
thus lower-semi continuous, as we define Dr to be the closed balls. Then

∫
χ dµ ≤

lim infk→∞
∫
χ dµnk

≤ r by the remarks preceding [23, Theorem 6.5]. �

We first observe that Mχ (r) is non-decreasing in r and Mχ (0)=
⋂

r>0 Mχ (r). For
µ ∈Mχ (0), µ(T2

\ D100γ ε+r1)= 0. However, we have
⋃
+∞

k=−∞ Gk(T2
\ D100γ ε+r1)=

T2
\ {

¯
0}. By invariance of µ, we conclude that µ= δ0, the Dirac measure at the origin,

and thus Mχ (0)= δ0, and Pδ0(ϕ)= ϕ(¯
0).

Meanwhile, from Proposition 3.8, we know that G is expansive, so the entropy
function µ→ hµ(ϕ) is upper semi-continuous and so is the pressure function µ→ Pµ(ϕ).
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Therefore, for any small ε′ > 0, there is an open neighborhood U of δ0 in the weak*
topology of M (X) such that, for any µ ∈U , we have Pµ(ϕ) < Pδ0(ϕ)+ ε

′
= ϕ(

¯
0)+ ε′.

By Lemma 5.3, there exists some r ′ > 0 such that Mχ (r ′)⊂U . Since ϕ(
¯
0) < P(ϕ), by

taking 0< ε′ < P(ϕ)− ϕ(
¯
0), we obtain r ′ > 0 such that supµ∈Mχ (r ′) Pµ(ϕ)≤ ϕ(¯

0)+
ε′ < P(ϕ). This together with Proposition 5.1 and Lemma 5.2 show that P(P(r ′), ϕ) <
P(ϕ) for the r ′ in the proof.

PROPOSITION 5.4. When ϕ is a continuous potential function such that ϕ(
¯
0) < P(ϕ),

there is some small r ′ > 0 such that P(P(r ′), ϕ) < P(ϕ).

5.3. Two-scale estimate. Now we want to show that

P(P(r ′), ϕ, ε)= P(P(r ′), ϕ, ε, 100ε).

Recall that

P(P(r ′), ϕ, ε)= lim sup
n→∞

1
n

log3sep
n (P(r ′), ϕ, ε; G),

P(P(r ′), ϕ, ε, 100ε)= lim sup
n→∞

1
n

log3sep
n (P(r ′), ϕ, ε, 100ε; G).

(5.1)

We make the following definition of the variation term of ϕ in degree n at scale 100ε,
which is used throughout this section and §8.

Definition 5.5. ζ(n)= ζ(n, ϕ, 100ε) := supx∈X,y∈Bn(x,100ε) |Snϕ(y)− Snϕ(x)|.

Observe that

3
sep
n (P(r ′), ϕ, ε; G)≤3sep

n (P(r ′), ϕ, ε, 100ε; G)≤3sep
n (P(r ′), ϕ, ε; G)eζ(n).

In order to eliminate the scale 100ε, we prove the following lemma.

LEMMA 5.6. lim supn→∞ (1/n)ζ(n)= 0.

We notice that the definition of ζ is not restricted to any of the collection of orbit
segments. This will be particularly useful in §8, where we try to obtain the uniform Gibbs
property in a weak sense.

Proof. Recall that we have local product structure at 500λε. We know from Lemma 3.7
that for any x ∈ T2 and y ∈ Bn(x, 100ε), there exists z ∈ T2 such that

Gi (z)=W s
100γ ε(G

i (x)) ∩W u
100γ ε(G

i (y))

for any 0≤ i ≤ n − 1. We have

ζ(n)= sup
x∈T2,y∈Bn(x,100ε)

|Snϕ(y)− Snϕ(x)|

≤ sup
x∈T2,y∈Bn(x,100ε)

(|Snϕ(x)− Snϕ(z)| + |Snϕ(z)− Snϕ(y)|)

≤ sup
x∈T2,z∈W s

100γ ε(x)
|Snϕ(x)− Snϕ(z)|

+ sup
y∈T2,Gn−1(z)∈W u

100γ ε(G
n−1(y))

|Snϕ(z)− Snϕ(y)|. (5.2)

To prove the lemma, it suffices to prove the following lemma.
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LEMMA 5.7. Define ζ s(n) := supx∈T2,z∈W s
100γ ε(x)

|Snϕ(x)− Snϕ(z)|. We have

lim sup
n→∞

1
n
ζ s(n)= 0.

Similarly, ζ u(n) := supy∈T2,Gn−1(z)∈W u
100γ ε(G

n−1(y)) |Snϕ(z)− Snϕ(y)|. As above, we have
lim supn→∞ (1/n)ζ u(n)= 0.

To prove the first part of Lemma 5.7, we define

ds
n(x) :=max{d(Gn−1(x), Gn−1(z)), z ∈W s

100γ ε(x), ds(x, z)= 100γ ε}

for each n ≥ 1 and x ∈ T2. Here the maximum makes sense as we only have two possible
choices in z when x is given. We notice that, along the local stable leaf, {ds

n(x)}n≥1 is a
sequence of continuous functions that pointwise converges to 0 and ds

n(x)≥ ds
n+1(x). As

T2 is compact, the convergence of ds
n(x) to 0 is uniform.

We want to show that, for any small ε0 > 0, there is N = N (ε0) ∈ N large enough such
that (1/n)ζ s(n) < ε0 for any n > N . ϕ is continuous on T2, and thus uniformly continuous.
For fixed small ε0 > 0, there exists δ0 > 0 such that when x, y ∈ T2, d(x, y) < δ0, we
have |ϕ(x)− ϕ(y)|< ε0/2. By uniform convergence of ds

n , there exists m0 ∈ T2 such that
ds

n(x) < δ0 for any n > m0. Therefore, ζ s(n) < 2m0ϕ0 + ((n − m0)ε0)/2, where ϕ0 :=

supx∈T2 ϕ(x). Now it is clear that we can choose some N ∈ N such that (1/n)ζ s(n) < ε0

for all n > N . By making ε0 go to 0, we end the proof of Lemma 5.7.
To prove the second part, instead of ds

n(x), we define a function du
n (x) by du

n (x) :=
max{d(x, z), f n−1(z) ∈W u

100γ ε(G
n−1(x)), du(Gn−1(x), Gn−1(z))= 100γ ε}. We obtain

that du
n (x) converges uniformly to 0, proving for any small ε0 we can find some M =

M(ε0) ∈ N such that (1/n)ζ u(n) < ε0 for all n > M .
By applying Lemma 5.7 to (5.2), we complete the proof of Lemma 5.6. �

From (5.1) and Lemma 5.6 we have

P(P(r ′), ϕ, ε, 100ε)= lim sup
n→∞

1
n

log3sep
n (P(r ′), ϕ, ε, 100ε; f )

≤ lim sup
n→∞

1
n

log3sep
n (P(r ′), ϕ, ε; f )+ lim sup

n→∞

1
n
ζ(n)

= lim sup
n→∞

1
n

log3sep
n (P(r ′), ϕ, ε; f )

= P(P(r ′), ϕ, ε), (5.3)

which is the desired result for a pressure gap based on the first paragraph of §5.
Finally, we add a comment on the gap condition ϕ(

¯
0) < P(ϕ). As both the left and right

sides of the inequality change continuously in ϕ in the C0 topology, we know the set of
continuous potentials satisfying this gap condition is C0-open. In fact, it is not hard to
show that it is also C0-dense, using the fact that ergodic measures are entropy dense in the
space of invariant measures. Further results concerning how common the gap is could be
interesting and we leave that to the reader to explore.
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6. Regularity of potential functions
From the previous section we obtain the desired pressure estimate on the bad orbit
segments for the continuous potential ϕ with ϕ(

¯
0) < P(ϕ). In this section we will verify

the regularity condition required by Theorem 2.5. We will focus on the family of Hölder
continuous potentials and the geometric t-potential

ϕG
t (x)= tϕgeo

G (x)=−t log |DG|Eu(x)|.

We first state a result about the uniform expansion/contraction along local leaves W u /W s

of orbit segments in G (r).

LEMMA 6.1. For (x, n) ∈ G (r) and y ∈W s
100γ ε(x), we have

ds(Gi (x), Gi (y))≤ (λ(1− β))−ir ds(x, y) for any 0≤ i ≤ n − 1.

Similarly, for (x, n) ∈ G (r) and f n−1(y) ∈W u
100γ ε( f n−1(x)) and 0≤ j ≤ n − 1, we have

du(G j (x), G j (y))≤ (λ(1− β))−(n−1− j)r du( f n−1(x), f n−1(y)).

Proof. For any point z lying on W s
100γ ε(x) between x and y, when χ(Gi (x))= 1, since

d(Gi (x), Gi (z))≤ 100γ ε, Gi (z) is outside the perturbed area; therefore,

‖DG|Es (z)‖ ≤ (λ(1− β))−1.

Therefore, we have |DGi
|Es (z)| ≤ (λ(1− β))−ir . This proves the stable part. The unstable

part is proved in the same way by considering the inverse iteration instead. �

6.1. Regularity for Hölder continuous potential. Suppose there are constants K > 0
and α0 ∈ (0, 1) such that our potential function ϕ satisfies |ϕ(x)− ϕ(y)| ≤ K d(x, y)α0

for all x, y ∈ T2. Our goal is to show that ϕ has the Bowen property at scale 100ε on G (r)
for any 0< r < 1.

LEMMA 6.2. Given (x, n) ∈ G (r) and y ∈ Bn(x, 100ε), we have d(Gk(x), Gk(y))≤
100γ ε((λ(1− β))−kr

+ (λ(1− β))−(n−k−1)r ).

Proof. As seen in Lemma 3.7, by applying local product structure we are able to get z ∈ T2

such that Gi (z)=W s
100γ ε(G

i (x)) ∩W u
100γ ε(G

i (y)) for 0≤ i ≤ n − 1. By Lemma 6.1,
we see immediately that d(Gk(x), Gk(z))≤ 100γ ε(λ(1− β))−kr . To get the estimate
for d(Gk(y), Gk(z)), we notice that for β > 0 small enough, both Gk(y) and Gk(z) are
in B100γ ε(Gk(x)). Because of the convexity of B100γ ε(Gk(x)), we can make the local
unstable segment between Gk(y) and Gk(z) lie in B100γ ε(Gk(x)) for all 0≤ k ≤ n − 1. A
similar argument to the proof of Lemma 6.1 provides

d(Gk(x), Gk(z))≤ 100γ ε(λ(1− β))−(n−1−k)r . �

With the help of Lemma 6.2, we are able to conclude the desired regularity condition
for ϕ (therefore, for all Hölder continuous potentials) over G (r), which is stated in the
following proposition.

PROPOSITION 6.3. ϕ has the Bowen property on G (r) at scale 100ε for any 0< r < 1.
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Proof. Given (x, n) ∈ G (r) and y ∈ Bn(x, 100ε), from Lemma 6.2, the Hölder continuity
of ϕ and λ(1− β) > 1 we have

|Snϕ(x)− Snϕ(y)| ≤ K
n−1∑
k=0

d(Gk(x), Gk(y))α0

≤ K (100γ ε)α0

n−1∑
k=0

((λ(1− β))−kr

+ (λ(1− β))−(n−k−1)r )α0 . (6.1)

To estimate
∑n−1

k=0((λ(1− β))
−kr
+ (λ(1− β))−(n−k−1)r )α0 , we have

n−1∑
k=0

((λ(1− β))−kr
+ (λ(1− β))−(n−k−1)r )α0

≤

n−1∑
k=0

(2(max{(λ(1− β))−kr , (λ(1− β))−(n−k−1)r
}))α0

= 2α0

n−1∑
k=0

(max{(λ(1− β))−kr , (λ(1− β))−(n−k−1)r
})α0

≤ 2α0

∞∑
k=0

2(λ(1− β))α0 = K0 <∞. (6.2)

By (6.2), we have |Snϕ(x)− Snϕ(y)| ≤ K K0(100γ ε)α0 <∞. �

6.2. Regularity for geometric t-potential. In the uniformly hyperbolic case, the map
x→ Eu(x) is known to be Hölder continuous. Since the log(x) function is Lipschitz
continuous when x is bounded away from 0 and ∞, the geometric t-potential is
automatically Hölder continuous.

Unfortunately, this argument does not extend to the non-uniformly hyperbolic Katok
map. Although it is the limit of a sequence of Anosov diffeomorphisms, the respective
Hölder exponent can be shown to blow up to 0 by following a standard argument in [15,
Proposition 3.9]. Therefore, the regularity for ϕt (x) is not trivial.

Here we follow the spirit of the proof of regularity of the geometric t-potential for
Bonatti–Viana diffeomorphisms (see [6]). Compared to the dominated splittings, the
additional technical difficulties are from the non-uniform expansion rate in Eu over E s .

The first few steps of the proof are similar to the Bonatti–Viana example. We will sketch
these steps, explain some technical details and underline the difference in the following
steps for two proofs.

PROPOSITION 6.4. ϕgeo
G (x) satisfies the Bowen property at scale 100ε on G (r).

Proof. We first decompose ϕgeo
G (x) : T2

→ R intoψ ′ ◦ Eu . Here Eu
: x→ Eu(x) is a map

from T2 to G1, where G1 is the one-dimensional Grassmannian bundle over T2 and ψ ′

sends E ∈ G1 to −log|DG(x)|E |. By identifying G1 with T2
× Gr(1, R2) and writing out
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ψ ′ as a composition of Lipschitz and smooth functions, it is proved in [6, Lemma A.1]
that, given G that is C1+α , the map ψ ′ is Hölder continuous with exponent α.

We need to obtain a similar estimate for the distance in the tangent component
dH (Eu(Gk(x)), Eu(Gk(y))) as in Lemma 6.2, where dH means the Hausdorff distance.
This estimate, together with Lemma 6.2, gives us the Grassmannian bundle version
of Lemma 6.2. By applying the Hölder continuity of ψ ′ and following the idea in
Proposition 6.3, we are able to derive the Bowen property for ϕgeo

G .
For the remaining part of the proof we focus on proving the following.

PROPOSITION 6.5. For every 0< r < 1, there are C ∈ R and θ < 1 such that, for every
(x, n) ∈ G (r), y ∈ B100ε(x, n) and 0≤ k ≤ n − 1, we have

dGr (E
u(Gk(x)), Eu(Gk(y)))≤ C(θk

+ θn−1−k).

Here, dGr is the metric on Gr(1, R2) defined as dGr (E, E ′)= dH (E ∩ S1, E ′ ∩ S1),
where dH is the usual Hausdorff metric on the compact subspace S1

⊂ R2.

To prove this proposition, again by local product structure at scale 100λ(1+
β)γ ε, we apply Lemma 3.7 to get z ∈ T2 such that Gk(z)=W s

100γ ε(G
k(x)) ∩

W u
100γ ε(G

k(y)) for 0≤ k ≤ n − 1. We will estimate dGr (E
u(Gk(x)), Eu(Gk(y))) in terms

of dGr (E
u(Gk(x)), Eu(Gk(z))) and dGr (E

u(Gk(z), Eu(Gk(y))). Notice that Tx W u(x)=
Eu(x) and Eu is continuous, where W u is C1, so there is a constant C such that dGr (E

u

(Gk(z), Eu(Gk(y)))≤ Cd(Gk(z), Gk(y))≤ 100Cγ ε(λ(1− β))−(n−k−1)r . Therefore, to
prove Proposition 6.5, it suffices to estimate the distance in Eu along local stable leaves.

For (x, n) ∈ G (r) and z ∈W s
100γ ε(x), for any 0≤ k ≤ n − 1 let (ei

z,k)
2
i=1 be an

orthonormal basis for TGk (z)T2 such that E s(Gk(z))= span(e1
z,k). There is a way of

choosing (ei
z,k)

2
i=1 so that, for every k, i , the map z→ ei

z,k is K -Lipschitz on W s
100γ ε(x),

where K is independent of x , n, i and k. This is because on small neighborhoods
U ⊂ Gr(1, R2) one can define a Lipschitz map U → R× R that gives each element in
U an orthonormal basis. Since T2 is compact, we can choose this Lipschitz constant to be
uniform in terms of z. On the other hand, since we are working on the local stable leaves
and (x, n) ∈ G (r), from which we have an overall exponential contraction in ds under G,
we have K that is independent of k.

The fact that z→ ei
z,k is uniformly Lipschitz allows us to compute the term

dGr (E
u(Gk(x)), Eu(Gk(y))) using their coordinate representations in ei

z,k . Let πz,k :

TGk (z)T2
→ R2 be the coordinate representation in the basis of ei

z,k . Let Az
k : R

2
→ R2

be the respective coordinate representation of DGGk (z), i.e. πz,k+1 ◦ DGGk (z) = Az
k ◦ πz,k .

Now it suffices to show that dGr (E
z
k , E x

k )≤ Cθk where E x
k = πx,k Eu(Gk(x)). To show

this, we need to study the dynamics of Az
k and Ax

k . Notice that by E s(Gk(z))= span(e1
z,k),

we have Az
k(Z)= Z , where Z = R× {0} ⊂ R2. Let� be the set of subspaces E ⊂ R2 such

that Z ⊕ E = R2. Obviously E z
k ∈�. To measure the dGr (E

z
k , E x

k ), for E ⊂�, let L E
k :

E x
k → Z be the linear map whose graph is E . From standard trigonometric computation

we are able to get sin(dGr (E
x
k , E))≤ ‖L E

k ‖. If ‖L
E z

k
k ‖ is decreasing exponentially fast in k,

we know that sin(dGr (E
x
k , E z

k)) will give approximately the value of dGr (E
x
k , E z

k), which
is exactly what we want.
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Now we want to estimate ‖L
E z

k
k ‖ in terms of the dynamics of Az

k and Ax
k . Define

P : E x
k+1→ Az

k E x
k to be the projection along Z ; [6, Lemma A.4] shows by another

trigonometric argument that

L
Az

k E z
k

k+1 + Id= (Az
k |Z ◦ L

E z
k

k ◦ Az
k |
−1
E x

k
) ◦ P. (6.3)

In particular,

‖L
Az

k E z
k

k+1 ‖ ≤ ‖Az
k |Z‖ · ‖Az

k |
−1
E x

k
‖ · ‖P‖ · ‖Az

k |
−1
E x

k
‖ + ‖P − Id‖. (6.4)

By applying the Hölder continuity of DG, Lipschitz continuity of ei
z,k and z ∈

W s
100γ ε(x), we get a constant C independent of x, z, n, i, k such that ‖Az

k − Ax
k‖ ≤

C(100γ ε)α0(λ(1− β))−rα0 . Therefore, we have

dGr (E
x
k+1, Az

k E x
k )= dGr (A

x
k E x

k , Az
k E x

k )≤ C ′(100γ ε)α0(λ(1− β))−rα0 (6.5)

for another constant C ′ that is also independent of x, z, n, i, k. Take any v ∈ E x
k+1

and look at the triangle formed by v, Pv ∈ Az
k E x

k and Pv − v = (P − Id)v ∈ Z . Then
‖Pv − v‖/‖v‖ = sin θ1/ sin θ2, where θ1 is the angle between v and Pv, and θ2 is the
angle between Pv and Pv − v. We know that θ2 is uniformly bounded away from 0
and sin θ1 ≤ C ′′(100γ ε)α0(λ(1− β))−rkα0 for some constant C ′′ by (6.5). Therefore, we
have ‖Pv − v‖/‖v‖ ≤ C ′′′(100γ ε)α0(λ(1− β))−rkα0 for some constant C ′′′ independent
of x, z, n, i, k. This gives the following:

‖P − Id‖ ≤ C ′′′(100γ ε)α0(λ(1− β))−rkα0 . (6.6)

Now we put (6.6) in (6.4) and get

‖L
Az

k E z
k

k+1 ‖ ≤ ‖Az
k |Z‖ · ‖Az

k |
−1
E x

k
‖(1+ C ′′′(100γ ε)α0(λ(1− β))−rkα0)‖Az

k |
−1
E x

k
‖

+ C ′′′(100γ ε)α0(λ(1− β))−rkα0 . (6.7)

We write ‖Az
k |Z‖ · ‖Az

k |
−1
E x

k
‖ as Pk . There exists a constant λ0 which satisfies the following

properties.
(1) λ0 ∈ (0, 1).
(2) When χ(Gk(x))= 1, Pk ≤ λ0.
It is also easy to see that Pi ≤ 1. Therefore, we have, for any (x, n) ∈ G (r) and z ∈
W s

100γ ε(x),
∏ j

i=0 Pi ≤ λ0
( j+1)r for 0≤ j ≤ n − 1.

Write ‖L
Az

k E z
k

k+1 ‖ as Dk , C ′′′(100γ ε)α0 as Q and (λ(1− β))−rα0 as u. We rewrite (6.7) as

Dk+1 ≤ Pk(1+ Quk)Dk + Quk . (6.8)

Up until this step there have been no significant differences between the case of Bonatti–
Viana diffeomorphisms and the Katok map. Nevertheless, for a dominated splitting
example such as Bonatti–Viana diffeomorphisms, Pk is strictly less than some constant
λ′′ < 1 for all k. Here, for the Katok map, we do not have a uniform estimate on Pk . We
will use (x, n) ∈ G (r) to help us get the desired exponential decay here.

Define Ck := Dk/ν
k , where 0< ν < 1 is determined later and is very close to 1. Now

(6.8) is turned into

Ck+1 ≤
Pk

ν
(1+ Quk)Ck + Q

uk

νk+1 .
(6.9)
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We want to prove that Ck is bounded for a suitable choice of ν. We know that C0 =

D0 ≤ B for some B > 0 by compactness of T2 and continuity of the unstable distribution.
Construct a sequence {Fk}k∈N∪{0} such that F0 = B and

Fk+1 =


1
ν
(1+ Quk)Fk + Q

uk

νk+1 if χ(Gk(x))= 0,

λ0

ν
(1+ Quk)Fk + Q

uk

νk+1 if χ(Gk(x))= 1.

We notice that for different (x, n)we will generate a different sequence {Fk}k∈N∪{0}. We
want to show that Fk is uniformly bounded for all (x, n) ∈ G (r) with the fixed chosen ν.
This makes Ck bounded by some number independent of x, n, z, k, as Ck ≤ Fk by the
properties of Pk and λ0.

We first add some assumptions to ν. We want ur/2/ν < 1 and λ0
r/2/ν < 1.

We then choose two constants ζ > 1/ν and λ0/ν < η < 1 such that u < νη and
ζ 1−(r/2)ηr/2 < 1. We can choose such ζ and η because (u/ν)r/2(1/ν)1−(r/2) < 1 and
(λ0/ν)

r/2(1/ν)1−(r/2) < 1 by our assumption on ν. Fix ν from now on.
There is an N ∈ N large enough such that when k ≥ N , (1/ν)(1+ Quk) < ζ and

(λ0/ν)(1+ Quk) < η.
Now among all possible (x, n) ∈ G (r) with n < N , Fk = Fk(x, n) is uniformly

bounded by some M > 0 for any 0≤ k ≤ n due to the compactness of T2 and finiteness in
the choice of k, n. We construct a new sequence {Hk}k≥N such that HN = M and

Hk+1 =


ζHk +

Q
ν

(
u
ν

)k

if χ(Gk(x))= 0,

ηHk +
Q
ν

(
u
ν

)k

if χ(Gk(x))= 1.

Again it suffices to prove that Hk is uniformly bounded. We consider the large k such
that k > 2N/r . By the choice of k we have the following observation:

∑k
i=N χ(F

i (x)) >
kr − N > rk/2.

LEMMA 6.6. For all k > 2N/r , we have Hk ≤ M ′, where M ′ is a constant independent of
x, n, z, k.

Proof. Define ak = ak(x, n) := ζ(1− χ(Fk(x)))+ ηχ(Fk(x)) for k ≥ N . We have

Hk+1 = ak Hk +
Q
ν

(
u
ν

)k

. (6.10)

By iterating (6.10) on k, we can write out Hk explicitly for k > N as follows:

Hk =

(k−1∏
i=N

ai

)
M +

Q
ν

k−1∑
j=N

((
u
ν

) j

·

k−1∏
s= j+1

as

)
. (6.11)

Since ak ≥ η and u < νη by our assumption, we have

Hk ≤

(k−1∏
i=N

ai

)
M +

Q
ν

(
u
ν

)N

·

( k−1∏
s=N+1

as

)
·

k−N−1∑
l=0

(
u
ν
·

1
η

)l

≤ M +
Q
ν

(
u
ν

)N

·
1
ν
· S
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where S :=
∑
∞

l=0(u/νη)
l . We can remove the term

∏k−1
i=N+1 ai as

k−1∏
i=N+1

ai ≤ ζ
1−(r/2)ηr/2 < 1

for
∑k

i=N χ(F
i (x)) > rk/2. By writing M ′ = M + Q/ν(u/ν)N

· 1/ν · S, we get the
result. �

As Hk is uniformly bounded for k > 2N/r , Hk is uniformly bounded for all k ≥ N .
We know Fk is bounded above by Hk for k ≥ N and M otherwise, and hence it is
uniformly bounded as well. Since we know Ck is bounded above by Fk from construction,
Proposition 6.5 is finally proved, and so is the Bowen property for ϕgeo

G on G (r) for all
0< r < 1. �

7. Main theorem
7.1. Verification of Theorem 1.1. Now we have all the ingredients to prove
Theorem 1.1. Before we state the proof, let us briefly summarize the conditions of the
parameters of the Katok map. We have β = 2α/(2α + 1+

√
4α + 1) as the slope of the

invariant cone. To have enough expansion/contraction along the unstable/stable leaves, β,
and thus α, needs to be sufficiently small. The perturbation also appears in a neighborhood
of the origin with radius r0 being small enough, as we require the local product structure
at a scale greater than 500λr0. In particular, these scales do not depend on the gap
P(ϕ)− ϕ(

¯
0).

We first see how Theorem 2.5 will help us derive the unique equilibrium state of
ϕ for G when P(ϕ; G)− ϕ(

¯
0) > 0. We know that (P(r), G (r),P(r)) forms an orbit

decomposition for any r ∈ (0, 1]. Tail specification at scale ε is automatically satisfied
for any 0< r < 1 by Proposition 3.6. Conditions for obstructions to expansivity are
satisfied at scale 100ε by Proposition 3.8. Meanwhile, by Proposition 5.4 and the argument
in §5.3, there is some r ′ = r ′(ϕ) > 0 such that P(P(r ′), ϕ, ε, 100ε) < P(ϕ). Finally,
Proposition 6.3 gives us the Bowen property at scale 100ε for Hölder continuous ϕ.
Therefore, by taking (P(r ′), G (r ′),P(r ′)) to be the orbit decomposition, all the four
conditions are verified.

Following a similar approach as above we can apply Theorem 2.5 to prove Theorem 1.1.
Recall that G̃ = φ ◦ G ◦ φ−1. Define P ′(r)=S ′(r) := {(x, n) ∈ T2

× N : (φ−1(x), n) ∈
P(r)} and G ′(r) := {(x, n) ∈ T2

× N : (φ−1(x), n) ∈ G (r)} for r ∈ (0, 1]. By the fact that
φ is the identity outside Dr1 , it is not hard to see that

G ′(r)=
{
(x, n) :

1
i

SG̃
i χ(x)≥ r and

1
i

SG̃
i χ(G̃

n−i (x))≥ r for all 0≤ i ≤ n
}

and

P ′(r)=S ′(r)=
{
(x, n) ∈ T2

× N :
1
n

SG̃
n χ(x) < r

}
where SG̃

i χ(x) :=
∑i−1

j=0 χ(G̃
j (x)).

By repeating the discussion in §§3 and 4, we know that the orbit collections
(P ′(r), G ′(r),P ′(r)) form an orbit decomposition for G̃. To apply Theorem 2.5, we
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need to check all the conditions. Since G̃ is homeomorphically conjugate to G, which
is conjugate to the linear toral automorphism f A, we know that G̃ satisfies specification
at all scales. Meanwhile, by using the property of φ, it is not hard to show that G̃ is
expansive at scale Cε/

√
κ0, where C and κ0 are as in §3. For a potential function satisfying

ϕ(
¯
0) < P(ϕ; G̃), which is definitely the case here, by following exactly the same proof

in Proposition 5.4 and the argument in §5.3, there exists r̃ = r̃(ϕ) ∈ (0, 1) and ε1 > 0
such that P(P ′(̃r), ϕ, ε1, 100ε1; G̃) < P(ϕ; G̃), where we need ε1 due to the change
of scale and constant of local product structure from G to G̃. For the same reason, the
same argument as in Proposition 6.3 gives us the Bowen property for Hölder continuous ϕ
at scale 100ε2 for some ε2 > 0. By taking ε̃ to be min{Cε/

√
κ0, ε1, ε2}, we have verified

all four conditions for the orbit decomposition (P ′(̃r), G ′(̃r),P ′(̃r)) with scale ε̃, which
concludes the proof of Theorem 1.1.

7.2. Verification of Theorem 1.2. Now let us see how to deduce Theorem 1.2. In this
case things are slightly different. Although the maps G and G̃ have the same dynamics, the
geometric t-potentials are not the same function. Therefore, we are not able to fully copy
the thermodynamic formalism of G with tϕgeo

G to derive the one for G̃ with tϕgeo, where
ϕ

geo
G and ϕgeo are the geometric potentials associated to G and G̃.

Again, we consider the orbit decomposition (P ′(r), G ′(r),P ′(r)) for G̃. Notice that
the gap condition tϕgeo(

¯
0) < P(tϕgeo

; G̃) will provide us with the pressure gap with
respect to G̃. Therefore, to prove Theorem 1.2, we need to show that ϕgeo has the Bowen
property over G ′(r) for any 0< r ≤ 1 and tϕgeo(

¯
0) < P(tϕgeo

; G̃) holds for all t < 1.
We first deduce the regularity of ϕgeo from ϕ

geo
G . Since G̃ = φ ◦ G ◦ φ−1 and

Dφ(Eu(x))= Ẽu(φ(x)) where Ẽu(x) is the unstable distribution of G̃ at x , for all i ≥ 0
we have

ϕgeo(G̃i (x))=−log |DG̃|Ẽu(G̃i (x))| = −log |D(φ ◦ G ◦ φ−1)|Ẽu(G̃i (x))|

= −log |Dφ|D(G◦φ−1)Ẽu(G̃i (x))| − log |DG|Dφ−1 Ẽu(G̃i (x))| − log |Dφ−1
|Ẽu(G̃i (x))|

= −log |Dφ|D(G◦φ−1)Ẽu(G̃i (x))| − ϕ
geo
G (Gi (φ−1(x)))− log |Dφ−1

|Ẽu(G̃i (x))|

= −log |Dφ|DG(Eu(Gi (φ−1(x))))| − ϕ
geo
G (Gi (φ−1(x)))− log |Dφ−1

|Ẽu(G̃i (x))|

= −log |Dφ|Eu(Gi+1(φ−1(x)))| − ϕ
geo
G (Gi (φ−1(x)))− log |Dφ−1

|Ẽu(G̃i (x))|. (7.1)

We also have the following observation:

0=−log |D(φ ◦ φ−1)|Ẽu(G̃i (x))|

= −log |Dφ|Dφ−1 Ẽu(G̃i (x))| − log |Dφ−1
|Ẽu(G̃i (x))|

= −log |Dφ|Eu(Gi (φ−1(x)))| − log |Dφ−1
|Ẽu(G̃i (x))|. (7.2)

Therefore, by plugging (7.2) into (7.1), we have

ϕgeo(G̃i (x))= log |Dφ−1
|Ẽu(G̃i+1(x))| − ϕ

geo
G (Gi (φ−1(x)))− log |Dφ−1

|Ẽu(G̃i (x))|.

(7.3)
Now fix any r ∈ (0, 1]. Given (x, n) ∈ G ′(r) and y such that d(G̃i (x), G̃i (y)) <
100Cε/κ0 for all 0≤ i ≤ n − 1, where κ0 is the normalizing constant in the definition
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of function φ, κ0 > 1 and C = C(α, r0) is an expansion constant (see §3.1 on page 7),
with the help of (7.3), we have

SG̃
n ϕ

geo(x)− SG̃
n ϕ

geo(y)=
n−1∑
i=0

(ϕgeo(G̃i (x))− ϕgeo(G̃i (y)))

=

n−1∑
i=0

(log |Dφ−1
|Ẽu(G̃i+1(x))| − ϕ

geo
G (Gi (φ−1(x)))− log |Dφ−1

|Ẽu(G̃i (x))|

− (log |Dφ−1
|Ẽu(G̃i+1(y))| − ϕ

geo
G (Gi (φ−1(y)))− log |Dφ−1

|Ẽu(G̃i (y))|))

= log |Dφ−1
|Ẽu(G̃n(x))| − log |Dφ−1

|Ẽu(G̃n(y))|

− log |Dφ−1
|Ẽu(x)| + log |Dφ−1

|Ẽu(y)|

+

n−1∑
i=0

(ϕ
geo
G (Gi (φ−1(y)))− ϕgeo

G (Gi (φ−1(x)))). (7.4)

Now we look at the last line of (7.4). Since we choose (x, n) from G ′(r), we know
in particular that both x and G̃n(x) belong to T2

\ D100γ ε+r1 . By definition of y, we
know both y and G̃n(y) belong to T2

\ Dr1 . Therefore, we know log |Dφ−1
|Ẽu(G̃n(x))| −

log |Dφ−1
|Ẽu(G̃n(y))| − log |Dφ−1

|Ẽu(x)| + log |Dφ−1
|Ẽu(y)| = 0 as φ−1 is an identity in

T2
\ Dr1 . So to get the Bowen property of ϕgeo, we only need to check if the remainder∑n−1

i=0 (ϕ
geo
G (Gi (φ−1(y)))− ϕgeo

G (Gi (φ−1(x)))) is bounded.
We know from the definition that (φ−1(x), n) ∈ G (r). Therefore, to prove the result

above, it suffices to show that d(Gi (φ−1(x)), Gi (φ−1(y))) < 100ε because, once this
is proved, Proposition 6.4 will be immediately applicable. Notice that Gi (φ−1(x))=
φ−1G̃i (x), so d(Gi (φ−1(x)), Gi (φ−1(y)))= d(φ−1G̃i (x), φ−1G̃i (y)). By (3.1), we
have d(φ−1G̃i (x), φ−1G̃i (y))≤ (κ0/C)d(G̃i (x), G̃i (y)) < 100Cκ0ε/Cκ0 = 100ε. As a
conclusion, we obtain the Bowen property of ϕgeo for G̃ on G ′(r) for any 0< r ≤ 1 at
scale 100ε/κ0 (the constant variation term in the Bowen property can differ in different r ).

Now we verify that tϕgeo(
¯
0) < P(tϕgeo

; G̃) holds for all t < 1. Since the Lebesgue
measure m is preserved and ergodic under G̃ by Proposition 3.1(4) and the Lyapunov
exponents of m for G̃ are non-zero by Proposition 3.1(3), m is an SRB measure for G̃.
Therefore, we have by [13]

hm(G̃)= λ+(m)=−
∫
ϕgeo dm,

where λ+ refers to the positive Lyapunov exponent with respect to m.
Since −

∫
ϕgeo dm > 0, we have

P(tϕgeo
; G̃)≥ P(tϕgeo, m; G̃)= hm(G̃)+ t

∫
ϕgeo dm = (1− t)

∫
ϕgeo dm > 0.

Therefore, if t < 1, P(tϕgeo
; G̃) > 0= P(tϕgeo, δ0). This conclude the proof of

Theorem 1.2.
Further statistical properties of the Katok map are explored in [17], including

exponential decay of correlations and the central limit theorem for the unique equilibrium
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state. These are benefits brought by the inducing scheme technique applied there.
Nevertheless, the uniqueness consequences on the equilibrium states for the geometric
t-potential are not as strong there. For a fixed G̃, the positive recurrence of the normalized
potential in the base is only guaranteed when t is greater than a limit t0. When t crosses this
boundary, nothing can be said in terms of the uniqueness of equilibrium states. To fix this,
the authors need to consistently narrow down the perturbed radius to make t0 approach
−∞. See [16, (P4) and Theorem 4.6] for details.

Despite the difference in conclusions, for geometric t-potentials, there are certain
similarities regarding the spirit of the two approaches. In [17], for t0 < t < 1, there is
an equilibrium state being unique among the measures lifted from the base of the inducing
scheme and supported on the whole tower. In the case of the Katok map, the inducing time
is simply the first recurrence to the base and the base is chosen to be an element in the
Markov partition induced by the original linear automorphism that is far away from the
perturbed region. By topological transitivity, the non-liftable measures have to distribute
zero measures to each of these partition elements, which makes δ0 the only candidate. The
pressure gap between P(ϕt ) and 0 will guarantee that the equilibrium measure is chosen
from the liftable measures, thus being unique. In our case, we prove the potential over orbit
segments that spend enough time far away from the perturbed region is highly regular and
strengthen the pressure gap result to all t < 1, as our result is independent of the choice of
Markov diagram.

8. Global weak Gibbs property for equilibrium state
We exhibit a global weak Gibbs property for the unique equilibrium state of potential
functions in Theorems 1.1 and 1.2. For a continuous function ϕ : X→ R, δ > 0 and C ⊂

X × N, we say an invariant measure µ has Gibbs property at scale δ over C if there exists
an Q = Q(δ, C ) > 1 such that, for every (x, n) ∈ C , we have

Q−1e−n P(ϕ)+Snϕ(x) ≤ µ(Bn(x, δ))≤ Qe−n P(ϕ)+Snϕ(x).

If only the left (right) inequality holds, we say µ has lower (upper) Gibbs property at
scale δ over C .

For the unique equilibrium state of orbit decomposition satisfying all assumptions in [8,
Theorem 2.5], the authors deduce a version of the upper Gibbs property in terms of a two-
scale estimate over X × N and the lower Gibbs property over G M . In the Katok map, since
all orbit segments have specification at any scale, it is possible to prove a weak lower Gibbs
property on X × N.

We fix the potential function ϕ to be any potential satisfying the condition of
Theorem 1.1 or 1.2 (geometric t- potential with t < 1 or Hölder continuous potential with
P(ϕ)− ϕ(

¯
0) > 0) and µ to be the respective unique equilibrium state. We just discuss

this on G as all the properties can be directly referenced from earlier results in the paper
and G̃ share all those properties according to §7. We also fix an appropriate r > 0 such
that (P(r), G (r),P(r)) is the desired orbit decomposition for ϕ. Recall that the process
of constructing the equilibrium measure µ is as follows. For each n ∈ N, let En ⊂ X be a
maximizing (n, 5ε)-separated set for3(X, n, 5ε), where ε is the same as before. Consider
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the measures

νn :=

∑
x∈En

eSnϕ(x)δx∑
x∈En

eSnϕ(x)
,

µn :=
1
n

n−1∑
i=0

(Gi )∗νn .

By the second part of the proof of the variational principle in [23] and the fact that ε is
much smaller than the expansive constant for G, we have that any weak* limit of {µn} is
an equilibrium state. By uniqueness of the equilibrium state, we know that µn converges
in the weak* topology. See [8, Lemmas 4.14 and 6.12].

8.1. Global weak lower Gibbs property. We have the following weak version of the
lower Gibbs property for µ that applies to all orbits with the Gibbs constant decaying
subexponentially.

PROPOSITION 8.1. There exists Q = Q(ε) > 0 such that, for every (x, n) ∈ X × N, we
have

µ(Bn(x, 6ε))≥ Qe−ζ(n)e−n P(ϕ)+Snϕ(x)

where ζ(n) is defined in Definition 5.5.

Proof. For any (x, n) ∈ X × N, we estimateµ(Bn(x, 6ε)) using νs(G−k(Bn(x, 6ε)))with
s� n, k� n and s − k� n. The technique is similar to the one in [8, Lemma 4.16], and
here we carry out estimates over all orbit segments in the homeomorphism case using
global specification. By [8, Proposition 4.10], there exist T, L > 0 such that

3(G , 12ε, m) > e−Lem P(ϕ) (8.1)

for all m ≥ T . Then for every m ≥ T we can find an (m, 12ε)-separated set E ′m ⊂ Gm such
that ∑

x∈E ′m

eSnϕ(x) ≥ e−Lem P(ϕ). (8.2)

To estimate νs(G−k(Bn(x, 6ε))), we use the specification of G at scale ε. Suppose the
transition time τ = τ(ε). We fix s and k. Without loss of generality we assume k� T + τ
and s − k − n� T + τ . We construct a map π : E ′k−τ × E ′s−k−n−τ → Es as follows.

For u = (u1, u2) ∈ E ′k−τ × E ′s−k−n−τ , by specification at scale ε, there is a y = y(u)
such that y ∈ Bk−τ (u1, ε), Gk(y) ∈ Bn(x, ε) and Gk+n+τ (y) ∈ Bs−k−n−τ (u2, ε). By
definition of Es , we can define π(u) ∈ Es such that ds(π(u), y(u)) < 5ε. Since E ′k−τ and
E ′s−k−n−τ are (k − τ, 12ε)-separated and (s − k − n − τ, 12ε)-separated respectively, if
u′ 6= u′′ for some u′ = (u′1, u′2), u′′ = (u′′1, u′′2) that both belong to E ′k−τ × E ′s−k−n−τ , we
have ds(π(u′), π(u′′)) > 12ε − 2(5ε + ε)= 0. Therefore, π is injective and by definition
we have π(u) ∈ G−k(Bn(x, 6ε)). By applying the Bowen property for G with ϕ over G at
scale 100ε, we have

80(π(u), s)−80(u1, k − τ)−80(x, n)−80(u2, s − k − n − τ)

≥ −4τ |ϕ| − 2K − ζ(n), (8.3)
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where 80(x, n) := Snϕ(x), |ϕ| := sup{|ϕ(x)| : x ∈ T2
}, K is the constant in the Bowen

property and ζ is the variation term as in Definition 5.5.
We estimate νs(G−k(Bn(x, 6ε))) from below. By [8, Lemma 4.11], since ϕ has the

Bowen property over G (r) at scale 100ε and P(P(r), ϕ, ε, 100ε) < P(ϕ), there is a
constant C > 0 independent of s such that

∑
z∈Es

e80(z,s) ≤ Ces P(ϕ). We have

νs(G−k(Bn(x, 6ε)))≥ C−1e−s P(ϕ)
∑

u∈E ′k−τ×E ′s−k−n−τ

e80(π(u),s)

≥ C−1e−s P(ϕ)e−ζ(n)−4τ |ϕ|−2K
( ∑

u1∈E ′k−τ

e80(u1,k−τ)
)

×

( ∑
u2∈E ′s−k−n−τ

e80(u2,s−k−n−τ)
)

e80(x,n)

≥ C−1e−s P(ϕ)e−ζ(n)−4τ |ϕ|−2K (e−Le(k−τ)P(ϕ))(e−Le(s−k−n−τ)P(ϕ))e80(x,n)

= (C−1e−2K e−2Le−4τ |ϕ|e−2τ P(ϕ))(e−ζ(n)e−n P(ϕ)+80(x,n))

= C1e−ζ(n)e−n P(ϕ)+80(x,n).

The first inequality follows from the fact that the map π is injective as well as∑
z∈Es

e80(z,s) ≤ Ces P(ϕ). The second inequality follows from (8.3). The third inequality
follows from (8.2). In the last equality the constant C1 is just a rewriting of
C−1e−2K e−2Le−4τ |ϕ|e−2τ P(ϕ) and we can see that C1 is only dependent on ε; in particular,
it is independent of s or k. Therefore, by summing over k, we have

µs(G−k(Bn(x, 6ε)))=
1
s

s−1∑
i=0

((Gi )∗νs)(Bn(x, 6ε))≥ C1e−ζ(n)e−n P(ϕ)+80(x,n),

which leads to the statement of the proposition and thus completes the proof. �

We observe that the ε > 0 used throughout the paper could be made arbitrarily small
and Proposition 8.1 holds at all scales with different Q. Together with the fact that
limn→∞ (ζ(n)/n)= 0, we have

lim
ε→0

lim inf
n→∞

inf
x∈T2

(
1
n

log(µ(Bn(x, ε)))+
∫
(P(ϕ)− ϕ) dδx,n

)
≥ 0, (8.4)

where δx,n = (1/n)
∑n−1

i=0 δGi (x).
Since ϕ is continuous, (8.4) gives the definition of P(ϕ)− ϕ being a lower-energy

function for µ in [18, Definition 3.2]. The existence of a lower-energy function for µ
is crucial in deriving the lower large deviation principle for µ. We will give detailed
definitions and explanations in §8.4.

8.2. Upper Gibbs property. Proposition 4.21 in [8] estimates the upper Gibbs property
for µ over X × N in terms of86ε (see the definition at the end of §2.1). It says there exists
Q′ = Q′(ε) such that, for every (x, n) ∈ X × N, we have

µ(Bn(x, 6ε))≤ Q′e−n P(ϕ)+86ε(x,n). (8.5)
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By the definition of ζ(n), we have 86ε(x, n)≤80(x, n)+ ζ(n), and thus from (8.5)
we have

µ(Bn(x, 6ε))≤ Q′e−n P(ϕ)+80(x,n)+ζ(n). (8.6)

Similar to (8.4), from (8.6) and the fact that limn→∞ (ζ(n)/n)= 0 we have

lim
ε→0

lim sup
n→∞

sup
x∈T2

(
1
n

log(µ(Bn(x, ε)))+
∫
(P(ϕ)− ϕ) dδx,n

)
≤ 0. (8.7)

The inequality (8.7) and continuity of ϕ show that P(ϕ)− ϕ is an upper-energy function
for µ according to [18, Definition 3.4]. Similar to the case of lower-energy function, it
plays an essential role in deriving the upper large deviation principle for µ. We will clarify
all the details in §8.4 as well.

8.3. Entropy density. We say (X, f ) has the property of entropy density (of ergodic
measures) if, for any invariant measure µ and any η > 0, there is an ergodic measure ν
such that D(µ, ν) < η and |hµ( f )− hν( f )|< η, where D is a metric over the space of
measures on X compatible with the weak* topology.

In our case, there are several approaches to give rise to the entropy density property of
(T2, G̃). First, from Proposition 3.1(1) we know that G̃ is homeomorphically conjugate to
f A, which is a transitive Anosov diffeomorphism. From classic results we know that f A

has the entropy density property, which immediately implies the desired result on G̃.
Here we point out many examples of non-uniformly hyperbolic diffeomorphisms that

are not conjugate to transitive Anosov systems. Therefore, we will also sketch a proof that
uses Gorodetski and Pesin’s results from [10], which relies on the properties of hyperbolic
periodic orbits and is potentially more applicable to other non-uniformly hyperbolic
settings.

In [10], the authors define hyperbolic periodic points p, q ∈ X to be homoclinically
related if the stable manifold of the orbit of p intersects transversely with the unstable
manifold of the orbit of q and vice versa. Denote by H (p) the closure of the set of all
hyperbolic periodic points homoclinically related to p and s(p), the topological dimension
of the stable manifold of p. Two assumptions concerning H (p) are added to (X, f ), if
for any hyperbolic periodic point p:
(H1) for any hyperbolic periodic point q ∈H (p) with s(q)= s(p), q and p are

homoclinically related;
(H2) H (p) is isolated. This means that there is an open neighborhood U (H (p)) of

H (p) such that H (p)=
⋂

n∈Z f n(U (H (p))).
Then the authors conclude that M e

p is entropy dense in Mp, where Mp is the set of
all invariant hyperbolic measures supported on H (p) for which the number of negative
Lyapunov exponents at almost every point is exactly s(p) and M e

p ⊂Mp is the set of
ergodic ones.

In the Katok map, all the periodic points not equal to the origin are hyperbolic.
Moreover, by Proposition 3.3, every pair of hyperbolic periodic points (p, q) are
homoclinically related with s(p)= s(q)= 1. By Proposition 3.1(1), hyperbolic periodic
points are dense for f A in T2, and thus dense for G̃ in T2. Therefore, H (p)= T2 for all
hyperbolic periodic p and thus both (H1) and (H2) hold in the case of the Katok map.
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Therefore, by applying the above result, the set of all hyperbolic ergodic measures is
entropy dense in the set of all hyperbolic invariant measures.

To prove the entropy density for G̃, by Proposition 3.1(3), it suffices to prove a linear
combination of δ0 and any invariant hyperbolic measure can be approximated in distance
and entropy by ergodic ones. Choose any invariant hyperbolic measure ν and 0< a < 1,
and consider νa := aδ0 + (1− a)ν.

According to the differential system that generates G, we have the following
observation:

d(s1s2)

dt
=−s1s2ψ(s2

1 + s2
2) log λ+ s2s1ψ(s2

1 + s2
2) log λ= 0.

That is to say, when the orbit stays in the single local chart, s1s2 is a constant. Moreover,
s1(t) is non-decreasing in Dr1 and strictly increasing except for W s

r1
(0), with s2(t)

being non-increasing in Dr1 and strictly decreasing except for W u
r1
(0). Given any x ∈

Dr1 with eigencoordinates being x1, x2 and x1 6= 0 (otherwise x will converge to the
origin), we know locally that the orbit of x will be on s1s2 = ρ. By evaluating on
ds1/dt = s1ψ(s2

1 + s2
2) log λ≥ s1ψ(2s1s2) log λ= s1ψ(2ρ) log λ, we get an upper bound

T (ρ)≈ r2
1/(ρλ

ψ(2ρ)) for the time that the orbit of x will spend in Dr1 before moving out.
Since G = f A outside, after {Gn(x)} reaches T2

\ Dr1 , it will stay there for at least 1/r1λ

times. After that, the orbit will wrap around the torus and s1s2 will change.
For any n ∈ N and δ > 0, by choosing s1s2 small, we are able to find an orbit segment

with length n that stays close to the origin within a distance δ. By applying specification
at a fixed scale δ′� r0 and making δ� δ′ and n→∞, we are able to get a sequence of
periodic points {pn}n≥1 such that, for each n, pn spends more than (n2

− 1)/n2qn time in
a neighborhood Un of origin whose diameter is less than δ′/n, where qn is the period of
pn . The same result applies to G̃.

From the definition of pn we have D(δ0, δpn )→ 0 when n→∞, where δpn is
the periodic measure supported on pn . By shrinking δ′ if necessary, without loss of
generality we assume D(δ0, δpn ) < 1/n. Consider µn,a := aδpn + (1− a)ν. Recall that
ν is a fixed invariant hyperbolic measure. For each n > 0, µn,a is invariant and has zero
measure at the origin, and is thus hyperbolic. Therefore, there is an ergodic νn,a such
that D(νn,a, µn,a) < 1/n and |hµn,a (G̃)− hνn,a (G̃)|< 1/n. Since D(νa, µn,a) < a/n and
hνa (G̃)= h(1−a)ν(G̃)= hµn,a (G̃), we have D(νa, νn,a) < 2/n and |hνa (G̃)− hνn,a (G̃)|<
1/n, which gives us the desired results for entropy density.

8.4. Large deviation principle. In this section we combine the results in §8 to deduce
the large deviation principle of µ. The large deviation principle describes the exponential
decay of the measure of points whose space average differs from the time average by a
certain distance. In terms of estimating from below or above, we have the definition for
upper and lower large deviation principle.

Definition 8.2. Let µ be the equilibrium state for the potential ϕ. We say that µ satisfies
the upper large deviation principle if, for any continuous f̃ : T2

→ R and any δ > 0, we
have

lim sup
n→∞

1
n

log µ
{

x : |
Sn f̃ (x)

n
−

∫
f̃ dµ| ≥ δ

}
≤−q(δ),
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where q(δ) is the rate function given by

q(δ) := P(ϕ)− sup
{

hν(G̃)+
∫
ϕ dν : ν ∈MG̃(T

2), |

∫
f̃ dµ−

∫
f̃ dν| ≥ δ

}
,

or q(δ)=∞ when there is no such measure ν.

Similarly, the lower large deviation principle holds when we have a liminf in place of
limsup, > δ in place of ≥ δ and ≥ in place of ≤ for the whole inequality. If both lower and
upper large deviations hold for a fixed f̃ , the statement above is known as the level-1 large
deviation principle. If they hold for all f̃ , the statement above is equivalent to the level-2
large deviation principle.

The traditional definition (see, for example, [25, Definition 5]) of the large deviation
principle requires that q(δ) should be lower semi-continuous. Here it is true since the
entropy map is upper semi-continuous for an expansive map and G̃ is continuous.

Now let us prove Theorem 1.3. We continue to use the same notation of ϕ and µ as at
the start of this section. It suffices to prove the lower and upper large deviation principle
for µ. In §8.1 we obtain a weak version of the lower Gibbs property for µ. In particular,
at the end of that section we show that P(ϕ)− ϕ is a lower-energy function for µ. In §8.3
we prove the entropy density of ergodic measures. By applying [18, Theorem 3.1], we get
the lower large deviation principle for µ.

In §8.2 we have the respective weak version of the upper Gibbs property for µ, which
leads to P(ϕ)− ϕ being an upper-energy function for µ. As the entropy map is upper
semi-continuous, by [18, Theorem 3.2], we have the upper large deviation principle for µ.

9. Multifractal spectra
We now carry out multifractal analysis on the Katok map G̃ with potential function
ϕt := tϕgeo by studying the level sets of Lyapunov exponents. Multifractal analysis
measures the size of the set with the same given local asymptotic quantity associated to the
dynamical system. In dynamics, the size usually refers to the Hausdorff dimension entropy
or pressure. In our case, we take the local asymptotic quantities to be the Birkhoff average
and estimate the level set in terms of entropy and dimension. The goal of this section is to
prove Theorem 1.4.

9.1. General background and outline of the proof. We begin with a few definitions (see
also [5]). The non-negative (forward) Lyapunov exponent at all Lyapunov regular points x
is the (forward) Birkhoff average of −ϕgeo:

χ+(x)= lim
n→∞

log
‖DG̃n

|Eu(x)‖

n
= lim

n→∞

Sn(−ϕ
geo)(x)
n

.

Similarly, we can define χ−(x) by simply making n in the definition of χ+(x) go to
−∞. In the two-dimensional case, if χ+(x)= χ−(x), we say that the point x is Lyapunov
regular. To study the level sets of non-negative Lyapunov exponents we give the following
natural definition:

L(β) := {x ∈ T2
: x is Lyapunov regular and χ+(x)= β}.
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We also define P(t) := P(ϕt ) and E (α) := inft∈R(P(t)− tα), which is the Legendre
transform of P . We know that P is convex, so it has left and right derivatives D−P(t),
D+P(t) at each t ∈ R.

We concentrate on the Hausdorff dimension and topological entropy of L(−α), denoted
by dH (−α) and h(−α), respectively. Note that −α is the value of the non-negative
Lyapunov exponent, and thus all the α that appear in this section are non-positive (also
notice that this is not the same α as in §§3–7). We also have a different use of h in this
section. For E ⊂ T2, h(E) means its topological entropy in the sense of Bowen [1]. For
µ ∈M(G̃), h(µ) represents its measure-theoretic entropy. For β ∈ R, h(β) is defined as
above.

Now we sketch the proof of Theorem 1.4. We first notice that the fact of the Lebesgue
measure m being an SRB measure brings us the phase transition at t = 1 for G̃ with ϕt ,
which says there is a gap between α2 := D−P(1) and D+P(1), which is simply 0. Define
α1 := limt→−∞ D+P(t). For the entropy spectrum, by applying the uniqueness result of
the equilibrium state in Theorem 1.2, we have a complete picture for α ∈ (α1, α2) from [5,
Theorem 3.1.1], which says that h(−α)= E (α) for all such α and L(−α)= ∅ for α < α1

or α > 0. For α ∈ [α2, 0), we need to show that L(−α) is non-empty. This will enable us
to apply [22, Theorem 3.5] and get h(−α)= E (α) for these α. In conclusion, we know
h(−α)= E (α) for all α ∈ (α1, 0).

To prove that L(−α) is non-empty for α ∈ [α2, 0), we follow the construction in [4].
The idea is to construct a sequence of invariant subsets with well-known dimension
estimates that asymptotically consume all the pressure. Essentially, we construct a nested
sequence of basic sets {3̃i }i∈N such that 3̃i ⊂ 3̃i+1 and P3̃i

(t)↗P(t), where P3̃i
(t)

means the topological pressure of ϕt over 3̃i and by basic sets we refer to locally maximal
compact transitive G̃-invariant hyperbolic sets. Then, due to the thermodynamic formalism
of basic sets and smoothness of the pressure function P3̃i

(t), for each α ∈ [α2, 0), there
is some Nα ∈ N such that L(−α) ∩ 3̃n 6= ∅ for all n ≥ Nα , which provides us with the
desired result.

To estimate dH (−α) for α ∈ (α1, 0), we also rely on the construction of {3̃i }i∈N
above. We estimate dH (−α) from below in terms of the Hausdorff dimension of
limn→∞ L(−α) ∩ 3̃n . Define E3̃i

(α) := inft∈R(P3̃i
(t)− tα) as the Legendre transform

of P3̃i
(t). The Hausdorff dimension of the Lyapunov spectrum for the basic set

is well known: it should be dimH (3̃i ∩ L(−α))= 2E3̃i
(α)/(−α). Moreover, if

limi→∞ E3̃i
(α)= E (α) for all α ∈ (α1, 0), we immediately get 2E (α)/(−α) to be the

desired lower bound of dH (−α). However, in the homeomorphism case, this statement
concerning the Lyapunov spectrum of basic set does not seem to exist in any of the
references available. To avoid ambiguity, we apply the main theorem from [24], which
says that dimH (3̃i ∩ L(−α))≥ 2E3̃i

(α)/(−α). Therefore, we still get 2E (α)/(−α) to be
the lower bound of dH (−α), which concludes Theorem 1.4.

9.2. Entropy spectrum for α ∈ (α1, α2). We first show that h(−α)= E (α) for
α ∈ (α1, α2). Recall that α1 = limt→−∞ D+P(t), α2 = D−1P(1) and E (α)=

inft∈R(P(t)− tα). To obtain this result, we need the uniqueness of the equilibrium state
for φt derived in Theorem 1.2 and apply [5, Theorem 3.1.1].
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PROPOSITION 9.1.
(1) P is the Legendre transform of the Birkhoff spectrum. In other words,

P(t)= sup
α∈R

(h(−α)+ tα).

(2) L(−α)= ∅ for every α < α1 and every α > 0.
(3) h(−α) has domain (α1, α2) and is the Legendre transform of P , which means that

h(−α)= inf
t∈R
(P(t)− tα).

Moreover, for α′ ∈ (α1, α2), if h(−α′)=P(t ′)− t ′α′ and P is strictly convex at
t = t ′, then B is strictly concave and C1 at α = α′.

The proof of Proposition 9.1 can be found in [5, §3.4]. Here we give a few remarks on
how to understand it. Proposition 9.1(1) is a general result which holds for all continuous
maps on compact space, without any requirements on the dynamics. Essentially it is a
rewriting of the variational principle. Proposition 9.1(3) gives the reverse implication.
We know from the upper semi-continuity of the pressure map and the uniqueness of
equilibrium statesµt for ϕt with t < 1 that the pressure function P(t) is C1 when t < 1. In
fact, for each α ∈ (α1, α2), there is a unique supporting line lα tangent to P(t) with slope
being α. Observe that the y-coordinate of the intersection of lα and the y-axis is just E (α),
the Legendre transform of P at α. Meanwhile, the slope of the tangent line of P at each
t < 1 is also known to be

∫
ϕgeo dµt by classic results (see, for example, [5, Proposition

3.4.3]). Therefore, if lα intersects the graph of P at (tα,P(tα)), we have

P ′(tα)=
∫
ϕgeo dµtα = α. (9.1)

By P(tα)= h(µtα )+ tα
∫
ϕgeo dµtα , we immediately see that h(µtα )= E (α). The

definition of µtα shows that it is ergodic, and thus supported on L(−α) by (9.1). Therefore,
h(−α)≥ E (α) by the variational principle. According to Proposition 9.1(1) and the classic
properties of the Legendre transform of a convex function, we know that h(−α)≤ E (α).
In conclusion, we have h(−α)= E (α) for α ∈ (α1, α2).

9.3. Proof of L(α) being non-empty for α ∈ (α1, 0). In the last section, we just defined
lα to be the supporting line of P(t)with slope α for all α ∈ (α1, α2). In fact, we can extend
this definition to all α ∈ (α1, 0] and each lα intersects the y-axis at (0, E (α)).

Due to the existence of a neutral fixed point at the origin, we know P(t)= 0 for all
t ≥ 1. As a result, lα(t) intersects the x-axis at t = 1 when α ∈ [α2, 0]. For those α, E (α)=
−α. Then a natural question is to ask if h(−α)= E (α)=−α for α ∈ [α2, 0]. To answer
this question, we will need L(−α) to be at least non-empty for those greater α, which is
the main proposition that we will prove in this section.

PROPOSITION 9.2. L(−α) is non-empty for all α ∈ (α1, 0].

We know the case for α ∈ (α1, α2) according to the analysis in §9.2. We also know
that the origin belongs to L(0) by Proposition 3.1(3). As a result, we only need to verify
that L(−α) is non-empty for α ∈ [α2, 0). As introduced in §9.1, we will construct an
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increasingly nested sequence of basic sets {3̃i }i∈N, 3̃i ⊂ 3̃i+1 and show that, for any
such α, when i is large enough, 3̃i will have non-trivial intersection with L(−α). In fact,
this result follows from the following proposition.

PROPOSITION 9.3. For any basic set 3⊂ T2, write P3(t) as the topological pressure of
ϕt over 3. There is an increasing sequence of basic sets {3̃i }i∈N, 3̃i ⊂ 3̃i+1 such that
P3̃i

(t)↗P(t) pointwise.

Let us show how Proposition 9.2 follows from this. We know that P is convex, C1

for t < 1 and P ′(t)↘ α1 when t→−∞ by (9.1). We also know that P(t)= 0 for all
t ≥ 1. Now given any α ∈ [α2, 0), we look at t = 2. By Proposition 9.3, there exists N1 ∈

N such that, when n > N1, P3̃n
(2) > α. Meanwhile, since α ≤ α2 < α1, there is some

Tα < 0 sufficiently small such that P(Tα) > ((α1 + α2)(Tα + 1))/2. Similarly, we have
some N2 ∈ N such that, for all n > N2, P3̃n

(Tα) >−α(1+ Tα). Finally, we know that
3̃n(t) is C1 at all t ∈ R and P3̃n

(1)≤P(1)= 0 for all n ∈ N. Then, by the mean value
theorem, we know for n >max{N1, N2} that there is a point Tn,α such that P ′

3̃n
(Tn,α)=

α. Now we use the classic result of uniqueness of the equilibrium state for ϕt over the basic
set and apply (9.1). This concludes that L(α) ∩ 3̃n is non-trivial for n sufficiently large;
therefore, Proposition 9.2 follows from Proposition 9.3. Now let us prove Proposition 9.3.
To satisfy the convergence in the pressure function, it suffices to construct 3̃n in such
a way that any basic set 3⊂ T2 is contained in 3̃m for some m ≥ 1. This is because,
by the Katok horseshoe theorem [12], for any small ε0 > 0, hyperbolic ergodic µ and
continuous ϕ, there is a basic set 3 such that P3(ϕ) > Pµ(ϕ)− ε0. If such 3̃m exists,
when t < 1, we have P3̃m

(t)≥ P3(ϕt ) > Pµt (ϕt )− ε0 =P(t)− ε0. When t ≥ 1, we
know from §8.3 that we can construct a hyperbolic periodic point p′ (which is not the
origin) whose Lyapunov exponent is smaller than ε0. Writing µp to be the ergodic measure
supported on the orbit of p′ and applying the Katok horseshoe theorem, we get a basic set
3p such that P3p (t) > Pµp − ε0 >−2ε0. Therefore, by covering 3p using some 3̃l , we
have P3̃l

>−2ε0. Since ε0 can be arbitrarily small, we know that Proposition 9.3 follows
from the following proposition.

PROPOSITION 9.4. There is an increasing sequence of basic sets {3̃i }i∈N, 3̃i ⊂ 3̃i+1

such that, for any basic set 3⊂ T2, there is some n ≥ 1 such that 3⊂ 3̃n .

We point out that for general cases this result is not always true (see [9]).
Now we follow the construction in [4] and prove Proposition 9.4. Essentially we

first cover the G̃-invariant hyperbolic sets using compact locally maximal G̃-invariant
hyperbolic sets, and then glue the transitive components together via a gluing process.
The essential lemma in the covering of hyperbolic sets is analogous to [4, Proposition
4.3].

LEMMA 9.5. Given any compact G̃-invariant hyperbolic 3⊂ T2 and any neighborhood
U of 3, there is a compact locally maximal G̃-invariant hyperbolic set 3′ such that 3⊂
3′ ⊂U.

Proof. First we make the observation that any compact G̃-invariant hyperbolic set 3∗ has
topological dimension zero. This is because the points on the same stable (unstable) leaf
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have the same forward (respectively backward) Lyapunov exponents. Therefore, points on
W s(

¯
0) ∪W u(

¯
0) are disjoint from 3∗. Moreover, since W s and W u are both dense and lie

in small stable and unstable cones, respectively, any two points in 3∗ could be isolated
using four boundaries of a su-rectangle, which is defined to be a closed rectangle formed
by intersecting two pairs of segments in stable and unstable leaves of W s(

¯
0) and W u(

¯
0). In

particular, this shows that 3∗ is totally disconnected, and thus has topological dimension
equal to 0.

Since3 is hyperbolic, by structural stability we might assume U to be small enough so
that any G̃-invariant set contained in U is also hyperbolic. The idea is to construct3′ as the
image of a subshift of finite type under a continuous and injective map; thus it inherits the
natural local product structure property from shift space and is G̃-invariant and compact.

We first construct S ⊂ T2 as a finite collection of disjoint closed su-rectangles. We
require the union of rectangles to intersect with any orbit segments of fixed length l ∈ N.
This is always possible as we could simply cover the perturbed neighborhood of the origin
using one su-rectangle and the rest follows from G̃ being a linear toral automorphism
there. For any x ∈ S, τ(x)≥ 1 is defined to be the first return time to S and the return map
is defined to be F(x) := G̃τ(x)(x). We will construct a shift space using F .

Together with F we will also construct a sequence of subsets of S on which F will be
acting on. We claim there is a collection of su-rectangles K such that:
(1) the collection K is finite;
(2) the sets in K are compact and mutually disjoint;
(3) each set in K is contained in a single su-rectangle of S and is itself an su-rectangle

with sufficiently small diameter (at a scale for which the shadowing process is
feasible and the shadowing orbit is contained in U , see the later discussion for
details);

(4) F is smooth on each set in K ;
(5) each K ∈K contains at least one point of 3 ∩ S and 3 ∩ S is contained in⋃

K∈K Int(K ).
Let us briefly explain why it is possible to construct K satisfying all of these properties.

We have seen that 3 is disjoint from the stable and unstable leaves of the origin. As 3 is
closed, for any closed su-rectangle R that covers3 ∩ S we can further find out a collection
of smaller closed su-rectangles which is contained in R and still contains3 ∩ S by cutting
through the stable and unstable leaves of the origin and shrinking the boundary of the
smaller su-rectangles. By repeating this process, we are able to get a collection of disjoint
closed su-rectangles Rn such that 3 ∩ S ⊂

⋃
Rn∈Rn

Rn and each Rn ∈Rn is a subset of
some Rn−1 ∈Rn−1. We can make the diameter of su-rectangles in Rn be arbitrarily small
as W s(

¯
0) and W u(

¯
0) are dense. We also know from above that the boundary of any su-

rectangle does not intersect 3; the union of the interior of all such Rn contains 3 ∩ S,
forming an open cover. The K is thus defined to be the minimized finite open cover
derived from Int(Rn) where Rn ⊂Rn and n is chosen to be sufficiently large such that the
diameter of Rn is sufficiently small.

We are using elements from K to make the symbols in the target shift space.
Following [4] we define KN to be the collection of sets with the form

⋂ j=N
j=−N F−i K j ,

where K j ∈K .
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Using elements in KN will allow us to construct a natural shift space. As in [4], a bi-
infinite sequence {K N

i }
∞

i=−∞ in KN is said to be N -admissible if, for any i ∈ Z, there is
some xi ∈ K N

i ∩3 such that F(xi ) ∈ K N
i+1 ∩3. For each N we notice that the set of all

N -admissible sequences is a subshift of finite type as all forbidden blocks are of length two
and the choice on symbols is finite. It is also proved in [4, Lemma 4.4] that the diameter
of KN decreases to 0 as N →∞. Therefore, if N is made large enough, the sequence
of points {x N

i }
∞

i=−∞ with x N
i ∈ K N

i for all i ∈ Z will become a pseudo-orbit that can be
shadowed by a unique orbit that stays close to 3 ∩ S all the time. Here the shadowing
property of G̃ (thus F) at all scales comes from the homeomorphic conjugacy of G̃ to the
linear toral automorphism f A, which is Anosov and has shadowing property at all scales.
This shadowing only depends on the sequence and is independent of the choice of {x N

i } by
expansiveness of G̃. Therefore, the shadowing map 8N from the N -admissible sequence
to the shadowing point is well defined and obviously continuous. Denote 3N to be the
image of 8N . By making N large and the diameter of elements in K sufficiently small,
8N is injective and 3N is contained in U .

Finally, let us see how3N
∗ :=

⋃l
i=0 G̃i (3N ), which is the union of all the orbits passing

through 3N , gives the required basic set. First of all, the F-orbit of 3 ∩ S is contained in
3N as the real orbit always shadows itself. Since

⋃l
j=1 G̃ j (S)= T2, we have 3⊂3N

∗ .
For the same reason we could make the diameter of K small enough so that G̃i (3N )⊂U
for all 0≤ i ≤ l, which makes 3N

∗ ⊂U . As 3N is the image of a compact set under
continuous map 8N , it is compact, which makes 3N

∗ compact. 3N
∗ is obviously G̃-

invariant and is hyperbolic by the earlier restriction on U . Finally, since 8N is bijective
and continuous, 3N inherits the natural local product structure from shift space, and so
does 3N

∗ . In conclusion, all the required results are satisfied and 3N
∗ is the desired 3′ we

are looking for, given N large enough and the diameter of K small enough. �

Now we state the second essential lemma about gluing the basic sets together. This is
analogous to [4, Proposition 5.3].

LEMMA 9.6. Given two basic sets3′ and3′′ in T2, there exists a basic set3′′′ ⊂ T2 such
that 3′ ∪3′′ ⊂3′′′.

Proof. For any x ∈3′ and any open neighborhood U of x , {G̃i (U )}i∈Z is an open cover
of 3′ as G̃ acts transitively. By compactness of 3′ and the fact that G̃i (U ) ∩3′ contains
G̃i (x) for each i ∈ Z, thus being non-empty, we know there is some i ∈ Z such that U ∩
G̃i (U ) ∩3′ 6= ∅. This indicates that �(G̃|3′)=3′, and the result for 3′′ is similar. Since
G̃ is conjugate to a linear automorphism via homeomorphism, �(G̃)= T2. As G̃ acts
transitively over T2, 3′ and 3′′, from [23, Theorem 5.10] we know the action is also one-
sided transitive. Together with the local product structure over T2, 3′ and 3′′, we can find
v′ ∈3′, v′′ ∈3′′ and w ∈ T2 such that the forward and backward orbits of v′, v′′ and w
are both dense in 3′, 3′′ and T2.

We claim that we can find w′ ∈ T2 such that the orbit of w′ is forward asymptotic to
the orbit of v′′ and backward asymptotic to the orbit of v′. As the orbit of w is backward
dense in T2, we can find some i > 0 such that d(G̃−i (w), v′) < ε, where ε is as in the first
seven sections. We can thus use a local product structure of G̃ at scale ε to find w′, which
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is backward asymptotic to the orbit of v′ and forward asymptotic to the orbit of w. Since
w is forward dense, there is some j > 0 such that d(G̃ j (w), v′′) < ε, and therefore so is
the distance between G̃i+ j (w′) and v′′. We then use the local product structure between
G̃i+ j (w′) and v′′ to get w′′, which is forward asymptotic to v′′ and backward asymptotic
to the orbit of G̃i+ j (w′), and thus backward asymptotic to the orbit of v′.

Similarly, we can find w′′ ∈ T2 which is forward asymptotic to the orbit of v′ and
backward asymptotic to the orbit of v′′. Write3 as the union of the orbit ofw′′, orbit ofw′,
3′ and 3′′. 3 is compact as the orbit of w′′ and w′ are forward and backward asymptotic
to locally maximal sets. It is obviously G̃-invariant and hyperbolic. We can then cover it
using a compact G̃-invariant locally maximal hyperbolic set 3̃. We notice that G̃ acts on
3 transitively and 3⊂�(G̃|3̃) by shadowing orbit of w′ and w′′ using a loop between
3′ and 3′′. The shadowing orbit is in 3̃ as 3̃ is locally maximal. Therefore, 3 must lie in
one component of the spectral decomposition for �(G̃|3̃), which is the desired basic set
covering 3′ and 3′′. �

Using Lemmas 9.5 and 9.6, we are able to prove Proposition 9.4. We begin the
construction of 3̃m by defining an increasingly nested sequence {3n}n∈N as 3n =

Per(T2 \ B(1/10n)), where Per(E) is the set of periodic orbits of G̃ whose entire orbit
lies in E for E ⊂ T2 and B(δ) is the open ball centered at

¯
0 with radius δ > 0. It is obvious

that {3n} forms an increasingly nested sequence of the compact G̃-invariant hyperbolic
set. We know from Lemma 9.5 that there is some 3′n containing 3n which is locally
maximal, compact, G̃-invariant and hyperbolic. Since �(G̃|3′n ) contains all the periodic
points in 3′n and is closed, it contains 3n . We can then use the spectral decomposition
for �(G̃|3′n ) and apply Lemma 9.6 multiple times to find a basic set 3̃n which eventually
covers 3n . As {3n} is increasingly nested, we can also choose {3̃n} to be increasingly
nested by applying Lemma 9.6. From the shadowing lemma for basic sets and transitivity
of G̃, we know that for any basic set 3 we have 3⊂

⋃
n∈N 3̃n . Since each 3̃n is locally

maximal, there is a nested sequence of open sets Un such that 3̃n =
⋂

i∈Z G̃i (Un). In
particular, 3̃n ⊂Un for all n. Therefore, we have3⊂

⋃
n∈N Un . Since3 is compact, there

is some m ∈ N such that 3⊂Um . It follows from G̃-invariance of 3 that 3⊂ 3̃m , which
concludes Proposition 9.4, and thus Proposition 9.3, which in turn proves Proposition 9.2.

9.4. Proof of Theorem 1.4. Finally we are at the stage of proving Theorem 1.4, which
is our main theorem in the multifractal analysis of the Katok map G̃.

From Proposition 9.3 we know that, for any α ∈ (α1, 0), there is some Nα ∈ N such that
L(−α) ∩ 3̃n 6= ∅ for n ≥ Nα . Since {3̃n}n∈N is increasingly nested, if we write dimn(−α)

as the Hausdorff dimension of L(−α) ∩ 3̃n for all n ≥ Nα , then we immediately get
dH (−α)≥ limn→∞ dimn(−α). Recall that we use lα to represent the supporting line to
P with slope α and lα is well defined for any α ∈ (α1, 0]. Similarly we use ln

α to represent
the supporting line to P3̃n

. By (9.1) in the uniformly hyperbolic version, ln
α is well defined

for all n ≥ Nα and α ∈ (α1, 0), which is a tangent to P3̃n
at the point (tn

α ,P3̃n
(tn
α )).

Notice that P ′
3̃n
(tn
α )=

∫
ϕgeo dµn

α = α, where µn
α is the unique equilibrium state of

ϕtn
α

with G̃ over 3̃n . In particular, µn
α is ergodic, χ(µn

α)=−α and h(µn
α)= E3̃n

(α),
where E3̃i

(α)= inft∈R(P3̃i
(t)− tα) is the Legendre transform of P3̃i

(t) at α. Since
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G̃ is area-preserving, the main theorem in [24] tells us that dimH (µ
n
α)= 2h(µn

α)/(−α),
where dimH (µ

n
α) := inf{dimH (E) : µn

α(E)= 1}. Since µn
α is supported on L(−α) ∩ 3̃n ,

we immediately have the following result.

LEMMA 9.7. For any α ∈ (α1, 0), there exists Nα ∈ N such that, for all n ≥ Nα ,
dimn(−α)≥ 2E3̃n

(α)/(−α) and dH (−α)≥ limn→∞ (2E3̃n
(α)/(−α)), where dimn(−α)

is the Hausdorff dimension of L(−α) ∩ 3̃n for all n ≥ Nα and dH (−α) is the one for
L(−α).

From Lemma 9.7, we know that, in order to get the lower bound of dH (−α) in
Theorem 1.4, it suffices to prove that limn→∞ E3̃n

(α)= E (α) for all α ∈ (α1, 0), which
directly follows from the following lemma.

LEMMA 9.8. For any α ∈ (α1, 0) and any t ∈ R, ln
α(t) increases to lα(t). In other words,

the supporting line of P3̃n
with slope α converges monotonically to the supporting line of

P with the same slope. In particular, limn→∞ E3̃n
(α)= E (α).

Proof. Fixing any α ∈ (α1, 0), we have Nα as before. From convexity of P3̃n
(t), when

n ≥ Nα , there is some closed interval [an, bn] such that P3̃n
(t) > lα(t) for t not in this

interval. Meanwhile, by P3̃ j
(t)↗P(t) as j→∞ and the continuity of both P3̃ j

(t)
and P(t), the convergence over [an, bn] is uniform by Dini’s theorem. Therefore, for any
small δ > 0, there is some N = N (α, n, δ)≥ n such that P3̃ j

(t)≥P(t)− δ ≥ lα(t)− δ
for all t ∈ [an, bn] and j ≥ N , which in return shows that P3̃ j

(t)≥ lα(t)− δ for j ≥

N and all t . In particular, it follows that l j
α ≥ lα − δ for all j ≥ N , which leads to the

convergence from E3̃n
(α) to E (α) for all α ∈ (α1, 0). �

In conclusion, the Hausdorff dimension estimate in Theorem 1.4 follows from
Lemmas 9.7 and 9.8.

PROPOSITION 9.9. For any α ∈ (α1, 0), we have dH (−α)≥ 2E (α)/(−α). In particular,
when α ∈ [α2, 0), we have dH (−α)= 2.

It remains to show that h(−α)= E (α) for α ∈ (α1, 0]. By Proposition 9.1, it suffices to
show the case where α ∈ [α2, 0].

Define χ(µ) :=
∫
ϕgeo dµ, which is the average of Lyapunov exponents for every

ergodic component in the decomposition of µ. We notice that this definition does not
cause ambiguity when µ is itself ergodic.

LEMMA 9.10. For any α ∈ [α2, 0], there is some µα ∈M(G̃) such that lα = h(µα)−
t
∫
ϕgeo dµα . In particular, χ(µα)=−α and E (α)= h(µα).

Proof. We first show the above lemma holds for α = α2. For t ↗ 1, P(t) is
C1 and P ′(t)=−

∫
ϕgeo dµt . Let µ′ be a weak* limit of µt . Since ϕgeo is

continuous and G̃ is expansive, we have P(1)= lim supt↗1 P(t)= lim supt↗1
(h(µt )− t

∫
ϕgeo dµt )≤ h(µ′)−

∫
ϕgeo dµ′. By the variational principle, we have 0=

P(1)= h(µ′)−
∫
ϕgeo dµ′. Meanwhile, χ(µ′)=

∫
ϕgeo dµ′ = limt↗1

∫
ϕgeo dµt =

limt↗1 χ(µt )=−α2. Therefore, lα2 = h(µ′)− t
∫
ϕgeo dµ′ and µ′ = µα2 .
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For α ∈ (α2, 0], a suitable linear combination of µα2 and δ
¯
0 will give us µα ∈M(G̃)

such that χ(µα)=−α and Pµα (1)= 0 as the entropy map is affine in measure. This
shows that lα = h(µα)− t

∫
ϕgeo dµα is the supporting line for P(t) with slope α for

α ∈ (α2, 0]. Lemma 9.10 now just comes from a combination of the results in the two
parts above. �

From Proposition 9.1, Lemma 9.10 and the variational principle, we have the following.

LEMMA 9.11. E (α)=max{h(µ) : µ ∈M(G), χ(µ)=−α} for all α ∈ (α1, 0].

Finally, since L(−α) is non-empty for all α ∈ (α1, 0] and G̃ has specification property,
we apply [22, Theorem 3.5] and conclude that h(−α)= E (α) for all α ∈ (α1, 0].

PROPOSITION 9.12. For any α ∈ (α1, 0], h(−α)= E (α).

Combining the results from Propositions 9.9 and 9.12, we conclude the proof of
Theorem 1.4.
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