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Emergence of a dynamic pattern in wall-bouncing juggling:
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SUMMARY

This paper describes a hierarchical architecture for rhythmic
movement generation, which suits a juggling-like task
involving sensory-motor coordination. Our approach, which
is interpreted as a “bidirectional weak coupling” to the
environment, does not require a continuous monitoring of
the environment, but can adapt a robot to a change in the
environment, owing to the interaction between the robot
and the environment at the ball contact. The proposed
architecture contains two passive-control mechanisms,
the “entrainment mechanism” and the “open-loop stable
mechanism,” that lead to the emergence of a self-organized
temporal order in the whole system. This dynamic temporal
pattern enables a robot to perform a stable rhythmic
movement. We demonstrate a robot which juggles two balls
rebounding off the wall and confirm the effectiveness of our
approach.

KEYWORDS: Rhythm; Timing selection; Self-organization;
Sensory-motor coordination; Passive control.

I. INTRODUCTION

Our goal is to realize natural motions with environmental
adaptability in a simple robotic machine, based on biological
principles of neuroscience, biology, psychology, and human
behavior. This does not mean a mere mimicry of animal’s
apparent motion, but also an understanding of biological
systems for engineering. Especially, we focus on the
biomimetic control architecture, and consider the following
questions: What is the key principle for adaptability to the
environment? How can a robot adapt itself to a change in the
environment? How should a robot be designed for dexterous
motion? To solve these problems, there have been many
attempts that aimed to establish a new information processing
mechanism inspired by animal systems.!

In the life sciences, there is a view that the dynamics
of life can be explained as a nonlinear phenomenon in a
reaction-diffusion system. This view may be regarded as a
fundamental principle of biomimetic robotics. Nature has
many examples in which the synergy of local interactions
generates a global order, such as the Southeast Asian
synchronously flashing fireflies.> Spatial and temporal order
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in non-equilibrium physical and chemical systems can de-
velop spontaneously. This self-organized pattern formation is
a collective phenomenon and results from the interaction
of a large number of subsystems.’~> Just as all systems in
nature result from their interaction with surrounding systems,
a robot should also exist through interaction with external
systems. It is important to relate various movements caused
by a non-equilibrium open system to adaptability to the
environment.

A passive control, which exploits the dynamic system
caused by the interaction between the environment and the
body, is important from the viewpoint of achieving efficient
control. Sensory-motor coordination using passive control
has attracted attention and is being studied in the field
of psychology and human science.® In biology, organisms
have been considered to have nonlinear oscillators for many
years,” and each neuron’s mathematical model, including
the rhythm bifurcations, is studied in detail in mathematical
biology and neuroscience.”® However, even if the response
of each neuron is known, we may not be able to know the
behavior of a neuron group, especially the whole behavior of
neurons at the task level.

In robotics, the behavior at the task level is studied based
on a more macroscopic viewpoint. Many robots using Central
Pattern Generators (CPGs) have already been developed.’~!?
Williamson proposed a simple neural oscillator system
coupled to a real robot arm, and demonstrated that, owing
to the oscillators’ entrainment, it is capable of coordinated
motion without global synchronization or control.!® His
study is regarded as an application of Taga’s idea!>!* of
global entrainment properties in human locomotion to a
robot arm. His robot realized some rhythmic motions such as
juggling. Juggling is one of the most interesting perceptual-
motor tasks incorporating rhythmic movement, because the
arm coordination generates various motion patterns of balls.

Based on the above background, this paper describes the
architecture for rhythmic movement generation suited to a
juggling-like task of “wall-bouncing,” in which the robot
repeats the process of bouncing two balls off the wall
(Fig. 1). This is an example of a robotic task involving
sensory-motor coordination. Our approach is similar to
Williamson’s approach in the ‘“bidirectional coupling to
the environment,”’> which involves the effect of movement
in both directions between the ball and the robot’s arm.
However, it is different in that our approach is “weak coupling
to the environment,” which does not require continuous
monitoring of the environment, while Williamson’s ap-
proach is “strong coupling”.!> Our approach, “bidirectional
weak coupling,”'®~!8 can adapt a robot to a change in the
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Fig. 1. Perceptual-motor system for robotic rhythm movement. The illustration shows a robot system that performs the wall-bouncing
task. Both an action and two perceptions couple the robot with environment, and form the closed-loop system between the robot and the
environment. The proposed Robot System consists of the Brain System and the Mechanical System. The Brain System is a hierarchical
structure and it is divided into three sections: higher levels, a motion pattern and position control, and a rhythm oscillator. The Mechanical

System is composed of a mechanism section and a sensor section.

environment, owing to the interaction between the robot and
the environment at the ball contact.

In human behavior, Amazeen et al. studied the timing
selection of rhythmic catching, and showed that humans
control the timing of throwing and catching without the ball’s
entire flight information.!” They showed the importance
of timing information about the zenith of the ball’s
trajectory. Moreover, Sternad et al. reported that kinetic infor-
mation about the impact is more necessary than visual
information for rhythmic catching, although the latter gives
information about the continuous kinetic trajectory of the
ball.?? Based on the above knowledge of human behavior,
a touch sensor is attached to the robot’s paddle and the
wall. Only the time of the ball’s contact with the paddle and
the wall is the input to the robot. The timing of the paddle
movement is adjusted by a proposed architecture for rhythmic
movement generation. The robot recognizes the thythm of
the environment (balls) and adjusts the rhythm of the paddle
movement to the balls’ rhythm. This architecture contains
a system of neural oscillators consisting of four weakly
coupled Bonhoffer-van der Pol (BVP) oscillators to generate
the appropriate timing of the paddle’s movement. We call
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this system the bottom-up-fork-connected (BFC) robotic
rhythm oscillator. The BFC robotic rhythm oscillator inputs
touch-sensor information and outputs paddle-drive timing.
This timing results from the self-organization (entrainment)
of the whole system, including the internal and external
environment, and is determined passively according to the
dynamics of the whole system.

The proposed architecture consists of three redundant
mechanisms, which are an active-control mechanism and
two passive-control mechanisms. (Here, we use the words
“passive control” to mean “not actively controlling.”) The
former mechanism is the “discrete feedback mechanism,”
and the latter mechanisms are the “open-loop stable
mechanism” and the “entrainment mechanism.” In this paper,
we especially focus on two passive-control mechanisms.
These mechanisms lead to the emergence of dynamic
temporal pattern in the whole system. The coexistence and
redundancy of these different mechanisms, which basically
have an equivalent effect, guarantee faster recovery after a
disturbance and make the whole system more stable.

This paper is structured as follows: In Section II, we
propose a perceptual-motor system for robotic rhythmic
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movement, and present details of information processing
within each section of a robot system. In Section III, we
explain the two passive mechanisms of timing control,
and show some simulation results to demonstrate the
effectiveness of each mechanism. Later, we confirm the
validity and effectiveness of our approach with both a human
performance experiment (Section I'V) and a robot experiment
(Section V). Finally, in Section VI, we provide conclusions
with some discussion.

II. ARCHITECTURE FOR RHYTHMIC
MOVEMENT GENERATION

The proposed architecture for robotic rhythmic movement
is outlined in Fig. 1. Both the action and perceptions of a
robot couple the robot with the environment, and form the
closed-loop system between the robot and the environment.
This leads to a stable rhythmic motion in the whole system.

I1.1. Brain system as sensory-motor pattern generator

I1.1.1. Higher levels. Our robotic system is designed
based on the hypothesis of a multilevel control system
of movements. In this system, the higher levels determine
the general characteristics of the task, such as start, stop,
continue, and so on. These commands correspond to the
value of a single parameter w explained in the section II.1.3.

I1.1.2. Motion pattern and position control. Our system
considers the pattern and timing of motion separately.

(2-a) Motion Pattern: The motion pattern is fixed. For
example, it is a trapezoid pattern on the time vs. velocity
map in Fig. 2. The paddle’s velocity at the point of ball’s
impact is fixed as V,, = 100 mm/sec. The return velocity of
the paddle, — V[’,, is also fixed at a certain value which ensures
that the period of the paddle’s movement is faster than that
of the balls’ movement, so that the paddle always hits the

ideal impact timing
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balls. The parameters t; and 7" denote two moments of
time relative to the time of the initial paddle movement. The
former is the ideal timing of the ball’s impact with the paddle,
and the latter is the real timing of the nth ball’s impact. The
paddle is driven with the fixed motion pattern according to
the timing calculated by other sections of the Brain System.

(2-b) Position Control: A robot needs to control the
paddle’s position specified in an external coordinate frame
fixed to the ground. We adjust the timing calculated by the
rhythm oscillator so as to achieve an ideal impact timing of 7,
at a specific impact position (Fig. 3). By shifting the timing
of the initial paddle movement, we can discretely control the
nth impact timing of t”.

Let the parameter ¢” be the time of the nth initial paddle
movement, the parameter #; be the time of the nth ball’s
impact. After the nth ball’s impact, the real impact timing 7"
is calculated as the difference between the time 7, and the

time #; . Then, the n 4 1th time regulation Atl’j“ is updated
using the following rule:

At;Jrl = At +sgn(ty — ") Ats (1)

where the ideal impact timing 7; and a time step Ats are fixed
as 7; = 0.35 seconds and Ats =0.01 seconds, respectively.
The function sgn(-) denotes the signum function. This is the
“active” control in an inertial coordinate frame.

I1.1.3. Rhythm oscillator. The rhythm oscillator must
adapt to the environment and conform to the higher-level
commands in the Brain System. To solve this problem, we
utilize the property of a neural oscillator (nonlinear oscillator)
with a tonic input. Our proposed rhythm oscillator can adapt
to the external condition “passively” and can also be ruled
by higher-level commands, for example start, stop, and
continue.

/ /n th real impact timing

paddle’s velocity [mm/sec]

> time [sec]

Fig. 2. Trapezoid pattern of paddle motion on time vs. velocity map. The paddle’s velocity at the point of ball’s impact, V,,, and the return
velocity of the paddle, — VIQ, are fixed. The parameters 7; and t” are, respectively, the ideal impact timing and the nth real impact timing.
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Fig. 3. Structure of timing control. The rhythm oscillator generates and adjusts the timing of the initial paddle movement according to

three inputs: the tonic input w, and the two sensor pulses corresponding to the time of the ball’s contact with the paddle and the wall. (z,

n+1

and ! denote the moments of the time of the n + 1th ball’s contact with the paddle and the wall, respectively.) Moreover, the position
control shifts by At;“ the timing which is calculated by the rhythm oscillator, so as to achieve an ideal impact timing of 7, at the specific

impact position.

(3-a) Rhythm generation: We propose a system of neural
oscillators consisting of four weakly coupled BVP oscillators
named the bottom-up-fork-connected (BFC) robotic rhythm
oscillator (Fig. 4). A BVP (or FitzHugh-Nagumo) oscillator
is a simple neural model with two variables, and it is
known that this model is the qualitative equivalent of the
Hodgkin-Huxley neuron model which expresses the response
of an actual neuron well. The proposed BFC robotic rhythm
oscillator can be divided into three units: a sensor unit (oscl
and osc2); a thythm unit (osc0); and a motor unit (osc3).
Each sensor oscillator (oscl and osc2) receiving sensor
inputs is combined with a rhythm core oscillator (osc0),
and information is transmitted synchronously. Similarly,
the motor oscillator (osc3) outputting the timing of the
paddle movement is mutually combined with a rhythm
core oscillator (oscO). The rhythm core oscillator, which
is the central unit of the BFC robotic rhythm oscillator,
is not directly connected with the system’s inputs and
output. Sensor selection is easily adjusted by tuning coupling
coefficients (§; and §,). Which rhythm pattern emerges in a
robot system closely relates to these coupling coefficients.

The model equation of each oscillator constituting the BFC
robotic rhythm oscillator is given below:

Rhythm core oscillator (osc0):

&0 = yafvo + uo — §uo® + 81wy — uo)
+ 8,(uy — ug) + 83(u3z — ug) + w} )
dvy

= —%(uo + Y200 — Y1)

Sensor oscillator 1 (oscl):

= yafvr +uy — Jur 4 81(uo — uy) + w) .
= —%(m + y2v1 — 1)
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Sensor oscillator 2 (osc2):

Lo = yilvy + uy — Jus® + 8(uo — uz) + w} @
o — —%(uz + y2v2 — 1)

Motor oscillator (osc3):
L5 = ys{vs 4 uz — Jus® + 83(u0 — u3) + w) )
s —%(us + y2v3 — Y1)

where the variable u; (i =0, 1, 2, 3) represents the memb-
rane potential of the neuron, and the parameter v; (i =
0, 1,2, 3) represents the refractoriness. System parameters
are fixed as y; = 0.7, y» = 0.8, and y3 = 3.0, because the
behavior of a BVP oscillator using these parameters is
analyzed well in the reference.® The coupling coefficient
81, 82, and §3 are tuned to generate the desirable pattern.
The parameter w represents the current stimulation to the
membrane model, and is controlled by the higher levels
of the Brain System. If w = 0.0, the BFC robotic rhythm
oscillator does not fire, even if the sensor pulse is added to a
robot. This parameter value w = 0 corresponds to the higher-
level command sfop. When the parameter w is decreased, the
BFC robotic rhythm oscillator is activated according to the
sensor input. Then, the value of the parameter w corresponds
to the higher-level command start or continue. Note that a
negative input represents an excitation stimulus in this BVP
oscillator model. This parameter w is also tuned according to
the desirable output pattern. (We fixed w = —0.05 or —0.2
as a tonic input in the following task.) We assume the duty
cycle of stimulation pulse to be zero. That is, a sensor
pulse instantaneously shifts the membrane potential u; to
u; — 1.0 (i =1,2), when sensor signal inputs to a sensor
oscillator (oscl or osc2). In addition, referring to bifurcation
diagrams of a (not connected) BVP oscillator stimulated
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Fig. 4. General concept of the BFC robotic rhythm oscillator. The BFC robotic rhythm oscillator is a system of neural oscillators consisting
of four weakly coupled BVP oscillators. The BFC robotic rhythm oscillator can be divided into three kinds of oscillators: a sensor oscillator
(oscl and osc2) receiving sensor inputs; a thythm core oscillator (oscO) which is the central unit of the BFC robotic rhythm oscillator; and
a motor oscillator (osc3) outputting the timing of the paddle movement. Three marginal oscillators (oscl, osc2, and osc3) are mutually
combined with the rhythm core oscillator (0sc0) respectively, and information is transmitted synchronously. The parameters §;, §, and 43
denote coupling coefficients between each marginal oscillator and the rhythm core oscillator. The BFC robotic rhythm oscillator can adapt

to sensor inputs and can also be ruled by tonic input.

by periodic pulse trains,® we adopted different time scales

between the rhythm oscillator and the real world, that is,
60:1, so that the time scale of the response of the rhythm
oscillator corresponds to the time scale of a cycle in the task.
All the numerical computations were carried out in double
precision, using a fourth order Runge-Kutta method and the
time step At = 0.01 seconds.

Figures 5 and 6 show the responses of the BFC robotic
rhythm oscillator to a single impulsive input in two cases: the
case (a) in which all oscillators are connected mutually by
reciprocal inhibition (§; = 6, = §3 = 0.1, w = —0.2), and
the case (b) in which the rhythm core oscillator (0sc0), the
sensor oscillator 1 (oscl), and the motor oscillator (osc3)
are connected by reciprocal inhibition but the rhythm core
oscillator (osc0) and the sensor oscillator 2 (osc2) are con-
nected by reciprocal excitation (§; = §3 = 0.1, §, = —0.1,
w = —0.05). (Note that the direction of the vertical axis
of the graphs, which illustrate the membrane potentials of
each oscillator, is opposite to the conventional direction.
We intentionally place negative values above zero, so that
the excitation is upward.) The left graphs in Figs 5 and 6,
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which are indexed as (a-1) and (b-1), respectively, show the
responses of each oscillator in the case that a single impulsive
input is added to the sensor oscillator 1 (osc1), while the right
graphs in Figs 5 and 6, which are indexed as (a-2) and (b-2),
respectively, display the responses of each oscillator in the
case of a single impulsive input to the sensor oscillator 2
(osc2). In both cases (a-1) and (a-2), because each sensor
oscillator (osc1, osc2) is coupled to the rhythm core oscillator
(osc0) symmetrically, the stimulus to each sensor oscillator
influences the rhythm core oscillator similarly. Moreover,
these effects diffuse from the rhythm core oscillator (0sc0)
to the motor oscillator (osc3). Thus, all four oscillators tend
to synchronize through the diffusive couplings. In Fig. 5,
the sensor oscillator without the impulsive input and the
motor oscillator (osc3) mutually synchronize in phase. On
the other hand, in case (b), two response patterns exist
according to which sensor oscillator is stimulated, because
two sensor oscillators are connected to the rhythm core
oscillator asymmetrically. If a single impulse is added to
the sensor oscillator 1 (oscl), the motor oscillator (osc3)
synchronizing with other oscillators fires with a slight time
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Fig. 5. Response of BFC robotic rthythm oscillator to single impulsive input ( §;, 8, 83 = 0.1, w = —0.2 ): all marginal oscillators are

connected to the rhythm core oscillator by reciprocal inhibition. (a-1) a single impulsive input to the sensor oscillator 1; and (a-2) a single

impulsive input to the sensor oscillator 2.

delay (Fig. 6 (b-1)). However, even if the stimulus is added
to the sensor oscillator 2 (osc2), the motor oscillator 3 (osc3)
does not fire (Fig. 6 (b-2)). This stimulus causes the rhythm
core oscillator (osc0) to go out of phase, thus playing the
role of the upbeat. (The upbeat is an unaccented rhythm beat
preceding an accented rhythm beat.)

(3-b) Compensation for phase difference: In forced
synchronization, the phases of an external signal and
an oscillator cannot be locked in general, although their
frequencies can be synchronized by frequency entrainment.
To tune these phases, the position control in Section II.1.2
roughly shifts the timing calculated by the rhythm oscillator.
As shown in Fig. 3, the time shift for phase compensation
is realized in both the discrete feedback control and the
rhythmic control, and the time of the initial paddle movement
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is described by the following equation:

it =1 + Ath*! + [contribution of BFC robotic rhythm

oscillator’s output] (6)

The rhythm oscillator changes the time interval dynamically,
while the discrete feedback adjusts the timing step by step.
The task is performed successfully by the synergy of these
effects.

11.2. Mechanical system

I1.2.1. Sensor. The touch sensors are attached to the robot’s
paddle and the wall. These sensors have different roles: the
touch sensor on the robot’s paddle is the timing receptor as
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2 (osc2) is connected to the rhythm core oscillator (osc0) by reciprocal excitation. (b-1), a single impulsive input to the sensor oscillator 1;

and (b-2) a single impulsive input to the sensor oscillator 2.

a substitute for the player’s tactile sensor, while the touch
sensor on the wall is the timing receptor as a substitute for
the player’s visual sensor (Fig. 1). Only the time stamp of a
ball contacting the paddle and the wall is input into the robot.

I1.2.2. Mechanism. One straightforward viewpoint about
structure of motor program is the “impulse-timing
hypothesis™.?! The motor program provides pulses of motor
neuron activity to the relevant musculature. These pulses
produce patterns of contractions in the muscles. The major
role of motor program is to “tell” the muscles when to turn
on, how much force to use, and when to turn off. In our robot
system, the Brain System, which calculates the appropriate
timing of movement, tells the motor of the paddle when to
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move and the paddle is driven with the predetermined motion
pattern.

III. PASSIVE MECHANISMS OF TIMING
CONTROL

The architecture proposed in Section II consists of an active-
control mechanism and two passive-control mechanisms
(Fig. 7). The “discrete feedback mechanism” works as an
active control in our architecture. A robot adjusts the internal
timing of the paddle movement with the intention of keeping
an ideal impact point, based on the discrete timing inform-
ation about a ball contacting the paddle. This mechanism
is correspond to the system proposed in Section II.1.2
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related to the operation parameter £,/(x,)* on the horizontal axis. This illustration also shows the range of open-loop stability. (Please
refer to Section III.1 for details.) The discrete feedback mechanism works as an active control, while the entrainment mechanism and
the open-loop stable mechanism work as passive controls. The synergy of these three mechanisms leads to the stable performance of the

successful wall-bouncing task.

(2-b). It requires absolute information such as the parameter
74, and is capable of adjusting the timing of the robot’s
motion to the timing of the environment (ball). (Refer to the
reference [18] for more information about the active control
in our architecture.) On the other hand, both the “open-loop
stable mechanism” and the “entrainment mechanism” work
as passive controls. The “open-loop stable mechanism” is
closely related to the paddle’s motion pattern mentioned
in Section II.1.2 (2-a), and it is capable of adjusting the
environment, that is the ball’s motion, so as to keep the
robot’s motion stable. The “entrainment mechanism” is
realized by the rhythm oscillator proposed in Section II.1.3,
and it is capable of adapting the robot’s motion to the
environment. This mechanism requires relative information,
and a robot generates and adjusts the timing of the paddle
movement so as to keep the timing of the ball’s contact
with the paddle same as the one at the last impact.
These three mechanisms are redundant and they basically
produce an equivalent effect. The synergy of these different
mechanisms leads to the stable performance of the successful
task. In this paper, we especially focus on two passive-
control mechanisms, the “open-loop stable mechanism”
and the “entrainment mechanism.” These passive-control
mechanisms guarantee the dynamic stability of the whole
system in the wall-bouncing-juggling task. We propose
a passive-control strategy exploiting these mechanisms.
However, an active control, such as a feedback control,
also contributes to the stability of the system. We consider
that the passive-control strategy using the dynamic stability
of the system is more powerful and significant than an
elaborate feedback control strategy and we believe that
humans must exploit the passive-control strategy from the
result of the human performance experiment in the following
Section IV.
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I11.1. Open-loop stable mechanism

The wall-bouncing task is the repeated action of hitting a
ball against a wall. The ball rolls or slides on a horizontal
plane and rebounds off a wall (Fig. 8). Although this task
seems to be simple, modeling its physical phenomenon is
not easy. We discuss the open-loop stability of the system
using a model obtained on the following assumptions: (1)
the ball is a particle mass, (2) no friction acts between the
ball and the plane, and (3) the paddle is periodically driven
with a fixed motion pattern at a constant frequency. In this
section, we deal with only the open-loop stable mechanism,
and use neither the entrainment mechanism nor the discrete
feedback mechanism to control the ball. Table I shows the
relationship between three timing-control mechanisms used
in the following simulation experiments.

III.1.1. Local linear stability. Let the variable 7, be the
interval between the nth impact and n + 1th impact, the
variables x;, X, xz, x]’; be, respectively, the horizontal
positions and velocities of the ball and the paddle
immediately before the nth impact, e, e, be, respectively,
coefficients of restitution of the paddle and the wall. Then,

the motion of the ball is expressed as a discrete system:

+1 1
x = x0t @)
41 . .

Xy = ewepiy —ew(l+e,)x) ®)

If we describe an equilibrium point of this discrete system as
(xp, Xp) = (Xp, Vp), the distance between the paddle and the
wall, L, is written as

L=Ly,—Xp ©))
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Fig. 8. Model of the wall-bouncing task with perturbation. The wall-bouncing task is the repeated action of hitting a ball against a wall.
The paddle is driven with a fixed motion pattern at the constant frequency. After the paddle hits the ball, the ball rolls on a horizontal plane
and rebounds off the wall. The position and velocity of the ball at the nth impact affects the states of the ball at the following impacts.

where L, is the position of the wall. Then, the interval of  equations about the equilibrium point.
consecutive impacts #; is given by

AxTh = P . Ax] (11
t L + L (10) Ax]!
d = X
(L+e)V, —e,Vy  enl(l+e,)V, —e,Vs} Ax! = b
A}
where V), is the constant paddle velocity at impact.
Considering the finite increment A = (At,, Axy, Axy, Ax;, L % i L i i
Ax7) from an equilibrium point, we can obtain the following P = Siep: wr Lo Xpo Xp) - folep. e L Xy, p)
equation of the ball’s motion by linearizing the above filep, ey, Xp, X)) Salep, ey)

Table I. Relationship between simulation experiments and the three timing-control mechanisms.

Passive control Active control
Simulation experiment Open-loop stable mechanism Entrainment mechanism Discrete feedback mechanism
ex.1(a) (Section III.1, Fig. 9(a)) nonuse nonuse nonuse
ex.1(b) (Section III.1, Fig. 9(b)) use nonuse nonuse
ex.2(a) (Section III.2, Fig. 10(a)) nonuse use nonuse
ex.2(b) (Section II1.2, Fig. 10(b)) use use nonuse
ex.3 (Section III.2, Fig. 11) use use use
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Fig. 9. Influences of the paddle’s movement on open-loop stability (ex.1). In this simulation, the range of open-loop stability is —0.0013 <
X,/ p)z < 0.0056. (a) If the operation parameter %, /(% )? is out of range, X, /(x p)2 = —0.005, the ball’s trajectories diverge with time;
(b) if the operation parameter is within the range, X, /(& p)z = 0.005, the ball’s trajectories converge with time.

where f1, f», f> and f; are certain nonlinear functions. Then,
at least under the condition e,,, ¢, > 0.543, the condition for
local linear stability is written in the following form:

1 . .
LR TR (CILD) (12)
L (x,)? L
where g(ep, e,,) is
2e,(1 +e,)
g(ep’ ey) = L (13)

(I +ew)1 —epey)

Note that the nonlinear functions g(e,,e,) are always
positive. Equation (12) means that an operation parameter
¥,/(X,)* has to be within a certain range defined as
an inequality of environmental parameters. This range
corresponds to the domain of the open-loop stability in
Fig. 7. Figure 9 shows that the stability of ball’s motion
is influenced by the paddle’s movement at the point of ball’s
impact. Some balls start at the same position but with slightly
different initial velocity condition, and the robot hits each
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ball with a fixed motion pattern. In this simulation, we fixed
the parameters as L = 800 mm, e,, = ¢, = 0.8, respectively.
Substituting these values into Equation (12), we can obtain
the following condition for open-loop stability:

—0.0013 < (fc” <0.0056 (14)

xp)?

If the operation parameter is out of range, X,/(i,)* =
—0.005, the ball’s trajectories diverge with time (Fig. 9(a)).
In this case, the other control is necessary to achieve stability
in the system. Otherwise, the robot fails to hit a ball after
several ball’s impacts. On the other hand, if this operation
parameter X,/(k,)? is within the range of Equation (14),
¥,/(x,)* =0.005, the motion of a ball is stable owing to
the open-loop stability, and the ball’s trajectories converge
with time (Fig. 9(b)). In the case that we cannot know
environmental parameters, if the paddle is driven at the
impact with %, =0, that is with a constant velocity, the
motion of the ball is stabilized passively because X, =0
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always satisfies Equation (12). This is a most interesting
result of the local stability analysis. In Section IV, we confirm
by the human movement experiment that humans may exploit
this condition for the stable control of a ball. This result
corresponds to the hypothesis shown by Sternad et al. in the
one-handed ball bouncing task.?’

III.1.2. Global stability. In the special case that the
following two conditions are satisfied: (1) the paddle is driven
with a fixed velocity V), at the impact, and (2) the impact
position is fixed, we can also prove the global stability of
the system. Because the former condition always satisfies
Equation (12), the local stability is naturally guaranteed.
Considering Equation (8) as the one-dimensional map
h(x,, V), it is possible to define the subsequent sequence

{x3}:

Xy = h(XZ_l’ Vp) = hz(xZ‘{ Vp) == h”_l("‘;’ VP)
(15)

Then, the velocity of a ball at the nth impact x; is expressed
as the following equation:

ew(l +ep)V,
1—eye,

4 = (ewep i} - (1 teae,r™) 16)

where i} is the initial velocity of a ball. Coefficients of

restitution of the paddle and the wall ¢, e,, always satisfy
lep] < 1and|e,| < 1. Therefore, for any initial velocities xg,
the subsequent sequence {x; } converges at a certain value Vj,:

ey(1+¢,)V,
1 —eye,

Vp = lim i = — (17)

n—oo

Similarly, we can prove the global stability of the system
under more general conditions considering the effects of
gravity, friction and ball rotation. Then, the subsequent
sequence {X; } is expressed as the following equations:

%<0 (18)

it = —/(aip +b)’ +c (19)
(-1<a<0,b>0,c>0

where a, b, ¢ are nonlinear functions of e,, e,, V), and so
on. (Refer to Appendix for details.) The subsequent sequence
{x,} is interpreted as the points on the Poincaré section
Y ={{x,} e R'ln e N,x, = x,}, and Equation (19) is the
Poincaré map. The convergence of the ball’s motion can be
derived by replacing the problem of the continuous ball’s
motion with the problem of the discrete mapping on the
Poincaré section X. We can prove mathematically that the
subsequent sequence {X;} converges from all initial states,
as shown in the Appendix. Therefore, the convergence of the
ball’s continuous motion is guaranteed. These results show
that if the position and the velocity of the paddle can be fixed
at the point of impact, the motion of the ball is stabilized for
all initial conditions and all slope angles. Once the motion of
the ball is stabilized around the equilibrium point, the position
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and the velocity of the ball are kept stable by local stability.
Therefore, the robot should choose the following strategy
for open-loop stability: “Hit the ball with a fixed velocity
at a fixed position.” To apply this strategy, we propose
the architecture using the BFC robotic rhythm oscillator.
In the next section III.2, we demonstrate some simulation
experiments using the BFC robotic rhythm oscillator, and
describe the effect of the entrainment mechanism.

I11.2. Entrainment mechanism

To confirm the effectilveness of the entrainment mechanism
in our robot system, we simulated the wall-bouncing task
with two balls. The wall-bouncing robot repeats the process
of hitting two balls rebounding off the wall with a fixed
motion pattern. The two horizontal guide rails are arranged
parallel to each other, and each ball is always rolling on
a separate guide. For the sake of simplicity, we assume
that each ball is a particle mass and no friction acts
between the ball and the plane. The initial velocities of balls
are 500 mm/sec and 600 mm/sec. The system is perturbed
through random changes in the coefficients of restitution
between the ball and the paddle or the wall. The pseudo-
random number generator generates the coefficients varying
at random between 0.80 to 0.82. The distance between the
robot and the wall is 800 mm. The touch sensors are attached
to the robot’s paddle and the wall, and only the time of the
ball’s contact with the paddle or the wall is detectable, while
the robot cannot distinguish one ball from the other. In this
simulation, we fixed the coupling coefficient parameters of
the BFC robotic rhythm oscillator as §; = 8, = 83 = 0.1.
The tonic input parameter was also fixed as w = —0.2.

Figure 10 shows the simulation results in two cases: the
case (a) in which only the entrainment mechanism is used
and other mechanisms are not used, and the case (b) in which
both the open-loop stable mechanism and the entrainment
mechanism are used and the discrete feedback mechanism
is not used. (Refer to ex.2 (a) and (b) in Table 1.) In case
(a), if the entrainment mechanism does not work, the balls’
trajectories should diverge with time because the operation
parameter X, /()'cp)2 is out of the range of Equation (12).
However, owing to the entrainment mechanism of the BFC
robotic thythm oscillator, the robot adjusts the timing of the
initial paddle movement and struggles to keep hitting two
balls, although each ball’s impact point is still scattered. In
case (b), both the entrainment mechanism and the open-loop
stable mechanism work for the balls’ timing control and the
synergy of these mechanisms realizes the stable hitting of two
balls. Then, the interval of time between balls’ impacts are
kept almost equal because the BFC robotic rhythm oscillator
locks two timings of the ball’s contact with the paddle and
the wall in phase and because the open-loop mechanism
stabilizes the balls’ trajectories.

Moreover, to show the environmental adaptability of our
architecture, we changed the distance between the robot and
the wall, L, from 800mm to 1100 mm. A change in the
distance between the robot and the wall leads to a change in
the timing of hitting. In this simulation, we used all three
mechanisms, which are the open-loop stable mechanism,
the entrainment mechanism and the discrete feedback
mechanism. (Refer to ex.3 in Table 1.) The paddle is driven
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Fig. 10. Effect of entrainment in the wall-bouncing task (ex.2). In (a), only the entrainment mechanism is used. The robot adjusts the
timing of the initial paddle movement and struggles to keep hitting two balls, although each ball’s impact point is scattered. In (b), both the
open-loop stable mechanism and the entrainment mechanism are used. The interval of time between balls’ impacts are kept almost equal
because the BFC robotic rhythm oscillator locks two timings of the ball’s contact with the paddle and the wall in phase and because the

open-loop mechanism stabilizes the balls’ trajectories.

with a constant velocity at the point of contact with the
balls so that the open-loop stable mechanism always works
independently of the distance parameter L . The other
conditions of the simulation are the same as the ones in the
wall-bouncing task with two balls (ex.2). Figure 11 shows
two kinds of trajectories, the paddle’s trajectory and the
two balls’ trajectories. The lower graphs (c-1) and (c-2) in
Fig. 11 is the enlargement of the regions (1) and (2)
in the top graph (a) in Fig. 11. A robot changes the
time interval of hitting according to a change in the
environment, owing to the following effects: (1) the self-
organized timing selection by frequency entrainment of the
BFC robotic rhythm oscillator and (2) the appropriate timing
shift by the discrete feedback mechanism. The BFC robotic
rhythm oscillator settles down in a certain fixed behavioral
attractor. A robot keeps hitting two balls at an almost
equal interval of time, owing to the phase-lock effect of
the BFC robotic rhythm oscillator. Moreover, the open-loop
stable mechanism contributes to achieving the stable ball’s
impact by adjusting the balls’ motion. To realize the same
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effect using only feedback control, an elaborate complex
strategy was required. We also changed the tonic input w
from w = —0.2 to 0.0 at 900.0 seconds as a higher-level
command of the Brain System, stop. The robot stops the
paddle, obeying this command. (Note again that in graph
(b) in Fig. 11, the direction of the vertical axis is opposite
to the custom direction so that the excitation stimulus is
upward.)

Our approach is interpreted as “bidirectional coupling
to the environment”,'®~!® because this approach involves
the effects of both directions between the ball and the
paddle, and is also interpreted as “weak coupling to the en-
vironment”,'®~1® because this approach requires only the
discrete information about the ball’s impact. Moreover,
our approach is categorized as belonging to the class of
feedforward control (and the discrete feedback control)
in contrast with the traditional feedback-based approach,?
which requires continuously monitoring the environment (i.e.
strong coupling). Our robot, which relies on minimal sensing
and small processors, is relatively simple compared with
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Fig. 11. Effect of three timing-control mechanisms in the moving-wall-bouncing task (ex.3): (a) the whole chart of the trajectories of the
paddle and two balls. This graph shows how the wall moves; (b) the change of the tonic input w which is a higher-level command of
the Brain System. At 900 seconds, the tonic input is switched from —0.2 to 0.0. w = 0 means the higher-level command stop; (c-1) the
enlargement of the region (1) in (a); and (c-2) the enlargement of the region (2) in (a). (c-1) and (c-2) show the details of the trajectories of

the paddle and two balls.

traditional robots, but is able to adapt to the environment
by exploiting the above-mentioned mechanisms based on
interaction with the environment.

IV. HUMAN PERFORMANCE MEASUREMENT
A subject was instructed to always look at the neighbourhood
of the wall and to hit a ball repeatedly against a wall (Fig. 12).

https://doi.org/10.1017/50263574705002110 Published online by Cambridge University Press

The ball rolls or slides on a horizontal guide and rebounds
off the wall. The distance between the ball’s impact point
and the wall is about 215 mm. Three colored markers were
attached to the subject’s shoulder, elbow and the paddle.
These markers were recorded in the sagittal plane with a
digital video camera, and the position, velocity and accel-
eration of each marker were calculated from the recorded
data.
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Fig. 12. The experimental setup in the human performance
measurement. A subject hits a ball repeatedly against a wall, looking
at the neighbourhood of the wall. The ball rolls on a horizontal guide
and rebounds off the wall. Three colored markers which are attached
to the subject’s shoulder, elbow and the paddle are recorded in the
sagittal plane with a digital video camera.

Figure 13(a) shows the three dimensional plot of the
paddle’s movemnet in the phase space whose axes are
position, velocity and acceleration, and Figs 13(b)~(d)
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show the phase plane plots of the paddle’s movement
in (b) velocity vs. position, (c) acceleration vs. velocity
and (d) acceleration vs. position. The open circles denote
the ball’s impacts. We can confirm that the trajectory of
the paddle settles down to a certain fixed limit cycle and
that the ball’s impacts gather in a specific region. Figure 14
clarifies the characteristics of this specific region. The right
graph (b) in Fig. 14 is the enlargement of the region around
the ball’s impacts in the left graph (a). The horizontal line
is time and the vertical line is the operation parameter
Xp/(x ,,)2, which is closely related to the open-loop stability
of the system. Each impact point is arranged on the time
0 as a standard. The motion of the paddle gathers quickly
at about 0.05 seconds before the ball’s impact. The shaded
area is the open-loop stable region given by Equation (12).
We substituted the values, L =215 mm and e, = ¢,, = 0.8,
into Equation (12) and obtained the condition for open-loop
stability. In this experiment, the range of open-loop stability
is —0.0047 < )'c'p/()bp)2 < 0.021. All impacts exist within
this range in which the motion of the ball is stabilized
passively. This means that humans may exploit the open-loop
stability for stable control of a ball in the wall-bouncing
task. This result corresponds to the hypothesis shown by
Sternad et al. in the one-handed ball bouncing task.?’ The
fact that the ball impacts gather around X, /(x p)2 = 0 means
that the “open-loop stable mechanism” may realize the
wall-bouncing task without the environmental parameters.
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Fig. 13. The paddle’s trajectories and ball impacts in the wall-bouncing task (human performance measurement): (a) three dimensional
phase-space plot in acceleration vs. velocity vs. position; (b) phase-plane plot in velocity vs. position; (c) phase-plane plot in acceleration

vs. velocity; and (d) phase-plane plot in acceleration vs. position.
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Fig. 14. Ball impacts gathering into the open-loop stable region (human performance measurement): (a) the paddle’s trajectories and the
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operation parameter X, /(x,)*. Each impact point is arranged on the time 0 as the standard. The shaded area is the open-loop stable region
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Fig. 15. Wall-bouncing-juggling robot. The linear actuator drives the paddle back and forth and the paddle hits two balls at the appropriate
timing. Two balls respectively roll on the two, horizontal and parallel guide rails. The touch sensors are attached to the paddle and the wall,
and only the timing of the ball’s contact with the paddle and the wall is detectable.

V. ROBOT EXPERIMENT

We made a robot perform the wall-bouncing-juggling task,
in which a robot repeats the action of hitting two balls
rebounding off the wall (Fig. 15). The linear actuator drives
the paddle back and forth and the paddle hits two balls at
the appropriate timing. The two horizontal guide rails are
arranged in parallel along the single axis in which the paddle
can move, and each ball rolls on the separate guide rail.
The distance between the robot and the wall is about 250
mm. The touch sensors are attached to the robot’s paddle
and the wall, and only the timing of the ball’s contact with
the paddle and the wall is detectable while the robot can
not distinguish one ball from the other. As mentioned in
Section I1I.1, the act of hitting a ball with a fixed velocity at a
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fixed position stabilizes the ball’s motion passively. To satisfy
the condition for open-loop stability, the robot’s paddle
is driven with a fixed velocity, V, = 300 mm/sec, at the
point of impact. Moreover, we fixed the coupling coefficient
parameters of the BFC robotic rhythm oscillator as §; = §3 =
0.1, 8, = —0.1. The tonic input parameter w was fixed as
w = —0.05.

To show the environmental adaptability, we gradually
changed the angle of the slope. Figure 16 displays a sequence
of the video in this task. Although the change of the slope
angle leads to the change of the interval between ball’s
impacts, the robot can continue to hit two balls keeping
the relationship between balls. Figure 17 shows three kinds
of data: (1) the membrane potentials of each oscillator
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Fig. 16. The sequence of the video in the wall-bouncing-juggling task with a moving slope. (robot experiment): Even if angle of slope
change, the robot can continue to hit two balls keeping the relationship between balls.

constituting the BFC robotic rhythm oscillator of the robot,
(2) the input signals of touch sensors on the paddle and
the wall, and (3) the two balls’ trajectories. The rhythm
core oscillator (osc0), the sensor ocillator 1 (oscl), and
the motor oscillator (osc3) mutually synchronize in phase,
while the sensor oscillator 2 (osc2) reciprocally synchronizes
the other oscillators out of phase. Two balls’ motion also
synchronize out of phase. These motions, which are the
self-organized temporal pattern of the whole system, emerge
from the interaction between the robot and the environment.
The important point is replacing the continuous problem
to generate the motion for hitting balls with the discrete
problem about the timing of the ball impact. The discrete
rhythm information of motion is transmitted to the robot
itself through the environment (a ball), permitting the robot
to self-organize its motion through discrete coupling (weak
coupling). As a result, the robot can recover and perform the
stable wall-bouncing-juggling task even if the angle of the
slope changes.
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VI. CONCLUSION

We proposed a hierarchical architecture suited to a juggling-
like task involving sensory-motor coordination. Using the
proposed BFC robotic rhythm oscillator, we realized a robot
which can juggle two balls rebounding off the wall and
confirmed that the robot autonomously generates stable
rhythmic movement without any global synchronization
or control, due to the local interaction of the oscillators
and their entrainment properties. The BFC robotic rhythm
oscillator can be interpreted as a system inspired by two
mechanisms — the reflex generated by perception, and
CPGs. We know that the CPG can modify the reflex
pattern by using sensor inputs as well as higher-level
brain commands.?*?* The reflex here can be regarded as
a solution of inverse kinematics, because the motion pattern
is fixed in our system. The BFC robotic rhythm oscillator
autonomously acquires this solution due to the oscillator’s
entrainment property. This paper especially focused on
the following features of the proposed architecture for
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Fig. 17. BFC robotic rhythm oscillator self-organizes through the environment. (robot experiment): The upper graphs show two kinds of
data: the membrane potentials of each oscillator constituting the BFC robotic rthythm oscillator; and the input signals of touch sensors on
the paddle and the wall. The lower graphs show the two balls’ trajectories.

rhythmic movement generation: (1) The motion emerging
from the local interaction of the oscillators and entrainment
(weak coupling) leads to stable performance of the whole
system; and (2) Two passive-control mechanisms, which
are the “entrainment mechanism” and the “open-loop stable
mechanism,” guarantee the dynamic stability of the whole
system including the robot and the environment. As a result,
the stable rhythmic motion emerges as the dynamic temporal
pattern in the whole system. The rhythm of motion between
the robot and the environment self-organizes through discrete
information about the environment, and the self-organized
timing selection leads to the successful task.

Our results also suggest the importance of Kkinetic
information (timing information) about the impact in
rhythmic movement. Amazeen et al. studied the timing
selection of rhythmic catching in human behavior.!® They
revealed a constant time interval between the zenith of the
ball’s trajectory and the initiation of the catch from an
analysis of the hand’s trajectory. They subsequently hypo-
thesized that humans may use time-to-contact information
about the ball’s zenith to time the catch appropriately.
Sternad et al. also studied the one-handed bouncing ball
task, in situations which excluded various kinds of perceptual
information.?’ They concluded that kinetic information about
the impact is more necessary than visual information,
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although the latter gives information about the continuous
kinetic trajectory of the ball. Moreover, it is known that
expert jugglers depend more on the sensation achieved by
contact between the hand and balls, whereas novice jugglers
rely predominantly on their eyes.”> This shows that tactile
information about the ball contact can substitute for visual
information. Our results are consistent with this knowledge
of human behavior, because only two timings at the moment
of the ball’s contact with either the paddle or the wall are
used as perceptual information. Timing information about
the impact provides the most important information needed
to achieve dynamic stability.?6—28

In future work, we will consider the following two themes:
Atfirst, we should add a more functional mechanism at higher
levels in our Brain System. We demonstrated an example
of global order between the robot and the environment.
However, a generated temporal pattern is not always a pattern
suited to the task. A stable pattern does not necessarily mean
that the task is accomplished successfully. In this paper, we
noted that our architecture makes the whole system stable if
the proposed BFC robotic rhythm oscillator is well-tuned for
the task. In general, a robot needs the capability to judge
whether it is performing the task successfully or not. A
function at higher levels may help to generate an optimal
motion pattern which is always able to accomplish the task.
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Secondly, we should realize a sequence of motion patterns
such as a real juggling trick. We discussed the stability of a
single motion pattern. At the next step, we will relate some
motion patterns to each other and realize a smooth transition
from one behavior attractor to another. It may be useful to
exploit a bifurcation of nonlinear system dynamics with a
change in a control parameter. We will show that various
motion patterns emerge as stable limit cycles generated by the
global entrainment between the limbs, the neural system, and
the environment. And we will claim that the “bidirectional
weak coupling” approach is useful for the timing selection
essential to dynamic dexterity.
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APPENDIX

A. Ball’s motion under gravity and friction

We explain the wall-bouncing task with a slope angle of «.
A ball rolls along a slope and rebounds off a wall. In this
section, we consider the effects of gravity, friction and ball
rotation. Below, we divide the ball’s cyclic motion into four
phases and explain its motion in each phase (Fig. 18).

1) The motion of a ball at the point of contact with the
paddle: Let the variables 1}, , and x, , be the velocities
of a ball immediately before and after the nth ball’s contact
with the paddle, the variable V), be the constant velocity
of the paddle at the point of the ball’s contact, and e, be
the coefficient of restitution of the paddle. Then, using the
restitution equation, the ball’s velocity immediately after the
nth impact is described by

X p = —€pip1 , T (L+ep)V,

=s1(%5,,) (20)
where s; denotes a function of xy, .

2) The motion of a ball rolling up along a slope: After
the nth ball’s contact with the paddle, a ball rolls up along a
slope with the following initial state:

xpu(0) =0 2D

5 (0) = 1., (22)
where xp,(0) and X,,(0) denote the initial position and
velocity of the ball. Let the variables ¢, g, u/, @ and L be
time, the acceleration of gravity, the coefficient of kinetic
friction, the angle of a slope and the distance between the
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wall

Fig. 18. Four phases of ball’s cyclic motion in the wall-bouncing task with a slope: (1) the motion of a ball at the point of contact with the
paddle; (2) the motion of a ball rolling up along a slope; (3) the motion of a ball at the point of contact with the wall; and (4) the motion of

a ball rolling down along a slope.

wall and the paddle’s ideal impact point, m and r be the mass
and radius of the ball, and X, (¢) and 8, (¢) be the acceleration
and angular acceleration of the ball at the time ¢ respectively.
The ball’s moment of inertia, 7, is given by I = %mr2. Then,
the motion of the ball is expressed as the following equations:

mip,(t) = —mg sinae — uw'mg cosa (23)

16, (t) = —ru/mg cosa (24)

From Equations (21), (22), (23) and (24), we can obtain the
velocity of a ball immediately before the nth ball’s contact
with the wall, x; , as below:

1w = XouOlyin=1 = Sz(fcgz,,,) (25)

where Xp,(¢)ly,,=r 1S the ball’s velocity at the moment of
the ball’s position x;,(t) = L, and s; is a nonlinear function
of Xp, -

3) The motion of a ball at the point of contact with
the wall: Let the variable %, , be the velocities of the
ball immediately after the nth ball’s contact with the wall.
Then, using the restitution equation, X, , is described as the
following equation:
xlr;Z,w = -

=53 (XZI,w) (26)

- N
CwXpl,w

where s3 is a function of Xy, .

4) The motion of a ball rolling down along a slope: After
the nth ball’s contact with the wall, it rolls down along a
slope with the following initial state:

Xpa(0) = L 27
ipa(0) = X5 ,, (28)

where x,,(0) and x,4(0) are the initia.l.position and velocity of
the ball. Let the variables X,,(¢) and 6,,(¢) be the acceleration
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and angular acceleration of the ball at the time of ¢. Then, its
motion is expressed in the following equations:

mip(t) = —mg sina + pu'mg cosa (29)

10,4(t) = rp/mg cos o (30)

From Equations (27), (28), (29) and (30), we can obtain the
ball’s velocity immediately before the n + 1th ball’s contact
with the paddle, x};" .

. n+1 . .
fof,, = %pa (D xpar=0 = 54(%}}5.,,) 31

where x54(t)|y,,)=0 1s the ball’s velocity at the moment of
the ball’s position x4(t) = 0, and s4 is a nonlinear function
of k75 -

From the above-mentioned ball’s motion in each phase,
the ball’s whole motion in a cycle is given below:

.n+1 .
)CZ?:F =54 083 08208 (le,p) (32)

where s4 0830505 denotes the composition function
54(s3(52(51()))).

Let us replace X, , with Xx;. Then, the subsequent
sequence {X; } is rewritten as the following equations:

X <0 (33)

gt = —\J(aip +b) + ¢ (34)
(-1<a<0,b>0,c>0)

where a, b, ¢ are nonlinear functions of e, e, V,, @ and so
on. These parameters of Equation (34) are separated into the
following three cases according to the coefficient of static
friction u, the coefficient of kinetic friction x’ and a slope
angle .
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0<tanua < %,u’:
a = —vkikseye,
b= Vkikye,(1+e,)V,

10
c = 7gL sina{l — (mew)z}

' 5 10 2gsino + 12u'gcos o
==

u'gcosa

77 (2g sina + 7’ g cos a)?
0 <k <1)
5 10 —-2gsina + 12u'gcosa
ky = - — — - M g cosua
7 7 (Qgsina —7u'g cosa)?

0 <k < 1)

[NSTEN]

§ <tanoa < %u:
a= —mewep
b= mew(l + eP)VP
10
c = 7gL sina{l — (mew)z}

5 10 2gsina + 12u’gcosa
ki=-—— - ugcosa
7 7 QQgsina + 7u/g cosa)?
O<k <1
5
k2=§ (0<k2<1)

[NSIEN]

u<tano < 1:

a=—eye,

b=e,(1+e,)V,

!/

K 2
tan o (1+ ew)}

c=2gLsina {(1 —ei)) -

B. Global stability of equations (18) and (19)

(35)
(36)

(37)

(38)

(39)

(40)
(41)

(42)

(43)

(44)

(45)
(40)

(47)

We can prove the global stability of the system under
conditions considering the effects of gravity, friction and
ball rotation. It is only necessary to prove the following

proposition:

Proposition. Let the variables N and R be the sets of
natural numbers and real numbers, the subsequent sequence

{x,| n € N, X; € R} be defined as follows:
1
X, <0

it = —(axp +b) + ¢

(—-1<a<0,b>0,c>0)

Then, {x,} always converges at a certain value.

(48)

(49)

Proof. Since X, = {x,|n € N, x, € R}, we can obtain the

following inequality from Equation (49).

X, <0 forVn e N
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(50)
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On the other hand, the difference between (i ™')? and (4}')?
can be expressed as

2
nb1)2 2 . ab
@) = 1) == —a (-2
1—a
b*+c—a’*c
a2 2 oD
Let us define the variable M as M = ¢b=vb +c=a%c W, which is

a solution of the equation (x;, thr (x, )2 = 0, and divide the
domain (—oo, 0) into two subsets, I; and I, by the variable
M.

I; = (—o0, M] (52)
L =[M,0) (53)
Then,
{ilhnen C I = % < 23! (54)
{iheny C I = %, > i) (55)

where, note {i}},ey < 0. Since x; < M(< 0) is always
satisfied for Vx; € I, the following condition is obtained:

it = —J(axp +b) + ¢
< @M b7 +c=Mel)

Similarly, since M < X (< 0) is satisfied for Vx; € I, the
following condition is given:

(56)

gt = —J(agp +b) + ¢

A%

—J(@M+b)Y’ +c=MeEh) (57
Equation (54) means that the subsequent sequence {x} | VX} €
1,} is amonotonically increasing sequence and Equation (56)
means this sequence is bounded from above. Applying the
following Lemma 1:

Lemma 1. Let the variable {X,},cn be a real number
sequence. If the subsequent sequence {X,},en is bounded
fromabove by a certain real number U and is a monotonically
increasing sequence, {X,},en coOnverges at its supremum:

X < Xk+1 <U= lim Xy, = SUP{Xn| ne N}
n— 00

for {X,}hoen € R, Vk e N, U € R (58)

where sup{-} denotes the supremum of a set {-},
we can obtain

lim {xZ|n eN}:M(:sup{fcﬂn eN}) for {5} ch

n—oo

(39)
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Similarly, Equation (55) shows that the subsequent sequence
{x,| Vx;, € I} is a monotonically decreasing sequence and
Equation (57) means this sequence is bounded from below.
Applying the following Lemma 2:

Lemma 2. Let the variable {X,},en be a real number
sequence. If the subsequent sequence {X,},en is bounded
from below by a certain real number L and is a monotonically
decreasing sequence, { X, },en converges at its infimum:

Xi > Xip1 > L = lim X, = inf{X,| n € N}
n— 00

for{X,}uen € R, Yk e N, AL € R (60)

where inf{-} denotes the infimum of a set {-},
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we can obtain

lim {x}|n € N} =M (=inf {%}|n € N}) for{i}} C I,

n—0oo
(61)
Then, let us define I as

I = U I, = (=00, 0) (62)
n=1,2

Thus, Equations (59), (61) yield the following equation:

lim {x}/|neN}=M for{s}}cC1 (63)

Therefore, the subsequent sequence {X}} converges at M =

ab—+/b%+c—a’c
T- Q-E.D.
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