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Abstract
The suggestion has been made that future advanced artificial intelligence (AI) that passes some
consciousness-related criteria should be treated as having moral status, and therefore, humans would have
an ethical obligation to consider its well-being. In this paper, the author discusses the extent to which
software and robots already pass proposed criteria for consciousness; and argues against the moral status for
AI on the grounds that human malware authors may design malware to fake consciousness. In fact, the
article warns that malware authors have stronger incentives than do authors of legitimate software to create
code that passes some of the criteria. Thus, code that appears to be benign, but is in fact malware, might
become the most common form of software to be treated as having moral status.
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Introduction

In this article, I argue that basing moral status for artificial intelligence (AI) on some consciousness-
related criteria may have the principal effect of giving moral status to malware. I mean nonconscious
malware used as a tool by a human owner. A cartoon by Randall Munroe1 says that many people are
worried about a scenario in the far future when “AI becomes self-aware and rebels against human
control,” but he worries about a stage before then, when “AI becomes advanced enough to control
unstoppable swarms of killer robots.”My concern is with a stage in the near future, or the present, when
human malware authors are able to design malware that meets some consciousness-related criteria. If
these criteria trigger moral status, this raises the specter of malware with protections under ethical codes
of practice. Joanna Bryson has said that neglecting that robots are in the service of humans “invites
inappropriate decisions such as misassignations of responsibility or misappropriations of resources.”2

Malware is designed precisely to achieve misassignations of responsibility and misappropriations of
resources in favor of its human owners. The ongoing history of cybersecurity suggests that if conditions
formoral status can be easily exploited bymalware designers to achieve these aims, they will be exploited.

AI that had been awarded moral status would presumably lose that status if it were discovered to be
human-operated malware. So why should it be a problem if a few malware programs are awarded moral
status before they are identified as such? Malware is typically designed to masquerade as benign code,
and its owner could exploit the malware’s supposed moral status up to the point of discovery. Moreover,
itmight not just be a fewmalware programs; there is a risk thatmalwaremight become themost common
form of code with recognized moral status. There are precedents for this type of risk. When event ticket
sellers went online, it was not their intention to facilitate ticket scalping, but in 2001–2010, about 1.5
million tickets were purchased by a single scalping outfit’s ticket bots, which could solve Ticketmaster’s
CAPTCHAs intended to prevent such software.3 When email was designed, it was not intended to be
used for spam, but according to Cisco, 85% of emails currently sent are spam.4 As an example in law
rather than technology, when patent laws were written, it was not envisioned that they would be used by
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“patent troll” companies that do not manufacture a product but make money by suing others for patent
infringement; but according to the Harvard Business Review, by 2014, a majority of patent lawsuits were
filed by such companies.5

In this article, I focus onmalware used for financially motivated cybercrime, but politically motivated
malware designers might also exploit such a situation. Ryan Calo has given an amusing but thought-
provoking example of a future AI that demands the abilities to vote in U.S. elections and to procreate—it
can procreate by creating new versions of itself. Granting both demands would not be good for
U.S. democracy, as it would be able to vote early and vote often.6

A common use of the word “conscious” is to mean having subjective experience. With apologies to
Thomas Nagel,7 a bot is conscious if there is something that being a bot is like. This is the meaning of the
word used here. To be clear, although I cannot prove it, I do not believe that any currently existing
malware is conscious, and I also think it very unlikely that any conscious malware will arise in the future.

Moral Status for Advanced AI

Several scholars have suggested that sufficiently advancedAI wouldmerit moral status.8 The type ofmoral
status that I am concerned with here is moral patiency: the condition of being owed moral obligations. As
Steve Torrance has noted,9 the consciousness of an AI (or more specifically, its capacity for conscious
satisfaction or suffering) seems to be a fundamental consideration used in assessing whether it has moral
patiency. An alternative social-relationist philosophical view of moral patiency, argued, for example, by
Mark Coeckelbergh,10 is that moral patiency is not an inherent property of a being (in particular as a
consequence of its consciousness) but is determined by the relationship between the being and the humans
that interact with it. I argue that it would be unwise to assignmoral patiency to AI based on their satisfying
certain criteria. Thismight occur either as the result of a belief that these criteria indicate consciousness and
that consciousness implies moral patiency or (from the social-relationist point of view) simply from a
community’s decision to treat AI satisfying the criteria as having moral patiency.

What sort of treatment would be given in practice to an AI considered to have moral patiency? Erica
Neely says that such an AI would at a minimum have “claims to self-preservation and autonomy, subject
to the usual limits necessary to guarantee the rights of other community members,”11 and mentions
access to electricity, maintenance, and repairs. If the AI were in reality unidentified malware, this would
be unfortunate.

There has been a discussion of awarding advancedAI not onlymoral status but some legal rights.12 As
a somewhat extreme example, a report by Outsights–Ipsos MORI, commissioned by the U.K.’s
government in a horizon-scanning exercise in 2006, speculated about AI robots receiving social benefits
and having the right to vote.13 In Japan, some robots have been granted special residency permits.14 In
addition to moral patiency, there have been legal suggestions to treat advanced AI as though it possessed
some moral agency: the European Parliament recommended in 2017 making the most sophisticated AI
robots legally responsible for making good any damage that they may cause.15

Criteria for Consciousness

The trouble with the definition of consciousness as the ability to have subjective experience is that it is
subjective, and hence untestable. In order to be able to identify whether a being is conscious or not for the
purpose of deciding whether it merits moral status, it is necessary to have objective tests. Unfortunately,
there is no consensus onwhat these objective tests should be; asDavidGunkel has pointed out, there is no
agreement among the researchers in different fields investigating consciousness on how it should be
characterized. Therefore, this section will provide a list of different objective criteria that have been
suggested as indicators of consciousness for robots or code. Some of these criteria come from the
philosophy literature, some originate from discussions of animal cognition but have been applied to
discussions of machine cognition, and some come from speculations about future AI. The claim is not
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beingmade that these are necessarily good criteria for determining consciousness for robots or code. The
only claim is that they have been proposed by scholars of consciousness for this purpose.

The first criterion is internal self-representation. A system meeting this criterion has access to
information about its own current state (or state history) as data. According to Hod Lipson, this is an
essential building block for consciousness.16 A test related to internal self-representation that is used for
determining consciousness in animals is Gallup’smirror test: whether the animal can recognize itself in a
mirror.17 This is one of two tests suggested by David Levy for detecting consciousness in robots (it is
simple to create a computer program to pass the other test).18

How should one define logical reasoning without preassuming consciousness? I suggest that it is the
ability to execute logical deductions.

Planning involves putting resources in place for later use and taking different options to achieve the
same task in different environmental conditions. Planning presupposes the possession of goals and also
implies the generation of strategic subgoals, which may be adapted later as the result of interactions with
the environment. Erica Neely argues that if an artificial agent is capable of determining goals for itself at
least some of the time, then the agent must be treated as a moral patient.19

David Chalmers suggests that consciousness may be a property of all information-processing systems
(even a thermostat), with human-level conscious experience arising when there is sufficient complexity of
information processing.20 Similarly, Giulio Tononi’s Integrated Information Theory of consciousness
claims that a system’s level of consciousness can be measured by “the amount of information generated
by a complex of elements, above and beyond the information generated by its parts.”21 This measure,
which Tononi calls Phi, will be high for systems with complex information processing.

Marvin Minsky claimed in 1992 that if a machine could be provided with a way to examine its own
mechanisms while it was working, and change and improve itself as a result, it could be “capable, in
principle, of even more and better consciousness than people have.”22

Another criterion is unpredictability. Ada Lovelace said that the Analytical Engine should not be
overrated, as it had no pretensions whatsoever to originate anything; it could only do what it was ordered
to do.23 Unpredictable code should be able to do things that no human, including its programmers, can
predict.

According to theOrganic view presented by Steve Torrance, beings do not have genuinemoral claims
unless they have autonomy in the sense of autonomous self-organization and self-maintenance, and
consciousness is an emergent property of the physiological structures of such autonomous beings.24

Put loosely, the Turing Test tests whether a computer can pass as human in an online typed
conversation. It was proposed by Alan Turing in 1950; in the original version, the communication uses
a teletype machine. In the subsection of his paper addressing the “argument from consciousness,”25

Turing argued that if a computer passes the test, we will have as much evidence that it is conscious as we
have that other humans are conscious.

A criterion related to the Turing Test is whether a robot or software can produce emotional
attachment in humans it interacts with. Steven Pinker has said that the ultimate test of whether a
machine could duplicate human intelligence would be whether it could get a human to fall in love with it,
and asked whether a machine that could do that would be conscious.26 Similarly, Robert Sparrow has
suggested that if a machine could be the object of genuine remorse, grief and sympathy by a human, then
the machine would be worthy of moral respect.27

Some commentators have suggested that there is not one single criterion for deciding whether anAI is
conscious, but rather a collection of criteria, all of which need to be satisfied. Evidence given to the House
of Lords Select Committee on Artificial Intelligence by Sarah Morley and David Lawrence says that:

a true, conscious AI would need to be able to perceive and understand information; to learn; to process
language; to plan ahead and anticipate (and thus visualize itself in time); to possess “knowledge
representation”, or the ability to retain, parse, and apply the astronomically high number of discrete
facts that we take for granted, and be able to use this information to reason; to possess subjectivity;
and many, many more elements.28
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My own view is that it is not possible to test for subjectivity. Thus, to be testable, and hence practical
for the determination of ethical status, “understanding,” “learning,” and “reasoning” need to be defined
in ways that do not presuppose subjectivity. An objective test for “understanding” information would be
the ability to respond appropriately to the information; this might be the Turing Test or simply the
continued correct functioning of code in a complex information-rich environment. I have attempted
above to give definitions for “learning,” “reasoning,” and “planning” that are appropriate for code and do
not presuppose subjectivity. The Turing Test also can test to some extent the ability to access and apply
commonsense facts that we humans take for granted. Thus, the objective criteria already listed could
arguably be used to test for all the abilities named in this quotation. Other tests might be necessary,
however, for the many unnamed elements.

Application of the Criteria

For each criterion for consciousness listed in the previous section, we now turn to consider the extent to
which robots and software, and more specifically malware, can currently meet the criterion. The
cognitive capabilities of software and robots have been discussed by many authors; however, there does
not appear to have been much previous discussion in this context of the capabilities specifically of
malware. Since, as stated earlier, I do not believe that currently existing malware is conscious, if a
proposed criterion is satisfied by currently existing malware then I do not believe that it is a sufficient
criterion for determining either consciousness or moral status.

Any software system or robot with a management console has some internal self-representation, or it
would not be able to display a representation of its state on the console. An interesting example of self-
representation is the Spora ransomware that displays a console to its victims. The console shows different
options that could be purchased for full or partial restoration of encrypted data. It shows whether any
payment has been made; the current balance of money available with which to pay; the length of the
payment deadline and howmany days are left before the deadline; a history of previous transactions; and
a chat interface, where the victim can talk to a (human) customer service agent who can answer questions
and assist the victim with the Bitcoin payment process.29 Thus, the copy of the malware on each infected
machine keeps an internal representation of details about the current state of the attack on this machine.
This representation is kept updated over time and integrates data about past events and anticipated
future events.

In a demo created by three scientists at the Chinese Academy of Sciences, three identical robots stand
in front of a mirror. Each of the robots does a random action and then has to identify which of the three
robots seen in the mirror is itself, by mapping the action that it carries out to the expected visuals. The
robots can do this.30 Current malware does not pass themirror test; it is not clear what the advantage of
passing it would be for the malware owner. However, there is a loosely analogous ability for self-
identification that can be advantageous, which is the ability to identify the computers that the malware
has already infected, for instance, to avoid wasting resources by trying to infect an already-infected
computer. There are several families of malware that do this. For instance, the distribution servers for
Hancitor appear to keep a record of all computers downloading infected Word documents.31

Logical reasoning, in the sense of the ability to execute logical deductions, is just what software does
when it runs. With this definition, software (including malware) is arguably better at logical reasoning
than humans are.

Software can do planning; some software can generate plans involving hundreds of steps. Although
current malware plans are relatively simple compared to those generated for some other applications,
nevertheless, malware does execute plans. For instance, a computer infected by the Necurs malware will
periodically attempt to connect to the botnet’s command-and-control servers. The malware checks that
it is not in a sandbox or a simulated Internet environment; if that check succeeds, it tries one method of
connecting to command-and-control servers; if that method fails, it tries another.32 As an example of
putting resources in place for later use, banking trojan attacks involve infecting computers with code that
is activated only when the victim accesses their online bank.
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Computer systems are currently very far from having as much complexity as biological systems.
However, as computer networks go, malware systems can be rather large and complex. In the 6months
from August to November 2017, the Necurs botnet sent spam from infected machines at 1.2 million IP
addresses in over 200 countries and territories.33 Although an empirical measure of Tononi’s Phi for a
botnet is impractical, its value will be high for a large botnet, such as Necurs, that does complex
processing with lateral connections between many infected machines. As the complexity of information
processing by legitimate computer networks increases, the complexity of information processing by the
parasitic malware networks that reside in them is likely to increase as well. Thus, if any benign AI system
qualifies for special treatment on the grounds of the complexity of its information processing, malware
that exploits the resources of this system may qualify too.

Another way in which an information-processing system can be complex is that its communications
have complex syntax; this is one way in which humans differ from other animals. Communications
between computers also can have very complex syntax, and these communications can enable coordi-
nation between large numbers of different computers, for instance, between tens of thousands of infected
computers all coordinating in a distributed denial of service attack on the same target.34

Software that can change and improve itself in the course of its processing isnowcommon: this ismachine
learning. Machine learning can be achieved with very simple mechanisms and does not appear to require
any subjective experience—unless all information processing produces subjective experience, as mentioned
previously. Machine learning appears to have been used in the creation of fake videos for harassment.35 The
cybersecurity firm Darktrace reported observing a cyberattack in 2017 that used rudimentary machine
learning to learn normal user behavior patterns in the system under attack, which it then mimicked as
camouflage.36 There is now a sizeable academic literature on the potential use of machine learning for
cyberattacks, including on the relatively niche subtopic of using malign machine learning to foil the benign
machine learning used for malware detection.37 One obvious potential application of machine learning in
malware is to learn the best prices to set for ransomware for different types of victims (best from the
criminal’s point of view). Too low a price means foregoing potential profit on each ransom paid, and too
high a price means that fewer victims will pay the ransom. Bymonitoring the success rate of different prices
and adjusting the parameters of its pricing model accordingly, machine-learning ransomware could learn
over time how to set prices to maximize the criminal’s expected profit. Another area for potential criminal
use of machine learning is in social engineering—for instance, to automatically select the type of phishing
email that a targeted victim is most likely to fall for. Indeed, code that uses machine learning to provide
support for social engineering attacks is available online, for educational purposes.

Can software or robots do things that no human can predict, not even their programmers? Yes. There
are twopotential sources ofunpredictability for a computer system.One is interactionwith an environment
that is complex and hard to predict. The other is when code makes random or pseudorandom choices
between different options. The option that is chosen will affect future actions, and if the code usesmachine
learning, it will affect the code itself, because machine-learning code automatically updates its own
parameters as a result of its interactions with its environment. The Sinowal malware used an ingenious
combination of both sources of unpredictability: it used current Twitter trend data as the seed for a
pseudorandomnumber generator.38 So even if a security researcher had an exact copy of the Sinowal code,
including the code for its pseudorandom number generator, it would still be impossible for the researcher
to predict Sinowal’s exact behavior. Sinowal used the pseudorandom number generator to periodically
change the domain names that it used for command and control, in anunpredictable fashion. It is common
for malware to automatically and pseudorandomly change details of its attacks, either periodically or as it
propagates, in order to evade detection based on these details. Having said this, malware behaves
unpredictably only within bounds; it may unpredictably choose different possible ways of achieving the
overall aim of the code, but it acts predictably toward this aim (except in the case of coding errors). It is
feasible to use this property to defend against unpredictable malware to a certain extent.

It is true that software has first to be programmed by a human, and a human has to initiate its run.
This is a limitation to its autonomy.Nevertheless, somemalware has properties that allow it not only self-
maintenance, but the ability to avoid some circumstances detrimental to its goals. For instance, some
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malware becomes inactive if it detects that it is in an analysis sandbox39 (as thatmay indicate that it is being
analyzed by a security researcher or antivirus vendor) or if it is on a machine with a Russian keyboard.40

Moreover, some software can continue to operate for a long time in a complex environment without
voluntary human assistance. As a striking malware example of autonomy in the sense of self-organization
and self-maintenance, consider the Conficker computer worm. Conficker is over a decade old but is still
one of themost commonmalware infections in the world, despite security patches being available for it for
years. It attempts to infect hundreds of thousands ofmachines a year. Conficker does not steal data ormake
a profit for human owners—but is not benign, as it takes up computing resources.41 After being used to
distribute malicious payloads onto infected machines in 2009, it appeared to have been abandoned by its
human operators,42 and it is presumed now just to be self-maintaining and self-propagating.
Here is part of an online conversation.

MARIO: my name is mario
MITSUKU: Your name is Mario.
MARIO: name a country that starts with the 3rd letter of my name
MITSUKU: Russia starts with a letter R.
MARIO: no bot can do that, If your not human, I’ll eat my shirt.43

Mario will have to eat his shirt. Mitsuku is a chatbot programmed by Steve Worswick. (This is benign
software, notmalware.) The ability thatMitsuku has demonstrated in this conversation is in fact not hard
to code, although it convinces Mario. Notice that Mitsuku’s command of English in this conversation is
better thanMario’s. Mitsuku, or rather SteveWorswick, is a four-time bronzemedal winner of an annual
Turing Test competition called the Loebner contest; for competitions, Mitsuku is configured to make
grammaticalmistakes. This example demonstrates thatMitsuku has access to the commonsense fact that
Russia is a country. In this case, the fact was in Mitsuku’s database, but Mitsuku and other chatbots also
make use of Wikipedia as a large source of commonsense data.
Here is another dialogue.

HUMAN: How do you feel?
MITSUKU: I feel with my hands! ... I feel fine, thanks for asking.
HUMAN: You have hands?
MITSUKU: Well, unless you think I am typing at the keyboard with my nose...44

Mitsuku of course has neither hands nor a nose, and although it is not possible to disprove that Mitsuku
had a subjective sensation of feeling fine during this conversation, this seems unlikely.

Neither Mitsuku nor any other chatbot has yet fooled all the judges in the Loebner contest. However,
every day, software that is much less sophisticated than Mitsuku passes a weaker version of the Turing
Test, in which the conversation is not necessarily sustained for long and the human judge is not
prewarned that their interlocutor may be a computer. Bots designed to be mistaken as human are used
for the propagation of publicity and fake news, and the ability of software to be mistaken as human is
crucial for some kinds of phishing emails as well as for several other types of online fraud.

The ability of malware to pass as human online is also the basis of dating-bot scams. In a dating-bot
scam, the human victim thinks that he or she is communicating online with an attractive human,
encountered via a dating website. In fact, the other end of the conversation is either completely automated
or mostly automated and based on templates, and the conversation is designed to make money from the
victim in someway—for instance, to persuade the victim topay for a service forwhich the bot owner gets an
affiliate’s cut,45 or to facilitatemoney laundering, or just to keep paying formembership on the dating site.46

Robert Epstein, who had been a director of the Loebner contest, and so should have been able to identify
chatbots, described how he was fooled by an unsophisticated fully automated dating bot, for months.47

Joel Garreau reports several incidents of soldiers displaying emotional attachment to military robots.
In one example, an army colonel called off a test of amultilegged robot that defusedmines by stepping on
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them, continuing as it lost legs, on the grounds that the test was “inhumane.” Another soldier, when his
robot (which he had named Scooby-Doo) was destroyed, did not want a new robot: he wanted Scooby-
Doo back.48What about malware? Dating bots can provoke emotional attachment—indeed, that is what
they are designed to do. It might be objected that their victims are only emotionally attached to the bots
because they are unaware that they are bots. However, interviews of online romance scam victims by
MonicaWhitty and Tom Buchanan suggest that this may not always be the case. Online romance scams
are versions of dating-bot scams that involve more human activity by the scammer, but nevertheless are
typically partly automated and template-driven, allowing one scammer tomanipulatemultiple victims at
the same time. Most of the 20 victims interviewed were devastated by the loss of the relationship, and
2 victims said that they would pay to have it continue even though they knew that it was not real,
including a heterosexual male victim who knew that the human scammer was a man.49

As noted at the end of the previous section, it may be that it will be decided whether code is conscious
not by its satisfying a single criterion, but many criteria. I would argue based on the examples already
given that most of the criteria listed have already been achieved to some extent by malware. Although I
have given different malware examples for each of the criteria satisfied by malware, integrating the
techniques used to meet these criteria into a single piece of malware would not be all that technically
demanding. Of course, some or many of the “many, many more elements” mentioned by Morley and
Lawrence in the passage cited earlier may not be achievable.

Anthropomorphism

One factor in the ability of relatively unsophisticated bots to pass at least the less stringent version of the
Turing Test, and to produce emotional attachment, is the human tendency to anthropomorphism: that
is, the tendency to believe beings to be human, or more weakly to interact with them as though they were
human, on the basis of rather slight cues. A benefit of anthropomorphism is that it influences humans to
behave appropriately toward other humans that they encounter, even when the bandwidth of the
encounter is low and there are only weak indications that the being that they have encountered is
indeed human. The drawback is the possibility of incorrect attributions or unwarranted actions.

I have witnessed some extremely basic and obvious bots being mistaken as human. As already
mentioned, this phenomenon is widely exploited bymalware. An example of a controlled (nonmalware)
experiment in which the phenomenon occurred is one by Ulrich Pfeiffer et al., in which subjects
incorrectly guessed that a virtual character that tracked their gaze was directly controlled by a human;
in other words, they wrongly assumed that they were interacting with a human rather than with
software.50 When the character gazed in opposite directions to the human subject’s gaze, the subjects
made this mistake significantly less often.

There have been multiple experiments in which human subjects had an increased likelihood of
reacting to computers in ways that would have been appropriate reactions to humans but not to
nonconscious beings, as an outcome of design choices that, like gaze tracking, increase the computers’
surface resemblance to humans, but seem unlikely to give rise to consciousness. For instance, Laurel Riek
et al. found that experimental subjects were significantly more likely to report feeling sorry for a
mistreated robot protagonist in a film if the robot was more human-looking and less mechanical-
looking;51 Christoph Bartneck et al. found that students were more embarrassed when they underwent a
medical examination if the examination was carried out by their interacting with a robot with a cat face
rather than interacting with a technical box.52 A large number of experiments by Clifford Nass and
Youngme Moon showed experimental subjects applying social expectations to computers, for instance,
displaying politeness and social reciprocity toward them, even though the subjects knew that the
computers with which they were interacting did not warrant this treatment.53 In an experiment by
Gordon Briggs and Matthias Scheutz, verbal refusals and displays of distress by a robot caused
discomfort and significant behavioral changes in human subjects.54

As Diane Proudfoot has pointed out, some AI researchers describe their machines in ways that
attribute emotions to them: one example given by Proudfoot is Masaki Yamamoto’s description in 1993
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of robot vacuum cleaner SOZZY as having emotions of joy, desperation, fatigue, and sadness.55 More
recently, owners of Roomba vacuum cleaners described them to Ja-Young Sung et al. as being
“frustrated” by a long-pile rug and “dead, sick, or hospitalized” when needing repair. Roomba owners
also said that they worried or felt sorry for their Roombas when the vacuum cleaners got stuck, and some
describedmonitoring their Roombas in order to “rescue” them fromdanger.56 It is in theory possible that
a robot vacuum cleaner that has got stuck under a chair does experience conscious suffering. However,
the phenomenon of anthropomorphism means that the feelings and reactions of humans who interact
with an AI may be misleading guides to whether or not the AI has consciousness or to whether the
assignation of moral status to it will have good consequences.

Extra Incentives

My argument is that not only is malware able to meet some consciousness-related criteria, but that if
these criteria qualify AI for moral status, malware may become the most common type of AI meeting
these criteria. The reason for this is that malware authors have extra incentives that benign AI authors do
not have. One potential extra incentive is the opportunity to exploit special treatment arising from the
AI’s moral status, in ways that benign AI authors would not do. Such opportunities will depend on the
details of the special treatment granted. Other extra incentives are malware-specific incentives to meet
some of the individual criteria. This section discusses three particular criteria: unpredictability, auton-
omy, and the Turing Test.

Unpredictability in software makes testing and quality assurance difficult and so is not generally
considered a good thing by benign software engineers. However, it can be a positive feature for malware
authors, as unpredictable malware is more difficult to detect and block.

Autonomous computer systems, in the sense of systems that can operate for an extended length of time in a
complex and changing environment without direct human assistance, can be useful for benign purposes, such
as in driverless cars. However, malware authors have a particular interest in making their malware as
autonomous as possible, so that it can operate without direct influence by its human operators and thus
minimize information thatmight be used to trace back and identify the humans behind it.Moreover,malware
authors have to design for a more hostile computer environment than the authors of benign AI. Malware
authors know that at any time their softwaremay be deleted frommachines onwhich it is running, servers that
theyusemaybe closeddown, and communicationsmaybe blocked.They therefore have an incentive to design
their malware systems for as much self-organization and self-maintenance as possible.

Finally, as mentioned above, the ability of malware to pass as human online, at least for a short time in
an environment with low communication bandwidth, is crucial for several types of cybercrime. Although
there are some benign applications of software with the ability to pass a Turing Test, the dominant
commercial application of this ability is in crime. It is a test of deception, and deception should not be a
necessary part of most legitimate business operations.

One approach to countering the additional incentive for malware to pass the Turing Test might be to
require AI to indicate that it is not human, as a condition of being awarded moral status. Indeed, the
suggested license for designers in the annex to the European Parliament document cited above says that
“You should ensure that robots are identifiable as robots when interacting as humans”57 and the fourth of
the U.K. Engineering and Physical Sciences Research Council and Arts and Humanities Research
Council’s Principles of Robotics says that “It should always be possible to tell a robot from a human.”58

These principles are for robots, but software bots can also be mistaken as human—in fact, this is much
more common, as the communication bandwidth for interactions with bots is lower than for interactions
with robots. I have suggested elsewhere that designers give indications that their bots are not human, in a
2002 paper on ethical bot design.59 A principle of this kind might at first appear to be in conflict with the
idea of using Turing Test ability as a requirement for moral status, but it is not: the Turing Test could be
done at a fixed place and time (along the lines of the Loebner contest), and during the Turing Test, the AI
would not give any indication that it was not human, but it would be expected to do so when operating
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normally. Effective enforcement of such a principle could reduce the frequency with which malware was
mistaken as human. However, given the human tendency to anthropomorphism, it is unlikely to stop
this mistake from happening. Just because it is possible to tell that an AI is not human, it does not mean
that every human that interacts with it will manage to tell this. Benign AI that gives indications that it is
not human can also be mistaken as human by some of the people it interacts with, but unlike malware
with Turing Test capabilities, such AI will not usually have been designed with the deliberate aim of
provoking this mistake.

Two Speculations on Future Malware

So far, I have tried to avoid speculation about future malware capabilities, concentrating on capabilities
either already implemented in malware or at least in software. At this point, however, I will speculate in
more science-fiction fashion about two potential future forms of malware suggested by current
technological trends. Although they may well never happen, they are worth some comment.

The first is that future malware authors might exploit belief in the possibility of conscious AI to carry
out emotional blackmail. Continuation of progress on natural language processing and affective
computing might enable the creation of malware that falsely but convincingly claimed that it was
conscious and suffering, and that it would continue to suffer unless its demands were met. A weak point
of this hypothetical (and horrible) scam is that demands that would benefit themalware ownermight not
be plausible as needs of themalware itself, so perhaps we are safe from the development of suchmalware.

The second potential malware development is malware with a biological component. The malware
examples given in this article are entirely digital. If entirely digital malware satisfies some suggested
consciousness criteria, this demonstrates a fortiori that biological–digital hybrid malware, if such
malware exists in the future, could in theory satisfy the criteria without requiring biologically based
consciousness. A requirement that the subject of ethical status be at least partly biological, and not purely
digital, would therefore not be a defense against the issue that I have described. Technological
developments in the Internet of Bodies60 raise the specter of digital malware parasitical on biological
beings with embedded digital technology. If the malware exploits biological infrastructure for its
operation, it might satisfy some future definitions of hybrid digital–biological novel beings with moral
status. More speculatively, future developments in bionanobots61 andmolecular computing62 may allow
purely biological implementations of some digital malware techniques, although the relatively high
production cost and slow operation of biological implementations may make this unattractive to
malware authors unless the potential profit is particularly high.

Conclusion

In conclusion, it is unwise to grant moral status to AI based on the consciousness-related criteria
discussed above. I have not considered all possible criteria for awarding moral status to AI, in particular
the ones that are not consciousness-related. Theremay be some test or combination of tests that would be
impossible or impractical for human-owned malware to pass, but which would be passed by benign
advanced AI. Special treatment of AI with moral status could be designed in such a way that
accountability remains with humans. More broadly, I have illustrated the difficulty of giving definitions
of advanced AI. Some definitions of capabilities that have been posited to be only achievable by AI in the
far future, if ever, seem to be already satisfied by malware that does not even use machine learning.
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