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Effect of spectrally aware tunable front ends
on wireless communication systems

seongheon jeong and william j. chappell

In this paper, the benefits of adaptive preselect filtering are investigated by analyzing mote-to-mote throughput in the presence
of interference. In a city-wide deployment of a sensor network, of the 150 wireless sensor nodes deployed in our urban test
system, five nodes were electrically “lost”. Surprisingly, the limiting factor was not the signal strength, but the neighboring
cell towers that caused nearby interference. Therefore, we explored the effect of an adaptive front end to mitigate these
nearby interferers. The sensor motes operated at a fixed band, the unlicenced band of 902 to 928 MHz, and did not have
the frequency adaptability of future cognitive radios. However, the effect was demonstrative of the potential benefits of adap-
tive preselect filtering. The measured result shows substantial improvements over the fixed band system by even slight tuning
of the bandwidth and/or the center frequency of the preselect filter. Experimentally and numerically, we show that both tuning
in the filter bandwidth and/or center frequency can significantly improve the packet reception rate. Guidelines for achieving
an optimized filtering technique are given to provide a broad understanding of how the adaptable preselect filtering can be
utilized.
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I . I N T R O D U C T I O N

With the tremendous growth of wireless communication
systems, cognitive radio technologies have increasingly been
developed because of their ability to adaptively utilize the
available spectrum [1–5]. Since licenced spectrum resources
are often not fully exploited, many spectrum-sensing
methods have been studied [6–8]. Often times it is assumed
that the transmitter and receiver frequencies will move to an
open spectrum; however, an alternative is to stay in the desig-
nated band and adapt the radio frequency (RF) hardware.
Once a system senses an unoccupied spectrum, it would be
essential to know how the system throughput can be maxi-
mized for a given radio environment. The purpose of signal
mapping is to scan the spectrum as a function of system par-
ameters and optimize the parameters to improve the wireless
performance. One optimizable parameter is the state of the
preselect filtering. The system throughput is estimated
through signal mapping and then system parameters, such
as the frequency and bandwidth of the tunable preselect
filter, are updated. Therefore, the tunable preselect filter is
reshaped based on the feedback from signal mapping.
Figure 1 shows an example of such a receiver with multiple
receiver chains.

Tunable preselect filters are important components in
wireless communication system [9–16]. One of the known

examples of using a tunable filter is a broadcast television
where the tunable filter is simply tuned to be centered
around a wanted channel without any intelligent tuning func-
tionality. However, the tunable filter can be smarter if it is
dynamically tuned based on a given spectrum. The big advan-
tage of having the tunable preselect filter is that it can adjust
the filtering shape to adapt to a spectral environment. In par-
ticular, the flexibility of preselect filtering allows us to reduce
the surrounding interference. For example, a moving vehicle
will encounter many different spectral interferers as it
moves through a city. When it goes specially closer to trans-
mitters such as high-power cellular phone towers or television
transmitters, the tunable preselect filter can be aware of the
spectrum and optimize the filtering to maximize the receiver
performance. We have designed and fabricated tunable prese-
lect filters with a wide range of tuning and low insertion losses
using evanescent-mode cavity resonators [17]. In this paper,
the effect of these tunable preselect filters on a fielded wireless
communication system is numerically and experimentally
evaluated. In addition, application guidelines toward filtering
strategies are described to help the wireless system designers
to understand the advantages and best usage of tunable prese-
lect filters.

A) Testbed and motivation
In order to demonstrate the impact of a tunable preselect filter
on wireless communication systems, we installed the tunable
filter in a fielded wireless sensor network [18] which has
been deployed in the mid-sized city of South Bend, Indiana,
USA. In this network, 150 wireless sensor nodes were widely
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distributed throughout the city to dynamically monitor and
sequentially divert sewer flow to the river or sewer treatment
plant depending on its contamination level [18]. After instal-
lation of all of the nodes, interestingly, five nodes were electri-
cally “lost” with little to no packet reception. This failure was
not because of low signal strength at these nodes but because
strong interference significantly degraded the mote reception.
For instance, the difference between problematic and normal
areas in terms of the packet reception rate (PRR) was 97% in
spite of the similar received signal strength indicator (RSSI)
level of 245 dBm. We define the PRR as successful packet
reception based on the comparison with known data trans-
mission. The proximity of GSM cellular phone towers near
the problematic area was found to be the correlating factor
for the lost nodes.

Conventional knowledge and practice indicates that a pre-
select filter should be centered around the middle of a device’s
receive band [19–21]. However, when the surrounding inter-
ference is close to one edge of the receive band, we have found
that dynamic “offset” placement of the preselect filter provides
interference mitigation and significantly improves PRR. In
other words, the passband of the preselect filter is moved
slightly away after identification of the interferers existence.
Since interference is in general unpredictable and time-
varying, it is better to have an intelligent system with a
tunable filter that can adapt to its interfering environment.
Within a wireless sensor network it is often unpredictable
where the mote will be placed, let alone what the interferers
will be for a given placement. It is preferable to have an adapt-
able system that adjusts after placement of the node or con-
tinuously. Previously, we demonstrated a tunable center
frequency high-Q filter and showed basic improvements in
the PRR [22]. In this paper, we show the effect of tunable
bandwidth as well as a more thorough analysis of the effect
of both tunable features. We analyze adaptive filtering at a
deeper level with simulation as well as measurement. In
total, we show that a combination of the center frequency
tuning with bandwidth tuning allows for substantially better

results. We also explore the tradeoff in finding the optimal
setting of the tunable preselect filter. Useful guidelines for
tuning the preselect filter in a specific electrical environment
are described.

I I . A N A L Y S I S

In our project, the wireless sensor network is connected to the
GSM network to send the environmental data to a control
center. There is a final gateway that can communicate to the
GSM tower; however by getting closer to the tower, the
motes are more susceptible to out-of-band interference from
the GSM system. Through the outdoor measurement, we
found that the interfering GSM signal significantly degrades
our system because it is closely located to the Industrial,
Scientific and Medical (ISM) band, which is used for com-
munication between the non-gateway nodes. The widely dis-
tributed interferers with high-power levels created signal
distortion and corrupted the desired signal by generating the
third-order intermodulation product that appeared in the
mote’s receive band, saturating the receiver. The typical inter-
ference patterns were monitored and repeated in controlled
environments to have control of the interference for analysis.

In response to these interference sources, the bandwidth
and center frequency of the tunable preselect filter were
adjusted to attenuate the interference and achieve the best
PRR. Figure 2 illustrates the tradeoff between interference
attenuation and signal loss when the filter’s bandwidth was
reduced to less than the band of the receive signal in an
attempt to reject the high-power interference signal. Since
the receive signal is frequency hopping through the band
with a uniform distribution, changing the filter’s bandwidth
and center frequency reduces the received signal level and
limits the signal-to-noise ratio (SNR). However, in all cases
in the wireless sensor network we used, and it was found
that the receive signal’s SNR was large enough not to be the
limiting factor. Therefore, the benefits of mitigating strong

Fig. 1. Tunable front-ends having a signal mapping. One maps the signal throughput and the others react.
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interferers by partially filtering the receive band strongly out-
weigh the accompanying reduction in SNR.

In our study, we present four cases that illustrate how the
tunable filter improves system performance. Those cases are
described as follows:

1) Reference: The wireless sensor network was set up in an
anechoic chamber to obtain reference data without
interferers.

2) Controlled interference: Also in the anechoic chamber, iso-
lated interferers were introduced to mimic the interference
from the largest signals which are observed in our testbed.

3) Background outdoor interference: The wireless sensor
network was set up outdoors. The background interference
was measured and recorded.

4) Controlled interference with background outdoor interfer-
ence: Along with the background interference, single or mul-
tiple interferers were introduced to simulate the measured
radio environment based on the previous measurements
seen in the field. This case represents interference sources
that are in close proximity to the sensor network.

This systematic study has characterized the effect of preselect
filter bandwidth and filter center frequency on the PRR of the
system in the presence of a strong interference source.

As mentioned previously, the tunable preselect filter is a
high-Q, tunable, evanescent-mode cavity filter. The combi-
nation of narrow bandwidth and frequency tunability was
made possible through the use of piezoelectric actuators that
externally adjust the cavities’ dimension in a substrate as
described in [17]. The distinguishing factor is the relatively
high-Q of the filter despite its wide tuning range. An unloaded
Q of 298 is measured at 916MHz despite the capability of
tuning over an octave in frequency and dynamically changing
the bandwidth. This high-Q allows for 1.9 dB of the insertion
loss at the widest bandwidth. Also, the Q is important so that
the sensitivity is not sacrificed despite the ability to remove
interferers. The fractional bandwidth tuning is 42%. Despite
the wide tuning range, we are only using a fraction of the
tuning range for this fixed frequency network for this study.
The variable bandwidth and center frequency were adjusted
to study PRR. In order to monitor the filter response in real
time, a network analyzer (Agilent 8720ES) and two broadband
10 dB directional couplers were utilized at both sides of the
tunable filter. The setup allows for concurrent monitoring of
the interference and the shape of the filter. Incoming interfer-
ence and desired signal were monitored through another direc-
tional coupler connected to a spectrum analyzer (Agilent
E4408B), as shown in Fig. 3. By using this setup, the interfer-
ence attenuation, RSSI, and PRR were measured, so that the
resulting packet rate can be compared to the interference spec-
trum and filter state at the time of the measurement.

A) Filter bandwidth
One mechanism for having an intelligent front end would be
to have selective bandwidth control on the preselect filter. To
study the benefit of this dynamic tuning, we varied the band-
width for a variety of receive spectra. In general, a wider band-
width would be preferred because the noise figure of the
receiver would be the lowest. However, in the presence of an

Fig. 2. Tradeoff between signal loss and interference attenuation when the
bandwidth of the tunable filter becomes narrow.

Fig. 3. Sensor network measurement setup with real-time filter tuning.
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interferer, it would be possible to decrease the bandwidth to
protect the receiver, at the sacrifice of increased loss and noise.

The bandwidth of the filter can vary from 14 to 24MHz.
The interference attenuation and noise figure of the tunable
filter are shown in Fig. 4 as a function of the filter bandwidth.
The attenuation difference at 894MHz between the widest and
narrower bandwidth was 7.2 dB as shown in Fig. 4. The trade-
off is that the noise figure increases as the filter bandwidth
decreases. Therefore, the SNR is important for the lower band-
width, whereas signal-to-interference ratio (SIR) is critical for
the wider bandwidth.

The PRR of the system was measured while adjusting the
filter bandwidth as shown in Fig. 5(a). The measured result
shows that in the absence of strong interference, the PRR
decreases as the filter bandwidth decreases, as expected. This
is due to the increased noise in the system as the bandwidth
is dynamically decreased. To mimic the interferers observed
in our testbed, two Gaussian Minimum Shift Keying
(GMSK)-modulated signals in Fig. 5(b) were induced at 894
and 880MHz with 232 and 227 dBm, respectively, based
on what we measured at the testbed. Although the expected
increase in bandwidth provided a nearly linearly better
packet rate as shown in Fig. 5(a), the presence of interferers
clearly shows an optimal operating point in the presence of
interferers. The optimal bandwidth to achieve the best PRR
was found to be 20 MHz while keeping the filter center fre-
quency at the center of the band of interest. This indicates
that even significant signal attenuation within the receive
band is preferable to having the filter with the widest band-
width in the presence of large interfering signals although
the filtering effectively cuts off the hopping range of the
band by placing the cutoff frequency squarely in the center
of the band of interest. A 54% improvement in PRR was
achieved compared to the widest filter state.

With this study in mind, the outdoor measurement was
carried out with existing background interference, as shown in
Fig. 5(c). This case represents when the network is not close to
a GSM broadcasting station but multiple GSM stations exist.
The measurement result shows that, in this scenario, keeping
the bandwidth wide is the best way to maintain the highest recep-
tion rate, because the magnitude of the low-level background
interference is negligible based on our previous work [22].
Therefore, SNR was the limiting factor. Figure 5(d) shows the
PRR when the two interferers of Fig. 5(b) were added on top

of the background interference of the outdoor measurement.
These signals significantly degraded the radio performance
because they increase signal distortion as well as the intermodu-
lation distortion (IMD) which falls on top of the band of interest.
Therefore, the PRR is not simply a function of signal distortion
but a combination of signal distortion and the IMD. The
measurement result shows that the PRR was improved by 55%
at 20 MHz compared to the widest bandwidth.

B) Filter center frequency
The most intuitive approach to setting the center frequency of
a receive filter would be to position the filter in such a way
that the filter is centered around the receive band, thereby
keeping the desired receive signal power as high as possible.

Fig. 4. Tradeoff between interference attenuation at 894 MHz and noise figure
for tunable bandwidth filter design with Q ¼ 298.

Fig. 5. Effect of the filter bandwidth. Maxhold was used to capture the
interference spectrum.
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However, the experimental results found that this is often sub-
optimal in the presence of strong interferers. We found in
such cases that an off-center filter placement elicited better
system performance, even at the expense of cutting off a
portion of the hopping frequency range.

For example, in one problematic area within our fielded
sensor network, we found that a single strong interferer that
is very close to the band of interest could significantly lower
the PRR. This interferer was presumably from narrowband per-
sonal communication service (PCS) or commercial mobile
radio service (CMRS) [23, 24]. For this case, we hypothesized
that it would be advantageous for the system to adjust the
filter center frequency to significantly attenuate the interferer.
The interference attenuation at 930 MHz was measured and
shown in Fig. 6. In addition, we studied the effect of adjusting
filter center frequency in the same measurement situation as
was performed in the case of filter bandwidth.

First, in the anechoic chamber with no interfering radi-
ation, we found that the optimal position of the filter center
frequency was at the center of the band of interest, because
the filter should attenuate the signal as little as possible to
achieve the best PRR as shown in Fig. 7(a). Next, when a
single isolated interferer of 223 dBm was induced at
930 MHz, the optimal filter center frequency was shifted to
904 MHz which is 12 MHz off from the center of the band.
The PRR was increased by 43% compared to the center-
positioned filter as illustrated in Fig. 7(b).

In the fielded system, when negligible background interfer-
ence exits, the best location for the highest reception rate was
the center of the band of interest as we predicted, as shown in
Fig. 7(c). However, when strong interference was introduced,
the optimal filter center frequency to achieve the best PRR was
shifted off center to 904 MHz. The difference between the
optimal and centered frequency was 41% in PRR. Therefore,
there is clear benefit for the system to move the filter center
frequency in the presence of close and strong interference.

C) Effect of location of interference
In general, since the frequency of GSM interference can be
arbitrary over the service band, the effect of interference

location was investigated as a function of interference fre-
quency. An interferer of 230 dBm was introduced and
moved from 881 to 901 MHz. The optimal filter center fre-
quency and bandwidth were determined by finding the
highest PRR as shown in Fig. 8. The conventional filter was
the optimal filter when the interference is located below
885MHz because the receiver is not limited by either interfer-
ence or noise. However, the optimal center frequency and
bandwidth varied when the interference comes closer to the
band of interest. When the interference is at 901 MHz,
which is 1 MHz beside the ISM band, the optimal filter
center frequency and bandwidth were 932 and 20 MHz,
respectively, achieving 26 and 3% in PRR. The measured
result indicates that the optimal filter bandwidth decreases
as interference comes closer to the band of interest.
Similarly, the optimal filter center frequency was shifted

Fig. 6. Interference attenuation as a function of the filter center frequency
when interference is located at 930 MHz.

Fig. 7. Effect of the filter center frequency.
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away from the interferer depending on the location of the
induced interference. Thus, it was demonstrated that adap-
tively adjusting the filter bandwidth or center frequency
based on the proximity to interference gives the clear advan-
tage of improving the PRR despite sacrificing the desired
signal.

The effect of tuning each independent variable has been
shown in Figs 5, 7, and 8. However, full optimization of the
tunable bandwidth and frequency is a multivariable problem
which needs a two-dimensional (2D) mapping. By using the
measurement system, the full 2D packet rate was measured
versus filter center frequency and bandwidth. The frequency
was shifted at increments of 4 MHz and then bandwidth was
changed from 14 to 24 MHz with increments of 1 MHz.
Mapping the full measurement allows us to understand and
analyze the globally optimal position for the filter and compare
the mechanisms to search for this optimum in a given spectrum.
The 2D mapping is the subject of the next section.

D) Two-dimensional filter analysis
Our hypothesis was that there are optimal filter parameters
that can be used to achieve a maximum PRR depending on
the filtering shape. Intuitively, we predict that as the filter fre-
quency moves away from the interference the mote receiver is
limited by noise due to a reduction in signal power; mean-
while, if it moves toward the interference the receiver is
limited by the interference owing to small attenuation.
Similarly, as the filter bandwidth increases, the receiver will
be interference-limited because of a lack of interference
attenuation, and, as the bandwidth decreases the receiver is
noise-limited due to relatively high insertion loss. These
trends are predicted as a function of the filter bandwidth
and frequency as shown in Fig. 9. At the system level, this
effect of filter frequency and bandwidth can be explained
with signal-to-noise-plus interference ratio (SNIR). SNIR is
defined as the ratio of signal power to the combined noise
and interference power [25, 26]. Each power is written as a
function of filter frequency and bandwidth. Thus, the SNIR
is written as below.

SNIR = PSIGNAL(fc, BW)
PNOISE(fc, BW) + PINTERFERENCE(fc, BW)

(1)

where P is the averaged power. This formula indicates that the
SNIR is proportional to signal power, whereas it is inversely
proportional to noise and interference power. The degree of
the incremental power change varies depending on the fre-
quency shift and bandwidth variation. For example, if the
filter bandwidth is narrower, the signal strength is reduced
by insertion loss. Also, the noise power increases and the
interference power decreases. Thus, an optimal filtering
point can be achieved by tradeoff of these powers. We show
an example of optimal filtering in the next paragraphs.

In order to explore these trends further, the wireless sensor
network was modeled based on our measurement. A system-
level simulation using Agilent advanced design system (ADS)
was performed. An FM-modulated mote signal was generated
and programmed to be hopped over the mote’s receive band.
For an interferer, a single GSM saturation tone was also gener-
ated at 894MHz and summed with the mote signal through a
combiner. The insertion loss and shape of the tunable preselect
filter was modeled according to the measurement. Since the
frequency spectrum in simulation fully includes the change
in frequency response of the filter, interference, and mote
signals, the observation bandwidth was chosen to be
150 MHz. In other words, the simulation time step is set to
be 6.67 ps. To sufficiently sample the time-domain signal
through the band-pass and low-pass filter, the impulse
response time of the filters was defined by 20/(BW) [27, 28].
The gain compression due to the strong interferer was
modeled with the 1-dB compression point of 211 dBm in
an low noise amplifier (LNA). The overall system performance
was estimated by observing the PRR. The designed schematic
is shown in Fig. 10. Since this modeling is approximately
modeled based on the measurement on board, it does not con-
sider electromagnetic couplings between the chipsets and
transmission lines. In the system-level simulation, we
scanned the frequency and bandwidth of the tunable preselect
filter over the band of interest by measuring PRR as same as the
experiment. Similarly, we experimentally measured the PRR as
a function of both filter parameters and compared with the
simulation result, as shown in Fig. 11.

This mapping process allowed us to find where the tunable
preselect filter should be positioned to achieve maximum PRR
and to estimate how much the system throughput can be
improved for a current spectral environment. The simulated
result indicates that the maximum PRR was achieved when
the filter bandwidth is 19MHz and the filter center frequency
is 924 MHz. Comparison to the measured results, indicates
that the measured optimal filter center frequency was
0.2 MHz away from the simulated optimal frequency and
the measured optimal filter bandwidth was 22 MHz, which

Fig. 8. Optimal filter center frequency and bandwidth as a function of
frequency of interference. The PRR for each measured optimal location is
labeled for each data point.

Fig. 9. Notional trends for the optimal filtering point and limiting factors as a
function of the filter bandwidth and frequency for an interferer lower in
frequency than the band of interest.
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is 3 MHz off from the simulated optimal point. These results
in general predict what was measured with slight variations
based on the difficulty of the system simulation technique to
model the RF components exactly, such as mismatches that
might occur between components.

Based on the measured results, we can explore different
possibilities for finding the optimal point. This study
allowed us to understand how the tunable preselect filter
might be varied in the field in order to determine the
maximum packet rate versus the variable of bandwidth and
frequency. When we subsequently optimize each variable, it
is instructive to see how far off of the optimal packet rate
these quick approaches are. We tested two simplified filtering

schemes. When the filter center frequency is first adjusted and
the filter bandwidth is changed next, we define this scheme as
fc � BW. The filter moves to A and then B as shown in
Fig. 12. Similarly, the bandwidth is adjusted first followed by
the center frequency; we define this as BW� fc which
moves to C then D. The change started from the conventional
filtering point where the filter is centered at the center of the
receiver band with 24 MHz of the maximum bandwidth,
which is the best case for a static filter. In practice, however,
static filters are rarely, if ever this tight around the frequency
band due to tolerance issues. The optimal position of the filter
achieved PRR by 59% over the conventional static filter, which
is frequency-centered with the widest bandwidth.

Fig. 10. System-level simulation with ADS. Mote signals are frequency hopping over the ISM band and a GSM signal is an interferer against the mote signal.
Packet error rate (PER) is measured by comparing the original mote signal with the demodulated signal. PRR is obtained by (1-PER).

Fig. 11. Comparison of simulated and measured results.
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Table 1 illustrates measured PRR at each filtering point in
Fig. 12. Each point substantially increases the PRR perform-
ance over the conventional static filter, which is the strongest
message from Table 1. The overall maximum PRR at the
optimal position was measured to be 68% while the conven-
tional static filter achieved only 9%. Among the 2D filtering
schemes, fc � BW achieved only 3% higher PRR than BW
� fc. However, the PRR at A (frequency tuning only) was
10% higher than that at C (bandwidth tuning only). This
shows that if only one variable were tuned, for this data it is
clear that the tuning of the center frequency is desirable.
Thus, we concluded that the 2D adaptive algorithm is inevita-
ble to reach the overall maximum PRR, however, sequential
optimization gives the bulk of the benefit. The optimal algor-
ithm is out of the scope of this paper, but this study demon-
strates that there are substantial gains to be had by maturing
the frequency and bandwidth trade space. The optimal point
can be easily determined because of the maximum peak.
Thus, it is obvious that the system performance depends on
how to optimize the filtering schemes.

I I I . C O N C L U S I O N

The effect of tuning the bandwidth and frequency of a tunable
filter in a fielded wireless network was demonstrated in the
presence of interferers. By adjusting the filter bandwidth
and/or the center frequency, the PRR was significantly
improved. The 900 MHz unlicenced band was studied as a
useful representative narrowband system. In particular, the
PRR was improved by more than 50% while tuning the filter
bandwidth. Also, the PRR was increased by more than 40%

by tuning the filter center frequency. By using the combined
method, 68% of PRR was improved. The measurement was
verified through a system-level simulation analysis and appli-
cation guidelines for an optimal filtrating scheme were pre-
sented for a typical interferer configuration. Both the filter
frequency and bandwidth were determining factors in achiev-
ing the maximum PRR. Therefore, design of the capability to
tune both seems appropriate for cognitive systems, particu-
larly, an interference-crowded radio environment.
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