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SUMMARY

This paper presents a novel global path planning method for mobile robots. An improved grid
map, called three-dimensional-like map, is developed to represent the global workspace area.
The new environment model includes not only contour information of obstacles but also artificial
height information. Based on this new model, a simple but efficient obstacle avoidance algorithm
is developed to solve robot path planning problems in static environment. The proposed algorithm
only requires simple distance calculations and several comparison operations. In addition, unlike
other algorithms, the proposed algorithm only needs to deal with some obstacles instead of all. The
research results show that this method is computationally efficient and can be used to find an optimal
or near optimal path.

KEYWORDS: Three-dimensional-like map; Global static environment; Obstacle avoidance
algorithm.

1. Introduction

A fundamental robotics task is to plan a collision-free path as efficiently and reliably as possible from
a start to goal position in an obstacle-cluttered workspace. The degree of difficulty of path planning
in robots varies greatly depending on several factors: whether all information regarding the obstacles
(i.e., sizes and locations) is known before the robot moves and whether these obstacles move around
or stay in place as the robot moves. The different possible scenarios are shown in Table 1.

In partially or completely unknown environment, the main purpose of planning is to enhance the
robot’s obstacle avoidance ability, and then take into account other criteria such as the path length and
movement time, since a robot has no priori knowledge about the environment. However, in global
path planning, the goal of planning is not only to avoid obstacles successfully but also produce an
optimum path. The focus of this paper is on path planning in global static obstacles. This problem is
usually solved in the following two steps:

Step 1: In the initial stage, the environment is mapped using an appropriate algorithm that represents
the global workspace area.
Step 2: Perform a graph search to find a collision-free path from a start to a goal position.

The environment model differs depending on which approach is used to solve the problem, and
the three most common approaches are the roadmap approach, the cell decomposition approach,
and the potential field approach. The roadmap approaches include the visibility graph,' the Voronoi
diagram,”™3 and the freeway net,* and this approach is dependent upon the concepts of configuration
space and a continuous path. A set of line segments, each of them connects two nodes of different
polygonal obstacles, lies in the free space and represents a roadmap. If a continuous path can be found
in the free space of roadmap, the initial and goal points are then connected to this path so as to achieve
the final solution. Conversely, the basic idea of cell decomposition approach’ is that a path between
the initial and goal configuration can be determined by subdividing the free space of the robot’s
configuration into small regions called cells. Thus, a connectivity graph is constructed according to
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Table I. Path planning environment category.

Environment Static obstacles Dynamic obstacles
Completely known Case | Case II
Partially or completely unknown Case III Case IV

the adjacency relationships between the cells after decomposition. From this connectivity graph, a
continuous path can be determined by following adjacent free cells from the initial point to the goal
point. If more than one continuous path can be found based on above algorithms, some search methods
are used to find the best path, such as A* algorithm,6 D* algorithm,’ and their variations. Furthermore,
the potential field method® involves modeling the robot as a particle moving under the influence of
a potential field that is determined by the set of obstacles and the target destination. This method is
usually very efficient but prone to local minima, and this issue is usually resolved by coupling the
method with techniques to escape from local minima, or by constructing potential field functions
that contain no local minima. Other solving algorithms include neural network method,’ simulated
annealing method,'? ant colony optimization method,!' fuzzy logic method,!? genetic algorithm,'3
and their variations and extensions.

As we know, almost all paths planning methods in two-dimensional space just utilize obstacle
contour information. How to further explore obstacle information to improve planning efficiency is
an interesting problem. This paper describes a new path planning method for robot in the presence of
static obstacles, and the proposed method can be summarized as follows:

Step 1: Define a grip map to represent a geometric structure of the environment.

Step 2: Assign specified value to each grid point according to certain rules. In our program, these
values represent height values of each point. Therefore, the improved grip map includes not
only obstacle contour information but also height information.

Step 3: Construct path planning algorithm based on foregoing improved map.

It should be noted that the “height” in our program is just an artificial concept to simulate the
concept of the natural height. These values do not represent the true height of the obstacles. In
fact, there is no any connection between the specified “height values” and the true heights of the
obstacles. In order to differentiate from real three dimension map, the improved grid map is called
three-dimension-like map in the context of this paper. Based on this new environment model, this
paper develops a simple but efficient algorithm for path planning in global static environment. Unlike
traditional algorithms, the proposed algorithm only requires simple distance calculations and several
comparison operations. Furthermore, it does not need to deal with all obstacles. Our research results
show that this method is computationally efficient and can be used for finding an optimal or near
optimal path.

This paper is organized as follows. Section 2 introduces how to build a three-dimension-like map.
Section 3 proposes the new path planning algorithm. Some examples are presented to evaluate the
proposed algorithm in section 4. The conclusions from this work are provided in the last section.

2. Environment Modeling

In the initial stage, the environment is mapped using an appropriate mapping algorithm that represents
the global workspace area where the robot works. This map will represent the start point, goal point,
and differentiate the area that consists of obstacles and free space. In this paper, the environment is
first modeled as a conventional grid map. That is, the workspace is tessellated into a square grid as
illustrated in Fig. 1.

For each element representing obstacle space, a 1 is stored in it, and a O is assigned to other
elements. According to different positions, the obstacle can be divided into three types: connecting
to one or two sides of the boundary or not, as shown in Fig. 1.

Next, the foregoing grid map can be improved including height information. As we know, the
contour line is usually used to describe the height information of mountain in geographical studies.
In other words, if the plane contour is known, the height information of mountain is determined.
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Fig. 1. A grid map including three obstacle types.
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Fig. 2. The contour of mountain.

Figure 2 shows an illustration of mountain contours. From Fig. 2, the value of the contour gradually
reduces from the highest point to outside.
Similarly, each grid point can be assigned height value by following rules:

Rule 1: The height value of grid points belong to free space is equal to zero.
Rule 2: The height value of grid points belong to obstacle space is a positive integer.
Rule 3: Starting from the highest point, the height gradually reduces by 1 from inside to outside.

It should be noted that the positions of the highest points are different for different obstacles. The
highest point of type 1 that does not touch the boundary of map is located at its center. For other
two types, the highest point is located at grid points connecting with the boundaries. Taking Fig. 1
as an example, a detailed description is given about how to build a three-dimension-like map. The
procedure for dealing with the obstacle type 1 can be summarized as follows.

Step 1: Find the /- and J-coordinates of the minimum and maximum grid points, which are denoted
bY Imins Imaxs Jmin» and Jmax, respectively.

Step 2: As shown in Fig. 3, assign value 1 to the grid points which I-coordinates are I, or Ijax.
Assign value 2 to grid points which /-coordinates are I, + 1 or I,x — 1. And so on until all
grid points are successfully processed.

Step 3: Similarly to step 2, plus value 1 to the grid points which J-coordinates are Jpi, or Jyax. Plus
value 2 to the grid points which J-coordinates are Ji, + 1 or Jyax — 1. And so on until all grid
points have been successfully processed. Then a complete three-dimensional-like map about
obstacle 1 has been obtained, as shown in Fig. 4.
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Fig. 3. Assign height value to obstacle 1 according to row order.

1+1 2+1 3+1 2+1 1+1
1+2 242 3+2 2+2 142
J 1+3 2+3 3+3 2+3 1+3
142 242 3+2 2+2 142
1+1 2+1 3+1 2+1 1+1

Fig. 4. Assign height value to obstaclelaccording to column order.

Height

Fig. 5. An illustration of three-dimensional-like map for different obstacle category.

The procedures for obstacle 2 and 3 just make some minor modifications to the above. When all
obstacles have been processed, a complete three-dimensional-like map is obtained. Figure 5 shows
an illustration of three-dimensional-like maps about obstacles 1-3 in Fig. 1.

It should be noted that the different obstacle shapes will be transformed into the polygon forms in
the above grid map. Take the circular obstacle in Fig. 6 as an example, the grids intersected with edge
of the circular are regarded as obstacle regions, and number 1 is assigned to these elements. Finally,
the circular obstacle can be approximated with a polygon. Moreover, the shape error can be reduced
by increasing the density of the grids. A similar process can be used to other obstacle shapes.
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Fig. 6. An illustration of how to handle the obstacles that have no corner points.
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Fig. 7. (Colour online) This figure illustrates how to determine descent direction of obstacle.

3. Path Planning Based on a Three-Dimensional-Like Map
For convenience, some related concepts are defined and introduced as follows:

Definition 1: Initial Planning. Joining start and goal point without considering if it is a feasible
path or not.
The coordinates (I, J,) of grid points lying in the initial path is

Ix, Im S IX E In7
1
Jo = k(L — L) + Jnl, k = 2= W

Im*]n ’

where I, J,, are the I- and J-coordinates of the start point. /,,, J, are the I- and J-coordinates of
the goal point. The expression k represents the slope. The symbol [] denotes rounding up and down
operation.

Definition 2: Descent Direction. It is defined as vertical direction starting from the highest of the
each obstacle regions to the path.

The highest point and the points in the inferior region of obstacle are on the different side of the
initial path, as shown in Fig. 7. Then, their coordinates satisfy the following inequality:

{(Iy - Im)k - (Jy - Jm)} X {(Imax - Im)k - (Jmax - Jm)} = 0, (2)

where In.x, Jmax are the I- and J-coordinates of the highest point of the obstacle. According to
Definition 2, the descent direction just points to the inferior region of obstacle. Therefore, the descent
direction can be obtained indirectly via Eq. (2).

Definition 3: Basic Planning. Modify the parts of path lines intersecting with obstacle regions.
The modified paths can go along the inferior contours of the obstacles.
Next, we demonstrate the procedures of the proposed algorithm with some examples.
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Fig. 8. (Colour online) An access but unoptimal path between points A and B.
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Fig. 9. The shortest possible path between points A and B.

Example 1: Figure 8 shows a simple obstacle avoidance example. The points A and B are start
and goal point, respectively. Line AB is initial planning path that intersects with obstacles 1 and 2.
F represents the descent direction. For obstacle such as obstacle 1 connecting with boundary, the
descent direction F points out a successful obstacle avoidance direction. For obstacle 2, the descent
direction F determines the inferior contour of obstacle. When the descent direction F is determined,
an access path can be obtained after applying basic planning. However, it obviously is not the optimal
path. As shown in Fig. 9, to obtain a shorter path, we can find the points C and D, which we called the
corner point in our algorithm. Connect points A, C, D, and B in turn. A desired feasible path ACDB
can be obtained.

Example 2: In Fig. 10, the initial path AB crosses three obstacles. The points C, D, and E are
the corner points. If we connect the points A, C, D, E, and B, in turn, and an access path ACDEB
can be obtained. Also, this path is not an optimal. To obtain a shorter path, we can use the following
procedures: first, determine the relationship between the positions of the adjacent corner points C and
D. If two points are on the same side of the initial path AB, compare the distances from two points
to the line AB. Point A will be connected with the further point between C and D. In this example,
the point D is further from the line AB than point C. Then, the path ACD is replaced by the shorter
path AD. Next, determine the relationship between point D and the next corner point E. If two points
are also on the same side of the line AB, the process is similar to the previous. Contrarily, they are
connected directly. Finally, a path ADEB can be obtained. Obviously, this is an access and optimal
path.

For the general cases, the procedures are composed of the foregoing steps. The complete solution
procedure is summarized in Fig. 11.
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Fig. 10. (Colour online) This example illustrates the procedures of the proposed algorithm in multiobstacles
environment.

During the initialization phase in Fig. 11, there exist four procedures: Modeling the environment
as a three-dimensional-like map, initial planning, find all corner points of the obstacles intersecting
with initial path and join the starting point to the first corner point.

An optimal or suboptimal path can be obtained by using the proposed algorithm. A brief proof is
given below. In Fig. 12, the symbols S and G denote the starting point and goal, respectively. From
this figure, the following conclusions can be derived:

Case 1: If the initial path SG does not intersect with any obstacles, it is obviously the shortest feasible
path.

Case 2: If the initial path SG intersects with obstacles and path SBG is a feasible path, it can be

proved that the path SBG is the shortest as follows:
Assume that there exits other feasible paths between the starting point and goal that pass
through the point O in region 1. Obviously, the path SOBG is the shortest path among them. As
we know, the sum of the lengths of any two sides of a triangle always exceeds the length of the
third side. Therefore, the length of line SB is always less than the broken line SOB, as shown in
Fig. 11. Similarly, assume that the point O in region 2 is located at some feasible paths, the path
SOG is the shortest among them. From Fig. 11, it is clear that the length of broken line SBG is
less than SOG. Notice that the positions of point O are arbitrary in the above discussions. That
means the path SBG is the shortest among all feasible paths.

Case 3: If the path SB or BG in Fig. 12 still intersects with obstacles, similar to the above, the shortest
path joining the points S and B or the points B and G can be further determined. However, it
is noted that a combination of these shortest paths is not necessary to be the shortest from the
points S to G. Therefore, if the global path combined these shortest paths is feasible, it is a
suboptimal path. Furthermore, if the obtained path is still not feasible, repeat similar steps until
a suboptimal collision-free path is obtained. Similar conclusion can also obtained intuitively
by the following simulation results.

4. Simulations and Discussions

In this section, some typical maps are constructed to examine the properties of the proposed algorithm.
The algorithm is coded in VC++6.0. All simulations are conducted on a Celeron (R) CPU 2.80-GHz
PC.

From Fig. 13, test results show that an access path can be obtained for all cases. In fact, as long as
the access paths exist, one of them must be successfully obtained using our algorithm. Although we
cannot prove that they must be shortest possible paths, it is clear from these figures that the results
are feasible and desirable. In order to evaluate the run-time performance, the computations required
by the proposed method are given in Table II.

InTable I, 0 < ky < (Iy — 1), 1 < ky < Ny, where I, I, are the I-coordinate of the start and
the goal point, and N, is the total number of obstacles. Operation 1 is used to check whether the
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Fig. 11. The flow chart of the proposed algorithm.

current path intersects with obstacles (see Eq. 1). The aim of Operation 2 is to find the corner points
of obstacles that lie in the current path (see Eq. 2). The distances from corner points to current path
are determined by Operation 3, where the distance formula between point and line is used.

It is well known that path planning problem is NP-complete. Therefore, the exact computational
requirements are difficult to be obtained in advance. For the sake of convenience, we consider the
worst case for the proposed method. That is, to find an available path, all obstacles have to be
dealt with. From Table II, a feasible path (if exists) can be obtained by using the proposed method
under a finite number of computations. It should be noted that there are needs for other several
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Table II. The computational requirements for the proposed method.

Operation Computations required

1 Add. (2k1k;) ; Mult. (k1k»)

2 Add. (6ky x 4) ; Mult. (2k; x 4); Cross product. (k, x 4)

3 Add. (4k, x 2); Mult. (3k, x 2); Root operation. (k; x 2)
Total Add. (< [32Nop + 2(1,, — 1) Nop]); Cross product. (< 4Ngpb)

Mult. (< [14Nop + (I, — 1) Nob]); Root operation. (< 2Ngp)

Obstacle Obstacle

G G

Fig. 12. The schematic diagram illustrates the shortest path SBG.

comparison operations in computations. Moreover, the operations for environment modeling are
inevitable. Fortunately, these processes of comparison and assignment operations are very simple and
fast. Therefore, the approximate results in Table II can demonstrate the efficiency of the proposed
method.

As we know that the running time of most paths planning algorithms is proportional to number of
obstacles. Furthermore, for some algorithms such as Visibility Graph method, the time complexity
is increasing according to the law of exponential growth with the increasing of obstacles. Taking
this into consideration, we analyze the influence of obstacle numbers on computation time of the
proposed method. During the test, the shapes and positions of the obstacles are randomly generated,
and the corresponding times for different number of obstacles are recorded and illustrated in Fig. 14.
For the sake of fairness, the results are recorded in terms of the average times over 10 runs.

From Fig. 14, the search times for all cases are just tens of milliseconds. Notice that the running
time is inevitably disturbed by other programs running on PC, these indicate that obstacle number
does not greatly affect the running time of the proposed algorithm. Moreover, some effective features
for the proposed method can also ensure the efficiency of planning. Take Fig. 15 for example, although
the numbers of the obstacles are different, only one obstacle needs to be dealt with for two cases.
Therefore, the major difference in computational time only comes from the process of modeling
environment. This can greatly improve the efficiency of planning.

The proposed method and other common planning methods are compared and the results are
summarized in the following. One of efficient solution methods for path planning is metaheuristic
approach, including ant colony optimization (ACO) algorithm, genetic algorithm (GA), etc. The major
advantages of these methods are not only capable to find an acceptable solution but are also adaptable
and robust. However, the metaheuristic approaches seem too slow in most cases. For example, in
ref. [11], ant colony algorithm is applied to find the shortest path in a simplest situation, i.e., a small
size (20x20) of grid network is used and there is no obstacle. An optimal path is found by ACO
after about 30 s. By comparison, the shortest path can be obtained by the proposed method just
needing to directly connect the start and goal point, and the computational requirements needed for
this simple example include operations of 40 additions and 20 multiplications in total. Although a
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Fig. 13. Some typical maps.
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Fig. 13. Continued
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Fig. 14. (Colour online) The average running times for different obstacle numbers.

Fig. 15. (Colour online) A comparison of two path planning examples by using the proposed method.

simple example is used in ref. [ 14], to find an optimal path, the average computation times needed for
Ant Colony System (ACS) algorithm and Genetic algorithm (GA) are 63.098 and 157.18 s, and with
8 and 4.4 average iterations, respectively. Therefore, the proposed method in this paper seems much
faster than most of metaheuristic approaches except the method developed by TAN.!> TAN presents
a new and efficient globally optimal path planning method based on the ACS algorithm. The results
show that the search time needed for generating the globally optimal path is just one-tenth of a second.
This is an exciting result that indicates that the ACO-based method can be applied for a real-time
path planning. However, although the researches have shown its great potential as a real-time motion
planner, the algorithm efficiency is affected greatly by many parameters. Unfortunately, there is no
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Table III. Comparison of the proposed method with common path planning methods.

Method Environment  Local/Global Real time performance Algorithm complexity

The roadmap  Static Global The time cost increases Need to combine shortest path
method greatly with the increasing  search algorithms such as A*

of the obstacles. algorithm.

Potential field Static/dynamic Local/global Fast, but there exits trap No reasonable mechanism
method situations due to local to construct potential field

minima. functions.

Artificial Static/dynamic Local/global Slow in most cases No reasonable mechanism to
intelligent select suitable parameters
method such as network configura-

tion.

Nonlinear Static/dynamic Local/global Fast, the approach is suitable The complexity is greatly
programming for online task planning. reduced as the Cspace cal-
method!7~%! Local minima problems culation is no longer needed.

can be avoid. Mature search techniques can
be applied directly.

The proposed  Static Global Fast, time cost is not Only require a finite number of
method sensitive to obstacle computations.

number.

G coal
Oq goal rep2 o S

Robot path

f;ztt
f;’epl

Local minimum

Fig. 16. (Colour online) Two examples of the local minimum problem with potential functions.

reasonable mechanism to choose suitable parameters in most cases. Moreover, the main parameters
usually need to be adjusted for different maps.'6

A different approach for path planning is potential field method. However, the major problem of this
gradient-descent approach is that it does not guarantee a solution to the problem, as shown in Fig. 16.
Another major challenge for potential-function-based approaches is constructing and representing
the configuration space obstacles. By contrast, there are not such problems for the proposed method.

Visibility graph is another important path planning method. Each node in the visibility graph
represents a point location, and each edge represents a visible connection between them. That is,
if the line segment connecting two locations does not pass through any obstacle, an edge is drawn
between them in the graph. Finally, the shortest paths among a set of polygonal obstacles can be
found by applying the shortest path algorithm such as Dijkstra’s algorithm to the graph. It should
be point out that both visibility graph and the proposed method use the polygon obstacle’s vertices.
However, while all nodes in visibility graph are connected to one another, the method developed here
only uses the optimal nodes. Consequently, the computations required by the proposed method are
considerably less than those required by visibility graphs. The major advantage of visibility graph is
that can guarantee an optimal solution to the problem. However, since computational efficiency is an
important consideration in real practice, the proposed method in this paper can be seen as an effective
alternative. Table III shows the performance comparison of the proposed method in this paper with
other common methods.

https://doi.org/10.1017/50263574713000738 Published online by Cambridge University Press


https://doi.org/10.1017/S0263574713000738

A global path planning method 623

5. Conclusions

In this paper, we have presented a novel global path planning algorithm for mobile robot. A new
environment model, called three-dimensional-like map, is developed to represent the global workspace
area. The new model includes not only contour information but also height information of obstacles.
Based on this new environment model, a simple but efficient obstacle avoidance rule is constructed to
solve robot path planning problems in static environment. Our research results show that this method
is computationally efficient and can be used for finding an optimal or near optimal path. Although
this method does not guarantee to find the shortest path in all cases, since computational efficiency is
an important consideration, it is still suitable. It should be noted that there is no essential difference
between the global and local path planning. Therefore, a promising future research topic is to extend
this method to other path planning areas. Moreover, as the geometry of mobile robot is ignored, how
to keep the path generated by this method as far away from the obstacles as possible is still a problem
in practical application. This problem may be resolved by coupling the method with techniques to
avoid obstacle, or with the aid of obstacle avoidance sensors. Anyway, although simulation results
show the effectiveness of the proposed method, there are still some open problems to apply this
method in practice.
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