
American Political Science Review Vol. 106, No. 3 August 2012

doi:10.1017/S0003055412000275
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When the economy in a single country contracts, voters often punish the government. When many
economies contract, voters turn against their governments much less frequently. This suggests
that the international context matters for the domestic vote, yet most research on electoral

accountability assumes that voters treat their national economies as autarkic. We decompose two key
economic aggregates—growth in real gross domestic product and unemployment—into their international
and domestic components and demonstrate that voters hold incumbents more electorally accountable
for the domestic than for the international component of growth. Voters in a wide variety of democra-
cies benchmark national economic growth against that abroad, punishing (rewarding) incumbents for
national outcomes that underperform (outperform) an international comparison. Tests suggest that this
effect arises not from highly informed voters making direct comparisons but from “pre-benchmarking”
by the media when reporting on the economy. The effect of benchmarked growth exceeds that of aggregate
national growth by up to a factor of two and outstrips the international component of growth by an even
larger margin, implying that previous research may have underestimated the strength of the economy on
the vote.

Shortly after the onset of the financial crisis of
2008–9, the economies of the developed world
entered a period of weak demand and rising un-

employment broadly known as the great recession.
The economies of nearly every member of the Organ-
isation for Economic Co-operation and Development
(OECD) contracted between the middle of 2008 and
end of 2009, by an average of 1.65%.1 During the 18
months from July 2008 to the end of 2009, 16 coun-
tries held elections.2 Their economic performance was
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1 OECD Quarterly National Accounts, GDP Expenditure Ap-
proach, PPP, seasonally adjusted. Bulgaria, Lithuania, and Romania
data taken from the EBRD Quarterly GDP actuals, 2010. More
technically, the NBER Business Cycle Dating Committee identifies
the recession in the United States as beginning in December 2007
and ending in June 2009. We lag this by a half-year to allow for the
spread to other countries and to take account of the fact that business
conditions remained below their pre-recession levels well after the
U.S. nadir was reached.
2 The sample is defined as all countries that held a general election
or, in the case of the United States a presidential election, between
July 2008 and December 2008, which was recorded in the election
appendix of the European Journal of Political Research. They are
Austria, Bulgaria, Canada, Germany, Greece, Iceland, Israel, Japan,
Luxembourg, Lithuania, New Zealand, Norway, Portugal, Romania,
Slovenia, and the United States.

similarly dismal to that experienced by the OECD in
general, with every country experiencing at least two
quarters of negative growth in this period and 13 of
16 experiencing negative growth in the quarter of or
before the election.3 If there were a single period in the
last half-century in which voters should have uniformly
punished their governments, one would expect it to be
the great recession of 2008–9. Surprisingly, relative to
their performance in the preceding election, the exec-
utive’s party lost vote share in only 9 of 16 elections.4
We argue that this outcome is not a fluke, but rather is
evidence that voters or their information sources, con-
trary to the orthodox assumptions about the economic
vote, evaluate national performance with respect to
economic outcomes in other countries. Voters, in short,
benchmark across borders.

Despite scholarly preconceptions that electoral ac-
countability must exist, empirical studies often re-
veal a more nuanced and less stable relationship be-
tween economic performance and the incumbent vote
(Cheibub and Przeworski 1999; Dorussen and Palmer
2002; Paldam 1991). Evidence that voters punish in-
cumbents for poor economic outcomes emerges often
but somewhat sporadically, and when it does appear,
its magnitude is often weak (Duch and Stevenson 2008;
Fiorina 1981). Scholars have been able to show that
part of this instability arises from context: Voters, in
general, hold governments more accountable for eco-
nomic outcomes when political and institutional ac-
countability for outcomes is clear (Powell and Whitten
1993; Whitten and Palmer 1999; but also see Samuels
and Hellwig 2010; Royed, Leyden, and Borrelli 2000);

3 Growth was below trend in all 16.
4 The premier’s party increased vote share in five cases and, in two,
the change in incumbent vote share could not be determined because
of party-system fluctuation. Of these five, average growth in the two
quarters preceding the election was negative in four (Canada, Israel,
Luxembourg, and Norway) and below trend in all.
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when economic shocks are unexpected (Palmer and
Whitten 1999); when voters’ pre-existing party attach-
ments are weaker (Kayser and Wlezien 2011); and
when more of the economy is under the national gov-
ernment’s, rather than under the international econ-
omy’s influence (Duch and Stevenson 2008; Hellwig
2001). Even considering political and institutional con-
text, however, much instability remains (Anderson
2007; Dalton and Anderson 2011).

Many scholars circumvent this problem by switch-
ing to survey-based subjective perceptions of economic
performance that yield a more stable relationship be-
tween reported economic perceptions and reported
vote or vote intention (Lewis-Beck and Stegmaier
2000). Sidestepping questions about the endogene-
ity of economic perceptions—whether voters’ political
preferences color their perception of economic per-
formance depending on whether a co-partisan is in
office (Duch, Palmer, and Anderson 2000; Evans and
Anderson 2006; Wlezien, Franklin, and Twiggs 1997)—
it remains clear that a relationship between perceived
economic performance and the vote is not the same as
showing electoral accountability for actual economic
outcomes.

We argue that at least some of the varying size and
instability of the economic vote emerges from a failure
to understand whether and how voters benchmark. For
electoral accountability to function properly, it is im-
perative that voters systematically punish elected offi-
cials for those outcomes for which they are responsible
or at least potentially responsible. Yet how do voters
distinguish a strong from a weak performance? No
economic figure is innately high or low; what passes
for booming growth in one period or place might be
considered sluggish in another. To assess economic per-
formance, voters necessarily must compare an outcome
to others, which begs the question of how and against
what benchmark they compare. Puzzlingly, evidence of
comparative behavior has emerged from work in cog-
nate fields, such as yardstick competition in economics,
that shows that local governments are often punished
for imposing higher tax rates than those of neighboring
jurisdictions; work on electoral accountability in gen-
eral, however, neglects the question of cross-border
comparison.

Implicit in research designs that do not benchmark
economic performance at home against that abroad
is the assumption that voters do not assess perfor-
mance relative to period-specific expectations. Thus, to
return to our original example, in a model that does
not benchmark across borders, zero percent annual
growth would be considered low in a year such as
2008, even though, in the international context, it was a
strong performance. Likewise, in a cross-section time-
series dataset without cross-national benchmarking,
the higher growth rates of the 1950s would be expected
to provide an advantage to incumbents at the polls,
whereas the slower 1980s would hinder them, even for
governments that might have exceeded period expecta-
tions by the same amount. If voters indeed assess their
governments in partial comparison to those abroad,
models that neglect cross-border benchmarking may

systematically misrepresent voter behavior and incor-
rectly estimate the economic vote.

Equally worrisome is another implied assumption
about how voters attribute responsibility. Designs that
predict the economic vote on only past and present do-
mestic economic performance assume that voters hold
governments equally accountable for domestic shocks,
for which governments may be responsible, and inter-
national shocks, for which they clearly are not, because
both are components of national economic measures.
We make this assumption explicit and demonstrate that
voters, or those who provide information to voters,
benchmark across borders, not just across time.

Curiously, most research on the economic vote
makes no clear assumption about how voters receive
and process economic information, restricting itself to
noting an empirical relationship between economic
outcomes and the incumbent vote.5 Research that
does delve into the voter’s cognitive decision process
broadly depicts voters as either sophisticated decision
makers who extract a competence signal from a com-
parison of recent and past outcomes or as blindly ret-
rospective respondents to economic stimuli. A finding,
such as ours—that incumbents are held accountable for
the deviation from an international benchmark—does
not necessarily weigh in on this debate. Benchmarking
could suggest that at least some voters are informed
and sophisticated. It is also possible, however, that the
media or other sources of information already place
economic performance in international context when
they report it to the public. Thus, when we state that
voters benchmark, we do not necessarily imply that
they engage in a cognitive comparison. They could sim-
ply be responding to pre-benchmarked information.

This article follows a simple conceit. We test for
benchmarking in both aggregate- and individual-level
samples by decomposing two economic aggregates—
growth in real gross domestic product (GDP) and
the unemployment rate—into global and local com-
ponents. The electoral response to these components
then supports inferences about benchmarking: If vot-
ers do not benchmark, they should respond similarly
to the local and global components of the economy; if
they do benchmark, they should respond to the local
component (i.e., the deviation from the international
benchmark) more than to the international compo-
nent itself; indeed if they benchmark completely they
should not respond to the benchmark (i.e., the inter-
national component) at all. Our findings reveal strong
evidence of cross-national benchmarking on economic
growth both at the aggregate and at the individual
level, across time periods, and across subsamples. These
findings imply that either voters engage in cognitive
comparisons themselves or that information sources
such as the media and, more opportunistically, politi-
cians place economic information in context when re-
porting it. We present evidence that economic news is

5 Important exceptions, among others, are provided by Ebeid and
Rodden (2006), Soroka (2006), and Gomez and Wilson (2001; 2006).
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“pre-benchmarked,” suggesting one possible mecha-
nism for our main finding.6

Most of the remainder of this article poses and tests
hypotheses about cross-national benchmarking in na-
tional elections. In addition to addressing several puz-
zles in the literature, our findings bear on fundamental
questions of representation such as how voters eval-
uate their leaders and hold them accountable. That
voters punish or reward incumbents for the devia-
tion from a measure of international performance—
and how they do so—is critical to understanding why
electoral rewards and punishments vary even for sim-
ilar economic performance at different times. Models
that benchmark across borders should not only pro-
vide better estimates but also reveal a fundamental
feature of electoral behavior key to our understanding
of accountability: Whether an economic outcome is
understood as strong or weak depends in no small part
on the international context.

The broader significance of our findings is also worth
considering. Scholars have often argued that the eco-
nomic vote is the best argument for democracy, because
it demonstrates the control of the governed over those
who govern. The instability and sporadic weakness of
the economic vote in different contexts and time peri-
ods, however, have led some to question whether even
this argument for democracy holds (see, for example,
Cheibub and Przeworski 1999). By showing one way
in which the effect of the economy on electoral out-
comes has been systematically underestimated, we im-
plicitly buttress the argument that the governed can
and, indeed, do hold their elected leaders to account.
This argument also matters for representation because
elected officials who fear removal have been shown to
hew closer to their constituents’ preferences (Canes-
Wrone, Brady, and Cogan 2002).

Our findings also bear implications for the under-
standing of autonomy of the nation-state. Contrary to
the assumption of much research in comparative pol-
itics, states are not fully independent units. The stan-
dards by which voters judge their governments, at least
with respect to economic growth, are influenced by
the performance of governments abroad. What consti-
tutes good performance is a matter of outcomes not
only in a given state but also in other states that serve
as a benchmark against which local outcomes can be
assessed.

The third broad implication of this article is the most
tentative. We have only been able to test in a limited
fashion the mechanisms by which benchmarking comes
about. Nevertheless, if future research does confirm
that the media “pre-benchmark” by reporting more
positive news when countries outperform their peers,
then this result suggests one answer to a key puzzle of
democracy: how unsophisticated and poorly informed

6 Politicians, of course, are aware of the power of comparison in set-
ting media expectations. Donald Tusk, the incumbent prime minister
of Poland, appeared in front of a giant map of Europe in multiple
news conferences in 2009 that colored in all countries with negative
growth in red and the only country with positive growth, Poland, in
bright green. Donald Tusk is also the only Polish prime minister since
the fall of communism to be reelected.

voters are able to hold their elected officials to account,
even in seemingly sophisticated ways.7

BENCHMARKING AND ACCOUNTABILITY

Previous Literature

We are not the first to employ comparative economic
performance as a predictor of the vote. In fact, the
article that first underscored the importance of clarity
of governmental responsibility for the economic vote
(Powell and Whitten 1993) used national deviations
from an international economic mean as the key in-
dependent variable. Although clarity of responsibility,
has become a central feature in cross-national studies
of the vote, comparative economic performance has
been largely ignored. One explanation for this omis-
sion might be that benchmarking was only incidental
to the Powell and Whitten paper and to those of the
small number of subsequent scholars who employed
comparative economic measures. No previous work
has focused on cross-national benchmarking and the
economic vote. A second and related explanation is
that neither Powell and Whitten nor any other previous
studies explicitly benchmarked.

Consider the difference between two types of cross-
national comparison: (1) including only a measure of
the deviation in economic performance from an inter-
national average and (2) including measures of both
the deviation in economic performance and the aver-
age performance. Benchmarking, of course, only ex-
ists when voters respond to the deviation from the
benchmark more than to the benchmark itself, which
requires measures of both components. This article
is the first to test explicitly for benchmarking in the
economic vote, and it is also the first to intend to do
so. Powell and Whitten (1993) make no reference to
benchmarking and treat their comparative measure
much like a national measure. Chappell and Veiga
(2000) use, among other alternatives, a comparative
measure of economic performance but never in the
same model with national measures, precluding any de-
termination of whether relative economic performance
differs from possible benchmarks. The two papers that
most closely approach ours in explicit intent address
different types of comparison: Duch and Stevenson
(2010) argue that voters extract competence signals
from comparing variances in economic performance
across countries, and Palmer and Whitten (1999) im-
plicitly benchmark but across time rather than across
countries, showing that unexpected changes in eco-
nomic aggregates have a larger effect on the incumbent
vote. In the present article, we offer the first explicit in-
vestigation of benchmarking of economic performance
across borders.

Appropriate to an article with this focus, we also
offer the first investigation into how voters benchmark.
Previous cross-national comparisons of levels, whether

7 See Hochschild (2010) and Lupia and McCubbins (1998) for some
examples of efforts to grapple with this question.
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incidentally or intentionally comparative, uniformly as-
sume that voters compare national performance to an
international mean that weights states equally regard-
less of size, prominence, or proximity. This article, in
contrast, examines three alternative benchmarks and
leverages the results to shed light on the heuristics that
voters use to punish incumbents: Do voters compare
national performance to that of all states, large and
proximate states, or economically prominent states?

Voting aside, abundant research in other domains of
social science supports the proposition that individuals
are sensitive to comparative assessments. At the most
fundamental level, research on individual happiness
in both economics and social psychology consistently
shows that comparisons in economic well-being be-
tween individuals exert a strong effect on happiness
(Easterlin 2003; DiTella and MacCulloch 2006). The
magnitude of this comparative effect is nicely demon-
strated by Luttmer (2005), who observes that similar
decreases in happiness emerge when individual income
falls as when neighbors’ income increases. Moreover,
as the Easterlin Paradox highlights, mean happiness
does not increase over time despite rising incomes—
likely because, as Clark, Frijters, and Shields (2008)
demonstrate, individual happiness depends on com-
parisons to others. Keeping up with the neighbors may
matter more than improvements in personal income,
and comparative assessment may be built into human
assessments of subjective well-being.

Moving to a much higher level of aggregation, one
again finds evidence that individual utility—and pre-
sumably decisions that depend on it such as vote
choice—hinges on comparison. Research on yardstick
competition, predominantly in economics, is predi-
cated on the idea that voters compare outcomes across
jurisdictions (Besley and Case 1995). Numerous stud-
ies in this field demonstrate that voters systematically
compare policy outcomes across districts and/or coun-
tries. Most of this literature simply assumes an electoral
mechanism and looks for evidence of policy output
convergence, most often in tax levels.8 If voters com-
pare and hold local governments accountable for differ-
ences in tax rates across municipalities, why should they
not do so for economic performance across countries?

Indeed, some research at the international level
suggests precisely such comparative assessment. Sev-
eral scholars have demonstrated that voters in more
open economies—whether measured in trade or cap-
ital flows—hold incumbents less accountable for eco-
nomic outcomes than do their counter parts in less
open economies (Duch and Stevenson 2008; Hellwig
2001; Hellwig and Samuels 2007). Duch and Stevenson
assert that when international influences contribute
more to national economic performance, voters recog-
nize that the economy is a weaker signal of incumbent
competence and hold incumbents less accountable for

8 Those studies that have explicitly considered electoral accountabil-
ity have found evidence that municipal governments are punished in
elections for imposing tax rates higher than that of neighboring mu-
nicipalities in settings as varied as Flanders (Vermeir and Heyndels
2006), the Netherlands (Allers and Elhorst 2005) and Spain (Bosch
and Solé-Ollé 2007).

outcomes. Our benchmarking results suggest a possi-
ble alternative explanation for their finding: The larger
international component of an open economy leads to
smaller deviations from it and, hence, a weaker eco-
nomic vote (Kayser and Peress 2012).

How Sophisticated Must Voters Be?

How voters assess incumbent performance is of intrin-
sic importance to the proper understanding of demo-
cratic processes and electoral accountability. In recent
years, however, scholars using measures that fail to cap-
ture cross-national benchmarking have come to ques-
tion how systematically voters actually hold govern-
ments accountable for poor outcomes and even the
existence of electoral accountability itself (Cheibub
and Przeworski 1999). Properly functioning account-
ability demands voters who consistently, if not al-
ways perfectly, identify and punish poorly perform-
ing elected officials. Yet researchers have frequently
depicted voters as “blindly retrospective” judges of
governmental performance who punish subnational
politicians for national outcomes (Gelineau and Rem-
mer 2006; Hansen 1999) or other incumbents for acts
of God beyond their control such as drought, floods,
shark attacks (Achen and Bartels 2002), or even the
outcomes of local athletic contests (Healy, Malhotra,
and Mo 2010).

How informed are voters about developments
abroad? It surely is not the case that all voters inform
themselves of economic outcomes in other countries.
In fact, public opinion surveys have long depicted re-
spondents as uninformed about policy outcomes even
in their own countries (Campbell et al. 1960). We do
not dispute this finding. We do, however, assert that
for benchmarking to emerge only one of two criteria
needs to obtain: (1) a minority of voters need to be
sufficiently aware of performance abroad, or (2) infor-
mation on the state of the economy must be placed in
international context by the media or rival politicians
before it is passed to otherwise unsophisticated voters.

We have known since at least Kinder and Kiewiet
(1981) that voters respond more to aggregate (so-
ciotropic) economic conditions than to individual
(pocketbook) welfare when making their vote deci-
sions. What we know less about is how sociotropic
voting occurs. One literature that lends credence to
the possibility that at least some voters may be suffi-
ciently sophisticated to draw cross-border comparisons
emerges from both formal and empirical work. Fere-
john (1986) has developed an iconic model of electoral
accountability in which voters evaluate their govern-
ments compared to expectations. Duch and Stevenson
(2008) model and find empirical support for even more
sophisticated voters who can compare the variance of
economic outcomes across countries to extract a signal
about incumbent competence that then influences their
vote. Most recently, Gasper and Reeves (2011) inge-
niously use U.S. county-level data to demonstrate that
voters are sufficiently sophisticated to allocate elec-
toral accountability correctly to the president when he
rejects governors’ request for federal assistance to re-
spond to natural disasters. Such results contrast sharply
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with the naive depiction of voters in Campbell, Con-
verse, Miller and Stokes (1960) and elsewhere.

It is also possible that voters are naive and
that benchmarking emerges from the media’s pre-
benchmarking economic information by reporting it in
context. This could take the form of media reports mak-
ing explicit comparisons such as “German growth is
the slowest among developed large countries,” or non-
comparative reports about economic outcomes that
simply show less enthusiasm for, say, 2% growth when
other states are growing faster. Few studies have di-
rectly examined the media’s role in the sociotropic
vote. Ansolabehere, Meredith, and Snowberg (2008),
however, find that information about unemployment
comes primarily from media sources. Unlike gasoline
prices, the other variable they examine, unemployment
rates are abstract and infrequently observed, so voters
are more dependent on the media. By this logic, voters’
information about economic growth is likely also media
driven because it is even less directly observable than
unemployment. Other work by Hetherington (1996)
finds that media effects can strongly influence voters’
understanding of the economy; indeed the author finds
that media effects shifted the electorate’s perception of
the economy sufficiently far to cost George H. W. Bush
the 1992 election. Even the sophisticated allocation of
blame by voters for the response to natural disasters
documented by Gasper and Reeves (2011) must be
transmitted by the media.

We remain theoretically agnostic throughout much
of this article. With aggregate-level data, both
mechanisms—an internationally informed minority of
voters and information sources that pre-benchmark
economic information—could yield observationally
equivalent results. Nor are they mutually exclusive.
We address the mechanisms for benchmarking by in-
corporating media coverage of economic news. Our
findings lend some support to the pre-benchmarking
mechanism—media reports of economic conditions are
more positive in times of high benchmarked growth.
Results in the supplemental Online Appendix (avail-
able at http://www.journals.cambridge.org/psr2012013)
also cast doubt on the sophisticated voter mechanism
by showing that high-information voters benchmark no
more than than their less-informed counterparts.

Decomposition and Benchmarking

We decomposed economic variation into local and
global (a.k.a. international) components in three
ways, each with distinct implications for how voters
compare performance across countries. In all three
decompositions we simply subtracted international
economic performance—growth and unemployment—
from the respective measure of national economic
performance such that

ylocal
c,t = yc,t − yglobal

c,t , (1)

where c indexes country and t time. Voters who com-
pare their country’s growth to that abroad should re-
ward incumbents when ylocal

c,t is positive—that is, when

national growth exceeds global growth—and punish
them when it is negative. Local unemployment, in
contrast, should decrease the incumbent’s vote when
positive and increase it when it is negative. The in-
ternational component of real growth, yglobal

c,t , should
have no effect on the vote if all voters benchmark fully
or if all economic information is pre-benchmarked by
the media. If some but not all voters benchmark, or
if all voters partially benchmark, or if some economic
information is contextualized by the media, we expect
the international component to have an effect on the
vote but a smaller one than the local component.

Of course, voters and the media can compare na-
tional performance to numerous international mea-
sures. Are they more likely to compare local perfor-
mance to that of larger (and more visible) countries?
Are neighboring countries, more prominent countries,
or more internationally economically integrated coun-
tries more frequent or influential benchmarks than
distant ones? The design of the international compo-
nent will affect what type of benchmarking is captured.
An international component that poorly matches the
benchmark that voters use, if any, will deliver weak
results and run the risk of type II error: the absence
of evidence might be understood as evidence of ab-
sence. Accordingly, we designed the international com-
ponent, yglobal

c,t , in three distinct ways, each intended to
capture one plausible comparison group for voters.

Median Performance. When yglobal
c,t is defined as the

sample median for the year in which each given election
took place, the international and national components
of growth test whether voters compare national perfor-
mance to an international performance measure that
disregards the size, economic integration, or distance
of other other states. This is the simplest measure and
is intended as a baseline. Although it may be a priori
improbable that voters weight all foreign states equally,
this measure of yglobal

c,t has the advantage of obvious
and strong exogeneity: Domestic economy policy and
outcomes cannot have much effect, if any, on median
international performance.

It is interesting to note that the local component
derived from this international measure is most similar
to the difference from the international mean used in
Powell and Whitten (1993). However, by also including
the international component in our regression models,
we are able to test whether voters benchmark. Powell
and Whitten could make no such judgment, which pos-
sibly explains why their improved results over previous
research were solely attributed to their other innova-
tion: clarity of governmental responsibility.

Principal Components. The use of the median as the
international benchmark makes two assumptions that
we now relax. First, the measure assumes that there is
a single global component that drives the correlation
in economic performance across countries. Second, the
measure assumes that all countries are equally affected
by this global component. Voters may have the capac-
ity to discern multiple global components that drive
international correlations in economic performance.
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For example, Asian economies may operate relatively
independently from those of the United States and its
major trading partners. Moreover, voters may have the
capacity to discern that certain countries are more or
less sensitive to these global components. Certain coun-
tries and regions are more integrated into the interna-
tional economy than others. The principal components
decomposition offers a means of empirically identify-
ing which countries’ and regions’ economies covary the
most.

More specifically, let Fac1t and Fac2t be the factors
that drive voters’ expectations for the economy. Voters
in country c form expectations that are linear in Fac1t
and Fac2t, but voters in different countries place dif-
ferent weights on these two factors. We denote these
weights by FacLoad1c and FacLoad2c. We assume that
economic growth (for example) is governed by

yc,t = FacLoad1c ∗ Fac1t + FacLoad2c ∗ Fac2t + εc,t,

(2)

where εc,t is an unexpected shock to the economy due
to incumbent performance. Assuming that εc,t is mean
zero, we can estimate this model by applying the prin-
cipal components decomposition to the matrix of eco-
nomic data. Global growth, the voters’ expectation for
growth, then becomes

yglobal
c,t = FacLoad1c ∗ Fac1t + FacLoad2c ∗ Fac2t.

(3)

The Appendix provides the full details, but a few
facts suffice to convey what the principal components
measure of the international economy captures. Two
dimensions capture 41% and 13% of the variance in
growth, respectively. Factor loadings identify the first
as countries’ integration into the international econ-
omy (factor 1) and the second as regional differences
between clusters in North America and Europe on one
hand and East Asia on the other. The global economic
component for each country accounts for its integra-
tion into the international and regional economies.
The local component of growth in a fully autarkic
state (with FacLoad1c = FacLoad2c = 0) would there-
fore be the same as non decomposed national growth.
This measure offers the advantage of capturing inter-
national and regional economic covariation with other
economies depending solely on their integration into
the world economy. Those countries at the core of the
world economy will covary more and hence contribute
more to the international benchmark.

Trade Weighting. It is also quite plausible that voters
compare their national economies to larger and more
proximate countries rather than to those that are more
integrated into the international and regional economy
(principal components) or to the international median.
Neighboring countries are more likely to share a com-
mon language, culture, and history. Size and proxim-
ity may also contribute to media coverage. It is more
likely that voters and the media know more about large

neighboring states than small distant ones. It is also
more likely that (sm)all countries compare themselves
to large countries than vice versa.

Rather helpfully, both proximity and size are key
elements of the common gravity model of international
trade and allow us to capture both effects through trade
weighting. The influence of each foreign country on the
international economic component is weighted by the
proportion of exports from a given country that are
sent to it. As such, countries that import more from a
given country—most often larger and more proximate
countries—figure more heavily in its international com-
ponent (benchmark). This is an imperfect measure but
one that captures complex relationships quite well.

Estimating this trade-weighted measure required
collecting economic data not only from the sample
countries—22 OECD countries for the aggregate anal-
ysis and 17 CSES (Comparative Study of Electocal
Systems) countries for the individual-level analysis—
but from their trading partners as well. To limit data
collection to a manageable size, we used only the top
five export markets for each country-year to construct
the trade-weighted international economic compo-
nent. Even with this constraint, the set of countries that
contributed data to the international component—in-
cluding all three international components—expanded
substantially.

Combined with the other two types of decomposi-
tion, we are now prepared to test for three distinct
and plausible types of benchmarking, each of which
varies the set of countries against which voters wit-
tingly or unwittingly compare their national economic
performance. We do this first with aggregate-level data
to maximize the number of country-year observations
and then at the individual level to control for attributes
of voters and parties and to investigate how bench-
marking comes about.

AGGREGATE-LEVEL EMPIRICS

Data and Method

We begin our analysis of economic voting with an
aggregate-level analysis. Our dataset covers 22 OECD
countries and 385 elections ranging from 1948 to the
present.9 It builds on a dataset used in Urquizu-Sancho
(2011), which included elections until 2004. We ex-
panded the dataset and filled in missing values us-
ing several sources, including Adams Carr’s Election
Archive, the Inter-Parliamentary Union, and various
government websites.

Our main dependent variable is the vote share of
the leader party, which we define as the party of the

9 The sample includes Australia, Austria, Belgium, Canada, Den-
mark, Finland, France, Germany, Greece, Iceland, Ireland, Israel,
Italy, Japan, Luxembourg, Netherlands, New Zealand, Norway, Por-
tugal, Spain, Sweden, and the United Kingdom. We did not include
Switzerland in the analysis because of the presence of a very large
semi-permanent coalition. We excluded the United States because it
does not fit well with our assumption that incumbent governments
are not responsible for global economic shocks.
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FIGURE 1. Scatterplot of Economic Conditions and Vote for the Leader Party
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prime minister for parliamentary democracies and the
party of the president in presidential democracies. To
construct this variable, for each election, we considered
the prime minister corresponding to the most recent
noncaretaker government before the election. A small
number of missing values were generated because of
nonpartisan prime ministers. One consistent finding in
the literature on cross-national economic voting has
been that not all governing parties share the same
electoral fate. Researchers have found that voters may
focus more on the party of the prime minister than
on the other parties (Stevenson, 1997) and that mi-
nor coalition members can sometimes even increase
their vote share when that of the larger members de-
cline (Duch and Stevenson 2008). This motivates our
use of the leader party’s vote share as the dependent
variable.

Our main independent variables are growth in real
GDP, unemployment rate, and versions of these vari-
ables decomposed into local and global components.
For each country in our dataset, we collected eco-
nomic data even for years for which we did not ob-
serve elections. Collecting these data was necessary
for constructing the benchmark levels of growth and
unemployment. We also collected economic data for
countries not in our dataset. This was necessary for
forming the trade decomposition, which is based on
the (weighted) growth and unemployment of each

country’s trading partners. Growth is measured rela-
tive to the prior year, and unemployment is measured
as the mean harmonized quarterly unemployment rate
in the election quarter and the previous three quar-
ters. Both the growth and unemployment data were
obtained from the OECD, which provides data for
OECD countries as well as some non-OECD coun-
tries. In cases where the OECD did not provide the
data, we turned to the International Monetary Fund’s
International Financial Statistics database.

Aggregate-level Results

If voters sanction incumbents for poor economic per-
formance, regardless of whether this poor performance
is of local or international origin, then global recessions
should lead to massive electoral turnover, as incum-
bents are punished for events beyond their control.
Incumbents should be punished regardless of whether
their economies performed “less abysmally” than oth-
ers. As we discussed in the introduction, the electoral
consequences of the great recession contradict this ex-
pectation. Yet what occurs in other periods? Do eco-
nomic outcomes relative to those abroad matter for
the electoral success of incumbents, or do voters re-
spond to economic outcomes regardless of source? In
Figure 1, we report simple bivariate scatterplots with
vote for the leader party on the y-axis and the local
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TABLE 1. Aggregate-level Results for Benchmarking in the Economic Vote

Decomposition Method

(1) (2) (3) (4)
Median PC Trade

Independent Variables
Constant 34.095 37.446 35.069 32.764

(1.699)∗∗∗ (3.944)∗∗∗ (1.997)∗∗∗ (4.372)∗∗∗

Growth 0.604
(0.267)∗

Local growth 0.818 1.261 0.820
(0.331)∗ (0.352)∗∗∗ (0.404)∗

Global growth 0.098 −0.044 0.904
(0.485) (0.364) (0.614)

Unemployment −0.248
(0.206)

Local unemployment −0.210 −0.335 0.027
(0.210) (0.229) (0.211)

Global unemployment −0.590 −0.130 −0.277
(0.523) (0.264) (0.541)

p-Value from Wald Test
Local growth = global growth 0.233 0.006∗∗ 0.905
Local unem. = global unem. 0.471 0.422 0.576

Number of elections 213 213 213 146
Number of countries 22 22 22 22
R 2 0.029 0.035 0.061 0.034

Notes: Heteroskedasticity robust standard errors in parentheses. All results are restricted to OECD
countries. We obtained nearly identical results when standard errors were clustered by country.
∗5.0% significance level; ∗∗1.0% significance level; ∗∗∗0.1% significance level.

and global components of growth and unemployment
on the four x-axes.10

The figure demonstrates that high levels of local
growth and low levels of local unemployment are as-
sociated with high vote shares for the leader party,
whereas global growth and global unemployment have
little effect on the vote share of the leader party. Consis-
tent with the example of the recession of 2008–9 that
we provided in the introduction, incumbents are not
uniformly punished during global downturns (i.e., pe-
riods of low global growth and high global unemploy-
ment), but are punished for poor performance relative
to international economic conditions. Moreover, this
relationship emerges in even the most simple models.

Table 1 adds more variables and explores this rela-
tionship further. Column (1) employs nondecomposed
growth and unemployment as independent variables
to replicate a common economic voting model without
benchmarking. The results, in line with expectations
from the literature, indicate that growth increases and
unemployment decreases the vote share of the leader’s
party, although the coefficient for unemployment is not

10 We report results using the principal components decomposition
here, but the other decompositions lead to similar results. We note
that in each of the four panels (and throughout the article unless
otherwise indicated), we used all available data, so the samples for
each of the panels differ slightly due to missing economic data.

statistically significant. Substantively, a 1% increase in
growth leads to a 0.604% increase in the leader party’s
vote share, and 1% increase in unemployment corre-
sponds to a 0.248% decrease in the leader party’s vote
share.

Columns (2) to (4) investigate our benchmarking
hypothesis. We depart from the conventional specifica-
tion in column (1) and decompose growth and unem-
ployment into local and global components. Although
our favored model of economic voting would have
voters responding only to local growth and local un-
employment, we include both local and global compo-
nents to allow us to test several of hypotheses of inter-
est. Consider first economic growth. If voters focus only
on total growth (that is, they do not benchmark across
borders), we would expect the coefficients of local and
global growth to be equal. If voters fully benchmark,
we would expect the coefficient on local growth to be
positive and the coefficient on global growth to be
zero. In this case, voters would be responding not to
growth, but the extent to which growth in their coun-
try outperformed or underperformed the international
benchmark. If voters partially benchmark, or if some
voters benchmark and others do not, we would expect
the coefficient on local growth to be greater than the
coefficient on global growth. Finally, if voters do not
consider growth in voting decisions, then we would
expect the coefficients on both local and global growth
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to be zero. Similar expectations would exist for the
coefficients on local and global unemployment, except
that the signs of the coefficients would be reversed.

The results in all three models (2 to 4) indicate that
voters, in fact, benchmark on economic growth. For
all three decomposition methods, we find that local
growth has a positive and statistically significant ef-
fect, whereas global growth has a statistically insignifi-
cant effect.11 This strongly suggests that voters respond
to their country’s deviation from various measures of
average international performance, but not to the in-
ternational benchmark itself. Thus, our results are con-
sistent with benchmarking and are clearly inconsis-
tent with no benchmarking. The global component of
growth is, in fact, statistically indistinguishable from
zero.

In the same table, we report the results of a Wald
test for the joint hypothesis that the coefficients on
local growth and global growth are equal. In the case
of the principal components decomposition, we can
reject this null hypothesis at the 1% level. This demon-
strates that the different estimated coefficients on lo-
cal growth and global growth are highly unlikely to
have emerged by chance. Voters indeed benchmark on
economic growth. Similar Wald tests on the local and
global components of unemployment, however, show
that they are statistically indistinguishable from each
other, suggesting that voters do not seem to benchmark
on unemployment. This outcome is consistent with the
argument by Palmer and Whitten (1999, 627) that the
unemployment rate does not lend itself to comparison
but rather there is only a bloc of potential voters who
are dissatisfied with the macroeconomic policies and
performance of the government. A higher or lower
domestic unemployment rate simply changes the size
of this bloc regardless of what happens abroad.12

Returning to our growth results, it is interesting that
the benchmarking evidence is strongest for the princi-
pal components decompositions, because this suggests
how cross-national comparisons are formed. Although
the results for the local growth measure based on the
median and trade decompositions in models (2) and (4)
are also both statistically and substantively significant,
the principal components decomposition yields clearly
stronger results that seem to better capture voter be-
havior. Voters or the media that provide information to
voters seem to compare national performance not pri-
marily to the performance of large and proximate coun-
tries (trade decomposition) or to that of all countries
(median decomposition), but to a set of the most eco-
nomically integrated states, both internationally and
regionally (principal components decomposition).13

11 Careful readers might be inclined to attribute this result to lower
variation in the global component. We acknowledge this, but point
out that the local component is similarly handicapped by greater
error in measurement.
12 Unemployment does show occasional signs of benchmarking in
some later models, but the benchmarking results for unemployment
on balance are mixed at best.
13 The relative underperformance of the trade decomposition re-
calls a result from another area of research on cross-border influ-

Model Fit

The results in columns (2), (3), and (4) in Table 1
are fairly consistent across the three benchmarking
models, but we have somewhat stronger evidence of
benchmarking in the case of the principal components
decomposition. For this reason, we then wanted to
determine which of the models fits the data best. We
compared various models based on the adjusted R2,
the Bayesian Information Criterion (BIC), and the
Akaike Information Criterion (AIC). Because of miss-
ing data for the trade decomposition, the sample sizes
for the three decompositions methods differed, so we
performed the model comparison on a common sample
for which all three benchmarks are observed. Because
the ranking according to the three measures was iden-
tical, we only report the BIC for the various models in
Table 2. The single best fitting model (lowest BIC)
includes local growth and local unemployment, and
it uses the principal components decomposition. For
any subset of variables included, the principal com-
ponents decomposition performs the best. Moreover,
moving from the baseline model with growth and un-
employment to the model with only local growth and
unemployment, decomposed using the principal com-
ponents decomposition, the R2 more than doubles and
the adjusted R2 almost quadruples. We take these re-
sults as evidence that voters benchmark on growth and
that the principal components decomposition provides
the best representation of this benchmarking. Sub-
stantively, this suggests that voters compare national
performance to that in a set of countries that are most
economically integrated, both internationally and re-
gionally. We stop short of claiming that voters bench-
mark on unemployment, because although the bench-
marked model for unemployment provides a slightly
better fit, as measured using the BIC, R2, or adjusted
R2, we did not find a statistically significant effect from
unemployment and we earlier failed to reject the null
hypothesis that the coefficients on local and global un-
employment were equal.

Returning to the results in Table 1, the difference
in the effect sizes between column (1) and column
(3) (our preferred benchmarking model) is worth not-
ing. According to model (1), a 1% increase in growth
is associated with a 0.604% increase in the leader
party’s vote share. According to model (3), a 1% in-
crease in local growth is associated with a 1.261% in-
crease in the leader party’s vote share. The estimated
effect size therefore more than doubles when mov-
ing from the conventional model to the benchmarked
model.

ence on mass behavior in which proximity matters less than promi-
nence. Scholars studying the spread of international democratization
have found that the world-level correlation between democracy and
growth most influences democratization (Drake 1998; Whitehead
1996). Voters in democracies, like citizens in states yet to democra-
tize, compare national outcomes to international outcomes, not just
to those in nearby states.
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TABLE 2. Comparison of Model Fit

Model Decomposition Method BIC

Growth, unem. 1108.9
Local growth, global growth, local unem. global unem. Median 1115.9
Local growth, global growth, local unem. global unem. PC 1111.5
Local growth, global growth, local unem. global unem. Trade 1118.4
Local growth, unem. Median 1106.0
Local growth, unem. PC 1102.8
Local growth, unem. Trade 1111.4
Local growth, local unem. Median 1105.9
Local growth, local unem. PC 1101.9
Local growth, local unem. Trade 1111.4

Number of elections 146
Number of countries 22

Notes: Bayesian Information Criterion computed for different models on the sample sample. The best
fitting model BIC, which includes local growth and local unemployment and relies on the principal
components decomposition, is highlighted in bold.

Robustness

Because the models we estimated were fairly sparse
specifications, we added several variables to the speci-
fication to see if the results are robust. First, we added
controls for the size of the incumbent governing coali-
tion, the effective number of parties, the population of
the country, and a time trend. In countries with larger
governing coalitions, we expect to see a smaller lead-
party vote. Similarly, in countries with many (effective)
parties, we also expect to see a smaller vote for the
leader’s party. We included the population of a country
because we expect that larger countries will pose a
greater challenge for opposition parties and will there-
fore see higher incumbent voting. Finally, we allowed
for a time trend. We present these results in columns
(1), (2), and (3) of Table 3. In columns (4), (5), and
(6), we add vote share in the previous election to the
specification. In columns (7), (8), and (9), we add coun-
try fixed effects to the specification. Our main results
are not altered—we find strong evidence for bench-
marking. Local growth is statistically significant for all
three measures, whereas global growth is not statis-
tically significant. The coefficients on local growth are
uniformly larger than the coefficients on global growth.
More robustness tests are available in the supplemental
Online Appendix.

Stability

As encouraging as our initial results appear, the litera-
ture on the economic vote is replete with studies that
find relationships that cannot be replicated in other
time periods, samples, or model specifications. Hark-
ing back to Paldam (1991), this is often referred to
as the “stability” problem. We have already addressed
the question of robustness to specification by showing
that the effect of local growth and local unemployment
materializes in even the simplest bivariate regressions
(Figure 1) and in various specifications (Table 2). We

now address the question of robustness over time and
across (sub)samples.

To test the stability of the coefficient estimates over
time, we regressed the share of the vote going to
the executive’s party on both benchmarked and non-
benchmarked growth, controlling for unemployment
in all models, in every 10-year window that hosts
50 or more elections. In practice, this captures every
decade window between 1980 and 2010. To strengthen
the comparison, we employed non-benchmarked un-
employment as a control in all models so that the
only item that varies in the specifications is the in-
clusion of benchmarked or non-benchmarked growth.
Figure 2 plots the coefficients on benchmarked (dotted
line) and non-benchmarked (solid line) growth over 20
10-year periods as the decade window shifts from 1980–
90 to 2000–10. Benchmarked growth, the local compo-
nent from the principal components decomposition,
remains uniformly stronger than non-benchmarked
growth in every 10-year time period between 1980 and
2010.14 Moreover, benchmarked growth, in contrast to
non-benchmarked growth, never loses statistical signif-
icance.

Yet what about robustness to different
(sub)samples? One other dispute in the research
on comparative economic voting concerns the
importance of institutional and political context.
As mentioned earlier, Powell and Whitten (1993)
initially solved the instability puzzle by showing that
clarity of governmental responsibility for economic
outcomes mattered. Although evidence of electoral
accountability for the economy may not emerge
where responsibility for policy making is not clearly
linked to a specific party—for example, in minority

14 The local growth component from the median decomposition fares
similarly. Median decomposed local growth reports a stronger effect
than nondecomposed growth in every 10-year period after 1983–
93. The trade-weighted decomposition is less dominant, however,
sometimes exceeding and sometimes below the coefficient on non-
benchmarked growth.
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TABLE 3. Robustness Checks for Aggregate-level Models

Decomposition Method

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Median PC Trade Median PC Trade Median PC Trade

Independent Variables
Constant −58.121 −16.506 −103.333 −41.248 −2.785 67.410 99.894 85.467 263.362

(116.797) (111.445) (206.511) (91.804) (84.454) (131.191) (110.751) (119.667) (211.081)
Vote (previous election) 0.775 0.765 0.728 0.770 0.756 0.805

(0.077)∗∗∗ (0.077)∗∗∗ (0.096)∗∗∗ (0.074)∗∗∗ (0.084)∗∗∗ (0.116)∗∗∗

Local growth 0.538 0.612 0.683 0.474 0.529 0.687 0.582 0.636 0.756
(0.218)∗ (0.234)∗∗ (0.284)∗ (0.190)∗ (0.216)∗ (0.230)∗∗ (0.226)∗ (0.323)∗ (0.297)∗

Global growth 0.097 0.050 0.450 0.005 0.145 0.343 0.225 0.362 0.731
(0.559) (0.375) (0.597) (0.447) (0.312) (0.494) (0.424) (0.283) (0.421)+

Local unem. −0.148 −0.041 −0.065 −0.241 −0.252 −0.181 0.002 0.186 −0.158
(0.161) (0.187) (0.158) (0.133)+ (0.169) (0.139) (0.203) (0.278) (0.273)

Global unen. −0.468 −0.328 −0.221 −0.680 −0.327 −0.357 −0.625 −0.480 −0.504
(0.430) (0.216) (0.429) (0.334)∗ (0.178)+ (0.380) (0.371) (0.320) (0.665)

Coalition size −3.231 −3.333 −3.645 −1.357 −1.506 −1.749 −1.488 −1.398 −1.511
(0.721)∗∗∗ (0.714)∗∗∗ (0.906)∗∗∗ (0.600)∗ (0.594)∗ (0.710)∗ (0.539)∗ (0.611)∗ (0.604)∗

Eff. num. of parties −2.730 −2.774 −2.054 0.418 0.453 0.580 2.353 2.417 3.491
(0.609)∗∗∗ (0.599)∗∗∗ (0.676)∗∗ (0.562) (0.548) (0.690) (0.882)∗ (0.875)∗ (1.029)∗∗

Population 0.043 0.039 0.050 0.020 0.018 0.028 0.240 0.213 0.624
(0.016)∗∗ (0.015)∗ (0.021)∗ (0.014) (0.014) (0.022) (0.130)+ (0.129)+ (0.595)

Year 0.056 0.035 0.076 0.026 0.006 −0.029 −0.053 −0.045 −0.143
(0.059) (0.056) (0.103) (0.047) (0.043) (0.066) (0.058) (0.062) (0.111)

Country Fixed Effects X X X
Number of elections 189 189 131 189 189 131 189 189 131
Number of countries 21 21 21 21 21 21 21 21 21
R 2 0.508 0.516 0.481 0.710 0.709 0.671 0.753 0.754 0.743

Notes: Heteroskedasticity robust standard errors in parentheses.
∗5% significance level; ∗∗1% significance level; ∗∗∗0.1% significance; + 10% significance.
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FIGURE 2. The Magnitude of the Benchmarked and Non-benchmarked Economic Vote over Time
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Notes: The solid line plots the coefficient on nondecomposed growth in a 10-year moving window where the dependent variable is the
vote share for the incumbent leader’s party. The dotted line plots the coefficients on the local component of growth (i.e., benchmarked
growth) derived from the principal components decomposition. All models control for nondecomposed unemployment.

or coalition governments in which multiple parties
influence outcomes—voters should hold incumbents
accountable where clarity of responsibility is high.
This literature offers us an obvious set of subsamples
on which to check the robustness of our estimates.

We separated our sample into three levels of clar-
ity of responsibility. Numerous clarity measures have
emerged since 1993, however, which complicated our
choice. We chose to construct a simple measure that
focuses on the institutional determinants of clarity in
the order of importance given by Powell (2000, chap-
ter 3). Consequently, we sorted all observations into
one of three categories in increasing levels of institu-
tional clarity of responsibility: minority governments
(whether single or multiparty), coalition governments,
and single-party majority governments.

Table 4 presents our results and, like Figure 2, uses
nondecomposed unemployment as a control in all mod-
els to enable clearer comparison of benchmarked and
non-benchmarked growth. The coefficient on (non-
benchmarked) growth varies dramatically across cat-
egories, showing its strongest effect, contrary to the-
ory, for minority governments. Local (benchmarked)
growth, in contrast, demonstrates a strong and notably
stable effect across all three clarity subsamples. Indeed,
the coefficient on local growth varies very little across
types of government. This finding suggests consider-
able stability in the effect of benchmarked growth.
The contrast with the expectations for the conditioning
effect of government type is interesting, but perhaps
not surprising. Recall that our dependent variable is
the vote share going to the executive’s party, not the
whole government. The results therefore suggest that
voters can identify the prime minister’s party quite well

regardless of government type and hold it responsible
for national economic performance relative to an in-
ternational benchmark.

In summary, when paired with the stability-over-time
results in Figure 2, we find that benchmarked growth
is generally a better predictor of the vote than non-
benchmarked growth, regardless of the time period or
the institutional context. In the government type sub-
samples, benchmarked growth also proves much more
stable than non-benchmarked growth.15

INDIVIDUAL-LEVEL EMPIRICS

Our analysis until now has relied on aggregate-level
data. Modeling individual level voting behavior with
aggregate-level data is not ideal, but is necessary to
capture a large number of elections. The aggregate-
level data, however, raise several challenges. Not only
do they pose the usual ecological inference problems
but they also offer little opportunity for us to investi-
gate precisely how benchmarking comes about.

The Comparative Study of Electoral Systems
(CSES) project, to our great fortune, has been steadily
expanding its individual-level coverage of elections,
which we employ here to investigate benchmarking at

15 A recent book by Dalton and Anderson (2011) raises questions
about the importance of institutional context. It concludes that in-
dividual and party characteristics matter much more than institu-
tional features in structuring electoral accountability for economic
outcomes. Similarly weak or theoretically inconsistent results have
recently been found by Samuels and Hellwig (2010) and others.
Might Powell and Whitten’s use of a de facto benchmarked mea-
sure of economic growth partly explain their success in finding more
consistently significant results?
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TABLE 4. Non-benchmarked and Benchmarked Growth across Government Types

Government Type

Non-benchmarked Benchmarked

(1) (2) (3) (4) (5) (6)
Single-Party Single-Party

Minority Coalition Majority Minority Coalition Majority

Independent Variables
Constant 31.199 34.626 42.588 35.371 34.064 42.554

(2.972)∗∗∗ (3.653)∗∗∗ (1.985)∗∗∗ (2.697)∗∗∗ (2.827)∗∗∗ (1.519)∗∗∗

Growth 1.216 0.146 0.287
(0.583)∗∗ (0.522) (0.314)

Local growth 0.991 1.097 1.104
(0.568)∗ (0.591)∗ (0.370)∗∗∗

Unemployment −0.155 −0.731 −0.437 −0.244 −0.616 −0.365
(0.365) (0.369)∗∗ (0.232)∗ (0.386) (0.373)∗ (0.224)

Number of elections 66 81 46 66 81 46
Number of countries 15 17 10 15 17 10
R 2 0.067 0.056 0.115 0.038 0.086 0.184

Notes: Robust standard errors in parentheses. All results are restricted to OECD countries.
∗10% significance; ∗∗5% significance; ∗∗∗1% significance.

the individual level and to explore the means by which
it occurs. Our individual-level model has several advan-
tages over our aggregate-level model. The aggregate-
level analysis treats vote choice in a multiparty system
as a binary choice, where voters either select the leader
party or the opposition. It is in principle possible to use
party-level election results in an aggregate analysis,16

but existing approaches are not well suited to handle
data that pool elections with different party systems,
as is the case in our data. Because we have individual
level data and because we can directly model a voter’s
utility for voting for an individual party (as opposed to
agglomerating all opposition parties into a single op-
tion), we can include covariates built on party charac-
teristics and interactions between individual and party
characteristics. In addition, the fact that we can model
parties individually means that we can account for the
fact that voters are less likely to select the incumbent
party when many alternatives exist and when many of
those alternatives have attractive attributes.

Data

Our approach follows recent work by Duch and
Stevenson (2008) and by van der Brug, van der Eijk,
and Franklin (2007) in that we pool multiple individual-
level surveys. We follow van der Brug, van der Eijk, and
Franklin (2007) more closely in that we study the effect
of the real economy, rather than economic perceptions,
on the vote shares of leader parties. Unlike economic
perceptions, national economic conditions are constant
across a single election, so to study the effect of national

16 See, for example, Katz and King (1999) and Tomz, Tucker, and
Wittenberg (2002).

economic conditions using individual level data, we
must pool across multiple elections.17

To take full advantage of individual-level data, it is
necessary that the multiple surveys we pool contain
common survey items. In our analysis, we employ the
first two modules of the CSES. The first and second
modules amalgamate 39 and 40 election studies, re-
spectively, with one of these studies being common
to both modules. Combined, we observe individual-
level results for 78 elections across 43 countries. We
focus on developed states with a stable party system,
omitting Switzerland and the United States for the rea-
sons previously discussed. The remaining 18 countries
offer 34 election studies that form our individual-level
sample.18 In each module there was a comparable bat-
tery of survey items present among each of the election
surveys, and the project collected additional data on
the electoral institutions and political parties in each
of the studied elections. Because many of the survey
items and coded items were common across the two
modules, we were able to merge the two modules into
one dataset. In a few cases, items were not available
in the CSES dataset, but were available in the original
country surveys. We were able to fill in missing survey
items by obtaining the original election studies from
the project websites.

17 In constrast, we could study the effect of regional economic con-
ditions using a single election, as Tucker (2006) does.
18 Australia 1996, 2004; Belgium (Flanders) 1999; Belgium (Wallo-
nia) 1999; Belgium (combined) 2003; Canada 1997, 2004; Denmark
1998, 2001; Finland 2003; France 2002; Germany 1998, 2002; Great
Britain 1997, 2005; Ireland 2002; Iceland 1999, 2003; Italy 2006; Japan
1996, 2004; Netherlands 1998, 2002; Norway 1997, 2001; New Zealand
1996, 2002; Portugal 2002, 2005; Spain 1996, 2000, 2004; Sweden 1998,
2002.

673

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/S

00
03

05
54

12
00

02
75

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/S0003055412000275


Benchmarking across Borders August 2012

The dependent variable in the analysis is the re-
ported vote of the respondent. The CSES provided us
with the respondents’ vote for the president, the lower
house, and the upper house, when they were available
in the country surveys. In countries with mixed elec-
toral systems, it was possible for individuals to cast
both a proportional representation (PR) ballot and a
single-member district (SMD) ballot, and both of these
ballots were potentially available in the CSES. Creating
the dependent variable therefore demanded several
coding decisions. We relied on the following rule:

1. If a directly elected president or prime minister was
on the ballot, we considered him or her to be the
leader.

2. If two chambers were on the legislative ballot, we
used the lower house.

3. If two tiers were on the ballot for the legislature, we
selected the the PR tier over the SMD tier, unless
more than half of the allocation of seats to parties
depended on the SMD tier.

Our choice to use the vote for the president, when
available, was based on the expectation that economic
voting would be most relevant for the most visible of-
fice in the political system. In the case of presidential
and semi-presidential systems, the most visible office
was likely to be the president. Our choice of the PR
vote over the SMD vote for mixed-party systems was
based on our expectation that voters would view par-
ties rather than individual legislators as responsible for
economic conditions in those countries where the pres-
ident is not directly elected. Note that under this rule a
mixed-member proportional system such as Germany
or New Zealand would be coded with the PR ballot
because that ballot governs the allocation of seats to
parties in such a system, despite the fact that the SMD
ballot often selects which individuals fill these seats.
Our choice to use the lower house in favor of the upper
house was based on a prevailing pattern in most coun-
tries in which the lower house is more powerful than
the upper house.19 Because of the prevalence of par-
liamentary systems among the countries in our study
and the general availability of the lower house vote, the
dependent variable was most often constructed based
on the vote for the lower house.

To study economic benchmarking, we once again
had to collect economic data. Because we had a much
shorter time series, we wanted to ensure that we had
sufficient variation in the economic variables. This was
particularly a concern when measuring global growth
and global unemployment using the median. In this
case, global growth and global unemployment take on
the same value for all countries in a given time pe-
riod. Had we used yearly economic data, we would
have had only 12 distinct values for global growth and
global unemployment. For this reason, we relied on
quarterly economic data. We calculated GDP growth
as the percentage change in GDP between the quarter

19 There are, of course, some exceptions to this rule.

of the election and the same quarter in the previous
year. Similarly, unemployment is the mean unemploy-
ment in the election quarter and the three preceding
quarters. In our aggregate-level analysis, we did not use
quarterly data because this information was available
only for more recent time periods. Because using the
CSES already constrained us to the more recent time
period, using quarterly data here was more appropriate
and allowed us to increase the number of independent
observations while simultaneously reducing measure-
ment error.

As before, we used the OECD as our main source for
the economic variables. Our economic variables were
taken mostly from the OECD Quarterly National Ac-
counts and supplemented with data from the OECD’s
Main Economic Indicators, the IMF’s International Fi-
nancial Statistics series, the Penn World Tables, and,
where necessary, national sources. In a small propor-
tion of cases we imputed quarterly data from annual
data by assuming a constant rate of growth over the
year.20 This was done mostly to support the principal
components analysis used as one of three methods for
decomposing the global and local components of the
economic variables.

The CSES provided us with additional character-
istics for the respondents and the parties. Charac-
teristics of the parties were coded by the principal
investigators (PIs) of the participating election stud-
ies. Expert placements of major political parties (re-
ported by the PIs themselves) were reported on a
0 through 10 ideological scale. These placements,
in conjunction with the respondent self-placements,
enabled the construction of a measure of pol-
icy distance between each respondent and each
party.21 We constructed the policy distance as Distnj =
|PartyIdeologyj − ResponmdentIdeologyn|.22 The CSES
provided various other characteristics for the parties.
The two that we found most useful were the ideolog-
ical family of the party and the year that the party
was founded. The ideological family variable included
codes for the following party families: ecology, socialist,
social democratic, left liberal, right liberal, Christian
democratic, conservative, national, and regional. The
remaining parties and the outside option became the
excluded category. The ideological family of the party
allowed us to separate mainstream parties from niche
parties (Meguid 2008), and the year founded allowed
us to separate established parties from newly founded
parties. We view both variables as potentially captur-
ing quality differences between the parties that would
otherwise be unmeasured. In addition, interactions

20 r = lnA−lnP
t .

21 In addition, the CSES reported placements by the individual
respondents. We preferred to use the expert placements to mea-
sure policy distance because expert placements are not vulnerable
to projection effects by the respondents. We used the respondent
placements to validate the expert placements and found that mean
respondent placements and expert placements were highly corre-
lated.
22 Although quadratic distance has often been used in the literature,
Grynaviski and Corrigan (2006) report that the best fit for policy
distance is provided by a linear distance measure.
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between these variables and individual-level charac-
teristics may uncover important demographic effects
in the patterns of support for certain types of parties.

In addition to the party-level information, the CSES
provided us with individual-level characteristics. We fo-
cused on the set of individual-level variables that could
be most readily compared across countries. These vari-
ables included gender, age, and education. The coding
of gender and age is self-explanatory. Education was
coded in eight categories that we treated as an inter-
val scale to avoid introducing a very large number of
dummy variables. The CSES provided us with respon-
dent self-placements on a 0 to 10 ideological scale.

Method

We analyzed our individual level data using a condi-
tional logit model (McFadden 1974) grouped by indi-
vidual. In election study s, our dependent variable takes
on the values, 0, 1, 2, . . . , Js. Here, 1 though Js denote
the modeled parties, and 0 denotes voting for one of
the unmodeled parties.23 The parties that we included
in the analysis as choices were those for which we ob-
served estimates of the parties’ placements. These, in
turn, corresponded to the parties judged by the PIs for
each election study to be “important” and generally in-
cluded incumbent parties, parties that were expected to
receive large vote shares, and new parties affiliated with
a major political figure. The remaining parties were
grouped together as option 0. Note that the choice set
(i.e., the parties that the voters are able to vote for plus
the outside option) varies across elections and that the
size of the choice set (i.e. the number of “important”
parties) differs across election studies. We note that
this is consistent with McFadden’s description of the
conditional logit model and that standard statistical
software accommodates this feature.24

To develop the conditional logit model, we assume
that the utility individual n receives from voting for
option j is given by

unj = β′xnj + εnj , (4)

where εnj are distributed i.i.d. extreme value. The de-
pendent variables here, xnj , are allowed to vary over
both individuals and choices. In fact, only variables
that vary over choices can meaningfully enter into the
utility function. A demographic characteristic, such as
age, cannot be included as a covariate because it will
equally shift the utilities of all choices and therefore
will not affect the choice of the individual.

23 This would correspond to the “outside option” or “outside good”
in economic applications.
24 We mention this point explicitly because van der Brug, van der
Eijk, and Franklin (2007) state otherwise—they argue against using a
conditional logit model because they claim that the conditional logit
model does not allow for a varying choice set. A more restrictive
definition of the conditional logit model has occasionally been used
since McFadden’s (1974) work, and the limitation described by van
der Brug, van der Eijk, and Franklin (2007) only applies to this more
restrictive definition.

Based on the conditional logit framework, we can
determine that

Pr(yn = j |xn1, . . . , xnJs ) = eβ′xnj

∑Js
k=0 eβ′xnk

(5)

for j ∈ (0, 1, . . . , Js). In our framework, we can include
several different types of variables for xnj . The eco-
nomic variables can enter into the utilities after they
are interacted with the lead party dummy. We can con-
trol for policy distance between the individual and the
party, and we can include dummies for the party fam-
ily. Additionally, we can interact various demographics
such as gender, age, and education with the lead party
dummy and the party family dummies to account for
the fact that demographic groups may differ in their
relative preference for incumbent parties and their rel-
ative preferences for the attributes captured by the
party family dummies.

Our approach in this section has several advan-
tages over employing aggregate data. First, it more
closely approximates the behavioral mechanism that
the voters use—the voters will compare the attributes
of the various parties and select the party that re-
ceives the highest evaluation. Second, by considering
an individual-level model, we are able to control for
a host of factors that we cannot control for in the
aggregate-level analysis. We can control for policy dis-
tance between the voter and both incumbent and non-
incumbent parties. We can also control for the number
of competing parties and the characteristics of compet-
ing parties (for example, we can take into account the
fact that a newly formed religious party will probably
be less of a threat to other parties than an established
Christian Democratic party).

It is instructive to compare our approach to the ap-
proaches of Duch and Stevenson (2008) and van der
Brug, van der Eijk, and Franklin (2007). Duch and
Stevenson (2008) apply both one-step and two-step
estimators. In their one-step estimation approach, the
dependent variable is binary, taking on a value of 1 if
the voter votes for an incumbent party and 0 otherwise.
Their analysis groups together various non-incumbent
parties into a single alternative (a “0” vote in this case).
A limitation of their approach is that it does not fully
take advantage of the ability to control for the degree of
competition using individual level data. In our analysis,
we can control for the number of competing parties (a
voter with more non-incumbent choices is less likely to
vote for the incumbent party) and the characteristics
of competing parties (a voter with more attractive non-
incumbent choices, is less likely to vote for the incum-
bent party). Duch and Stevenson (2008) also employ
a two-step estimation approach where the dependent
variable is not binary. They estimate a multinomial logit
model separately for each election and then regress
the estimated economic voting coefficients on election
study and party-level controls in a second stage. This
approach allows them to include party-level character-
istics in their analysis, but their two-step approach can
only be used when economic voting is measured using
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economic perceptions—because economic conditions
do not vary within a single election, the first step of their
two-step procedure could not be estimated if economic
conditions were substituted for economic perceptions.

Van der Brug, van der Eijk, and Franklin (2007)
claim that the conditional logit is unsatisfactory for
their purposes because the set of choices available
to the voters in various elections varies across coun-
tries and across time. For this reason, they instead use
thermometer scores for the parties as their dependent
variable and apply a linear model. Although their ap-
proach is appropriate, their dismissal of the conditional
logit model is based on a more restrictive definition of
the conditional logit model than McFadden (1974) de-
veloped, and as we argued earlier, standard statistical
packages (e.g., Stata and R) accommodate the less re-
strictive model.25 Our approach offers two advantages.
First, individuals may not report their utility levels on
the same scales. This fact can be dealt with,26 but by
employing the conditional logit model, we avoid need-
ing to deal with it. Second, it is not easy (though still
possible) to generate substantive effects when the util-
ity level is the dependent variable. In our framework, it
is easier (though still not easy) to generate substantive
effects as reported in the bottom section of Table 5.

Results

In Table 5, we report the results of the individual-level
analysis. Throughout this section, the standard errors
we report are clustered by election study, which ac-
counts for the possibility that the error terms are corre-
lated across individuals in the same election study. Such
correlation is likely to be present if there are candidate
attributes, unobserved to us, that the voters consider in
their voting decisions. The conditional logit estimates
remain consistent if such correlation is present, but
the standard errors need to be corrected in some way.
Clustering provides one such correction method.27

We begin with a rather simple specification, con-
trolling for incumbency status and policy distance, but
omitting the remaining control variables. Column (1)
first confirms the expected effect of nondecomposed
real GDP growth and unemployment on vote choice.
Both variables must be interacted with the leader party

25 We were originally under the same misconception as van der Brug,
van der Eijk, and Franklin (2007). A degree of confusion has arisen
because both Stata and R use the same command for estimating the
conditional logit model and the conditional fixed-effects logit model.
Despite the similar names, these are different statistical models, but
the likelihood function for the conditional logit is equivalent to the
likelihood function for the conditional fixed-effect logit in the special
case when exactly one success is observed in each group. The clogit
routine can thus be used to estimate both models in both Stata and
R. We thank Thomas Gschwendt for informing us of these facts.
26 Van der Brug, van der Eijk, and Franklin deal with this problem by
allowing for demographic differences in the baseline level of utility
assigned by an individual.
27 An alternative approach for dealing with this correlation is to
allow for a election-study-level random effect. This approach is em-
ployed by Duch and Stevenson (2008) in a binomial logit framework
and Elff (2009) in a multinomial logit framework.

dummy variable to account for the fact that economic
performance alters the voters’ relative assessments of
incumbent parties. No non-interacted economic vari-
ables are included because economic conditions do not
vary over party. Including variables that vary only over
the individual only affects the scale of utilities, and
observed choices are invariant to the scale of utilities.

As expected, growth shows a positive effect and
unemployment a negative effect, though only growth
is statistically significant. Also, as expected, the ide-
ological distance between voters and parties proves
strongly negative and statistically significant. Voters
unsurprisingly are less likely to vote for parties with
ideological positions far away from their own. The
coefficient on leader party can be interpreted as the
advantage of incumbency, when growth and unem-
ployment are held at zero. Because these values for
growth and unemployment are not especially rele-
vant, we instead report the incumbency advantage
when growth and unemployment are held at their
mean values. The mean values for growth and un-
employment in our sample are 3.467% and 7.005%,
respectively, so we can calculate the incumbency ad-
vantage as 0.671 + 0.101∗3.467 − 0.008∗7.005 = 0.965.
This means that incumbency status during average eco-
nomic conditions is worth approximately as much (in
utility scale) as two units of policy distance (because
0.965 is about two times as large as 0.498). One unit
of policy distance is worth about as much as 5% eco-
nomic growth because 0.498 is about five times as large
as 0.101. These results demonstrate the magnitude of
these effects on voter utility. Later we consider sub-
stantive effect sizes.

The remainder of Table 5 focuses on benchmarking.
Columns (2) through (4) model party utility as a func-
tion of the local and global components of growth and
unemployment. All three benchmarking models show
a considerably stronger effect for the local component
of growth than for the global component. This sug-
gests that voters benchmark on growth, voting more
often for the leader’s party when national conditions
are good relative to international conditions. In con-
trast to the growth results, unemployment shows no
evidence of benchmarking. The coefficients on local
unemployment are negative, but the effect sizes are
small and do not achieve statistical significance. As
in model (1), in models (2), (3), and (4), policy dis-
tance remains statistically significant and incumbency
status remains worth about four units of policy distance
when the economic variables are held at their mean
levels.

In the bottom of Table 5, we report substantive effect
sizes for the statistically significant economic variables.
Typically, presenting substantive effects sizes would
involve varying one of the variables (e.g., economic
growth) and observing the effect on the dependent
variable. The difficulty with applying this approach
here is that because there are many parties and the
choice set differs across countries and time, the depen-
dent variable takes on thousands of values. Our main
independent variables (i.e., the economic ones) are all
interacted with a leader party dummy. It thus makes
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TABLE 5. Individual-level Results for Benchmarking in the
Economic Vote

Decomposition Method

(1) (2) (3) (4)
Median PC Trade

Party Utility Parameters
Outside Option −1.942 −1.943 −1.941 −1.917

(0.194)∗∗∗ (0.193)∗∗∗ (0.194)∗∗∗ (0.199)∗∗∗

Leader party 0.671 0.943 0.703 1.297
(0.227)∗∗ (1.684) (0.245)∗∗ (0.403)∗∗∗

Policy distance −0.498 −0.499 −0.498 −0.502
(0.024)∗∗∗ (0.024)∗∗∗ (0.024)∗∗∗ (0.025)∗∗∗

Growth ∗ Leader party 0.101
(0.041)∗

Local growth ∗ Leader party 0.114 0.121 0.111
(0.040)∗∗ (0.048)∗ (0.045)∗

Global growth ∗ Leader party 0.008 0.064 0.038
(0.102) (0.057) (0.059)

Unem. ∗ Leader party −0.008
(0.029)

Local unem. ∗ Leader party −0.004 −0.003 0.006
(0.027) (0.030) (0.029)

Global growth ∗ Leader party −0.001 0.001 −0.074
(0.261) (0.029) (0.053)

Marginal Effects
Growth + 1% 1.95%
Growth - 1% −1.89%
Local growth + 1% 2.23% 2.32% 2.17%
Local growth - 1% −2.15% −2.24% −2.10%
Number of voters 40,260 40,260 40,260 38,248
Number of elections 31 31 31 30
Number of countries 17 17 17 17

Note: Standard errors clustered by elections study in parentheses. Marginal effects are reported
only for statistically significant economic variables. 95% confidence intervals for the marginal effects,
calculated using the bootstrap, are reported in parentheses. All results are restricted to OECD
countries. We obtained nearly identical results when standard errors were clustered by country.
∗5% significance; ∗∗1% significance; ∗∗∗0.1% significance.

sense to observe the effect of the economic variables
on the vote share of leader parties.

We started by computing a baseline estimate of the
leader parties’ vote shares by averaging the predicted
probability of voting for the leader party across all in-
dividuals in our sample. This baseline level was 32.6%.
We then held all other variables at their observed val-
ues and changed one of the economic variables (for
example, we increased growth by 1%) and observed
the effect on the average probability of voting for the
leader party. We subtracted the baseline level from
this to obtain our estimate of the effect size. Starting
with the model in column (1), we find that an increase
(decrease) of 1% in growth increases (decreases) the
predicted probability of voting for the incumbent party
by 1.95% (1.89%). This is larger than the difference
we found in the aggregate level analysis (which was
0.6%), but is still a plausible value. Various factors
may account for the difference—heterogeneous ef-
fects across time, differences in methodology, or other
sources.

Studying the remaining models, we find that a 1%
increase in local growth leads to a 2.23% increase
in the probability of voting for the incumbent party.
These results suggest that economic performance that
is worse than expected (where expectations are formed
based on the performance of other countries) can lead
to substantial reductions in the probability of voting
for the incumbent party.

In Table 6, we considered a number of robustness
checks on the model. The fact that we relied on an
individual level model where the choice of party is
the dependent variable means that many additional
control variables were available to us. We started by
adding controls for party characteristics. We included
11 dummy variables for the party family, and we dif-
ferentiated new parties from established parties using
the year the party was founded and its squared term.
The results are reported in columns (1), (2), and (3).
In columns (4), (5), and (6), we added interactions be-
tween the demographics of the voters and whether the
party was a leader party. These variables thus can be
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TABLE 6. Robustness Checks for Individual-level Models

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Decomposition Method Median PC Trade Median PC Trade Median PC Trade

Party Utility Parameters
Leader party 0.435 0.199 0.545 0.750 0.410 0.858 0.665 0.534 0.942

(1.450) (0.198) (0.395) (1.423) (0.291) (0.420)∗ (1.479) (0.318)+ (0.455)∗

Policy distance −0.503 −0.504 −0.504 −0.504 −0.504 −0.504 −0.503 −0.503 −0.503
(0.024)∗∗∗ (0.024)∗∗∗ (0.026)∗∗∗ (0.025)∗∗∗ (0.025)∗∗∗ (0.026)∗∗∗ (0.025)∗∗∗ (0.025)∗∗∗ (0.026)∗∗∗

Local growth ∗ Leader party 0.084 0.130 0.118 0.087 0.127 0.117 0.090 0.127 0.119
(0.059) (0.059)∗ (0.053)∗ (0.057) (0.059)∗ (0.050)∗ (0.059) (0.063)∗ (0.053)∗

Global growth ∗ Leader party 0.041 0.080 0.018 0.048 0.076 0.026 0.063 0.081 0.039
(0.079) (0.050) (0.057) (0.078) (0.050) (0.056) (0.087) (0.055) (0.060)

Local unem. ∗ Leader party −0.016 0.000 −0.013 −0.021 −0.007 −0.018 −0.026 −0.012 −0.023
(0.024) (0.024) (0.020) (0.023) (0.024) (0.019) (0.023) (0.023) (0.019)

Global unem. ∗ Leader party −0.020 −0.023 −0.027 −0.038 −0.024 −0.040 −0.019 −0.028 −0.042
(0.206) (0.032) (0.048) (0.203) (0.031) (0.048) (0.211) (0.030) (0.049)

Additional Controls
Party characteristics X X X X X X X X X
Demographics ∗ Leader party X X X X X X
Demographics ∗ Party characteristics X X X
Number of voters 38177 38177 36229 37602 37602 35658 37602 37602 35658
Number of elections 31 31 30 31 31 30 31 31 30
Number of countries 17 17 17 17 17 17 17 17 17

Note: Standard errors clustered by elections study in parentheses. Party characteristics include year founded, year founded squared, and dummy variables for the following party
families: ecology, socialist, social democratic, left liberal, right liberal, Christian democratic, conservative, national, and regional. The excluded category consists of all other parties
and the outside option. Individual level demographics include gender, age, and education.
∗5% significance; ∗∗1% significance; ∗∗∗0.1% significance; + 10% significance.
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interpreted as differences in the tendency of different
demographic groups to prefer incumbent parties. In
columns (7), (8), and (9), we controlled for interactions
between the party characteristics and the demographic
variables. These coefficients can thus be interpreted as
the demographic differences in the tendency to vote
for certain party families and the tendency to vote for
established parties. As we can see, the main results of
the article are robust to increasing the number of con-
trols we include in the model. The coefficients on the
economic variables do not change much in magnitude,
and their statistical significance is not affected. The
main differences between Table 5 and Table 6 are that
the standard errors on the economic variables become
somewhat larger when a large number of controls are
added, but the local growth coefficients retain their
signs and statistical significance.

We do not report the estimates for the controls be-
cause there are a very large number of them, but we
summarize the results here. Most of the coefficients on
party characteristics were statistically significant, the
interactions between demographics and leader party
were rarely statistically significant, and the interactions
between party characteristics and demographics were
often statistically significant. The coefficient estimates
in columns (1), (2), and (3) accurately captured the fact
that mainstream party families provided higher voting
utility than fringe party families, and that newly formed
parties provided less voting utility. The remaining vari-
ables in columns (4) through (9) are too numerous to
describe here.

THE MEDIA AS A MECHANISM FOR
BENCHMARKING

Our findings suggest that voters benchmark their eco-
nomic growth. One mechanism that could explain this
finding is that voters are sophisticated collectors of
economic news: They gather information on economic
conditions at home and abroad and form their eco-
nomic vote based on a comparison between these two.
Alternatively, voters may rely on heuristics in deter-
mining their “correct” vote, and these heuristics may
allow them to approximate benchmarking. Voters may
base their votes on trusted experts, who based their
recommendations partially on benchmarked economic
conditions. Alternatively, voters may base their vote on
economic news obtained from more knowledgeable
individuals in their social network, and these knowl-
edgeable individuals may practice benchmarking. Or
voters may obtain information from the media, which
may report economic news in a benchmarked fash-
ion. We provide some evidence for this last mechanism
here.

Specifically, the media do not limit reporting of
economic news to hard-to-interpret economic indica-
tors. Instead, they describe the everyday economy us-
ing simple adjectives; for-example, they describe the
economy as “good” or “bad,” which can be inter-
preted more easily than “growth was 3.2% last quar-
ter.” The media may apply the adjectives “good” and

“bad” not based on the absolute level of growth, but
instead on growth relative to the world economy—
that is, they “pre-benchmark” their reporting of eco-
nomic news. Voters relying on such information will be-
have as though they are benchmarking their economic
vote.

Testing this hypothesis requires coding economic
news as good or bad and investigating the relationship
between the tone of media reports and economic indi-
cators. To test our hypothesis, we rely on data collected
and investigated in Soroka (2006), which were very
generously made available to us by the author. Soroka
(2006) coded articles appearing in The Times (London)
from July 1986 through December 2000 as positive,
negative, or neutral in their coverage. An advantage of
employing this dataset is that, because the coding was
not done by us, there is no chance that it would have
been contaminated by our hypothesis (i.e., it is highly
unlikely that the coders built benchmarking into their
coding).

We constructed our dependent variable based on
the number of positive articles as a proportion of all
economic news articles in each quarter. We merged
this dependent variable with our measure of quarterly
growth, local growth, and global growth (using all three
forms of benchmarking). In column (1) of Table 7, we
report the results of a regression where the proportion
of positive economic news is the dependent variable
and growth is the independent variable. We see the
expected relationship here—positive economic condi-
tions (high growth) are associated with positive eco-
nomic news coverage. In particular, each 1% increase
in growth leads to a 1.8% increase in positive news
coverage of the economy.

In columns (2), (3), and (4) of Table 7, we report
the results of regressions where the fraction of posi-
tive economic news is the dependent variable and local
and global growth (using all three measures) are the
independent variables. Here, a few important patterns
emerge. First, the coefficient on local growth is uni-
formly larger than the coefficient on global growth—
the coefficient on global growth is negative in one case
and less than half the magnitude of local growth in
the other two cases. The coefficient on local growth is
statistically significant in all three cases, whereas the co-
efficient on global growth is only statistically significant
in one of the three cases. The difference between local
and global growth is statistically significant at the 10%
level for the principal components decomposition and
statistically significant at the 0.1% level for the trade
decomposition. In all three cases, the coefficient on
local growth is about twice as large as the coefficient on
nondecomposed growth in column (1), and the R2 in-
creases substantially in each of these regressions. Based
on the results for the principal components decompo-
sition, a 1% increase in local growth leads to a 3.9%
increase in the fraction of positive news coverage of the
economy.

The results we find here are surprisingly strong given
that we only have access to a short time series from a
single country. Our results are consistent with bench-
marking, but could also be argued to be consistent
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TABLE 7. Benchmarking of Economic News in The Times

Decomposition Method

(1) (2) (3) (4)
Median PC Trade

Independent Variables
Constant 0.287 0.333 0.314 0.396

(0.027)∗∗∗ (0.037)∗∗∗ (0.026)∗∗∗ (0.033)∗∗∗

Growth 0.018
(0.008)∗

Local growth 0.037 0.039 0.032
(0.015)∗ (0.015)∗∗ (0.008)∗∗∗

Global growth 0.005 0.017 −0.015
(0.011) (0.007)∗ (0.010)

p-Value from Wald Test
Local growth = Global growth 0.125 0.074+ 0.000∗∗∗

Number of quarters 58 58 58 58
R 2 0.083 0.122 0.131 0.250

Note: Heteroskedasticity consistent standard errors in parentheses.
∗5% significance; ∗∗1% significance; ∗∗∗0.1% significance; + 10% significance.

with partial benchmarking—it is possible that economic
news in the United Kingdom is partially benchmarked
because the UK economy is large enough that UK poli-
cies may exert some impact on the global economy.
Future work could consider more countries, both to
increase sample size and to examine smaller economies
where the prediction of benchmarking is starker. Such
work would have to overcome the difficulty of coding
economic news across multiple countries and multiple
languages.

CONCLUSION

Electoral accountability is a keystone of democracy.
Governments that are subject to periodic popular elec-
tions govern both better and more in the interest of
the governed when their tenure depends on the ap-
proval of the electorate. Although broad evidence of
the greater fidelity of democratic governments to the
well-being of their citizens exists in areas as disparate
as life expectancy (Besley and Kudamatsu 2006), ru-
ral electrification (Min 2008), corruption (Montinola
and Jackman 2002), and the material welfare of the
poor (Blaydes and Kayser 2011), the most direct ev-
idence that elected officials are subordinate to voters
in democracies is the economic vote. Voters, subject
to a long list of conditioning variables, often punish
incumbent governments that preside over a poorly per-
forming economy. This relationship, when it exists, is as
reassuring to democratic theorists as it is worrisome to
incumbents, because it demonstrates responsible eval-
uation and control of the governing by the governed.
Its absence, which is not infrequent, and its magnitude,
which is often modest, can raise concern about even
the existence of democratic electoral accountability
(Cheibub and Przeworski 1999).

We argue that previous research has fundamentally
misunderstood and hence incorrectly estimated how
economic assessments are made. Implicit in most re-
search designs in economic voting is an assumption
of voter parochialism. That is, researchers presume
that voter behavior is limited to the national envi-
ronment without a comparative international context.
Researchers test for whether voters compare current
outcomes to previous outcomes, but they very rarely
test for voter responses to cross-national differences.
Yet, no rate of economic growth is innately high or
low. What may be considered weak growth in an in-
ternational context in the 1990s might pass for stellar
growth during the global recession of 2008–9. We posit
that voters—or, more specifically the media that pro-
vide information to voters—benchmark. That is, after
consuming media information, voters respond more
to national deviations from an international average
rate of growth than to the growth rate itself. We test
this proposition by decomposing national growth in
real GDP and the unemployment rate into local (i.e.,
the deviation) and global (i.e., the benchmark) compo-
nents and find that voters indeed respond to the devi-
ation from the international growth benchmark, that
they do not respond to the international benchmark
itself, and that the magnitude of the effect of the local
deviation is roughly twice that of the effect of non-
benchmarked growth on the incumbent vote. We also
find that benchmarking occurs exclusively on growth—
possibly because information about growth, relative to
unemployment, depends more on media reports than
personal networks and observation – and is strongest
when the international benchmark is calculated with
a principal components decomposition that captures
the degree to which potential comparison countries
are integrated into the international and regional
economies.
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FIGURE 3. Growth, Benchmarked Growth, and Election Results in Countries that Held Elections
during the Financial Crisis
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(b) Economy and the Vote

Note: Triangles in panel (a) indicate countries in which the premier’s party increased its vote share. Panel (b) marks growth with circles
and deviation from the mean OECD growth with diamonds.

We are careful to establish the robustness of our
results. Indeed, we demonstrate that benchmarking
obtains across two datasets; on the aggregate and in-
dividual levels; with three types of benchmarking; in
each of the 20 10-year spans between 1980 and 2010; in
minority and majority governments; in single-party and
coalition governments; and controlling, among other
measures, for party characteristics, ideological distance
between individuals and parties, and several demo-
graphic variables. Our goal here has been to establish
the basic result. New findings, however, often engender
new questions, and many arise from this article that
promise fruitful ground for future research. Are bench-
mark effects constant, or do they vary across different
benchmark levels and deviations? Do countries use
more specific sets of comparison countries than those
identified here? Do countries with cultural, linguis-
tic, and historical similarities benchmark against each
other more? Might larger countries benchmark less
than smaller countries? How much does cross-national
benchmarking matter relative to within-country over-
time comparisons (Palmer and Whitten 1999), and un-
der what circumstances does this relationship change?
By necessity, we leave all of these questions open for
future research.

This article began with a puzzle founded on a dif-
ferent sample—the set of countries that held elections
during the financial crisis of mid-2008 to 2009. Does the
argument we develop here explain the puzzle in this
third dataset: the surprising fact that a sizable minor-
ity of incumbent parties actually increased their vote
share during a severe global economic contraction?
We now conclude where we began, by examining these
cases.

Figure 3 shows average GDP growth in the two
quarters preceding an election quarter for 14 of the

16 countries that held elections during the financial
crisis.28 Panel (a) marks countries in which the exec-
utive’s party increased its vote share with triangles
and reserves circles for the others. The panel shows
that, although almost all countries had weak or nega-
tive growth in this period, the leader’s party increased
its vote share in four of seven countries in which
the economy outperformed the OECD mean; where
countries underperformed the OECD mean, this fig-
ure falls to one of seven. Panel (b) offers an explana-
tion in the stronger electoral response to benchmarked
growth (diamonds) than to non-benchmarked growth
(circles).29 Where growth is weak or even negative,
incumbent parties can still do well when they outper-
form their peers. Every unit increase in growth beyond
the OECD average is rewarded with more electoral
support than a unit increase in growth alone. Indeed,
those countries that most outstripped the OECD av-
erage also host most of the leading parties that were
able to increase their vote share. The election prospects
looked dim for the parties of nearly all leaders fac-
ing elections during the financial crisis, but rather sur-
prisingly a substantial minority managed to increase
their party’s vote share. As with our previous results,
benchmarked growth in this third, albeit tiny, dataset
again proves a better predictor of electoral support
than nonbenchmarked growth.30 In a field in which the
size and even presence of the economic vote have been

28 Bulgaria and Romania held elections, but party mergers, splits,
and disappearances did not allow the vote share of the executive’s
party to be compared across elections.
29 Again, both growth measures are the mean of the quarterly growth
rate in the two quarters before to the election quarter.
30 Perhaps unsurprising for such a small sample, neither growth nor
benchmarked (local) growth shows a statistically significant effect.
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questioned, and electoral accountability along with it,
we offer a possible explanation for past instability in
cross-national studies of how the economy affects vote
choice: Voters benchmark across borders.

APPENDIX: ADDITIONAL DETAILS
ON THE PRINCIPAL COMPONENTS
DECOMPOSITION

Here we provide additional detail on the principal compo-
nents decomposition. We present the results for the decom-
position performed on growth that we used for the individual-
level analysis. The other decompositions produced similar
results.

The first task was to choose the number of components to
include in the analysis. We found that the first dimension ex-
plained 41% of the variance and the second dimension ex-
plained 13% of the variance. From the third dimension on, the
proportion of variance explained decreased gradually. The
“elbow rule” thus suggested that a two-dimensional model
be employed.

Figure 4 reports the factor loadings for the first two di-
mensions. The first factor captures the common trend of

growth rates across countries. Almost all countries have pos-
itive loadings on the first factor, indicating that growth rates
tend to move together. Some countries load higher on the
first factor, however. This can be interpreted as measuring
the country’s level of integration with the global economy.
Countries such as the United States, United Kingdom, Spain,
Canada, and Sweden are highly integrated with the global
economy, whereas countries such as Kyrgyzstan, Ukraine,
Albania, Peru, and the Philippines have growth rates that do
not closely follow the global trend.

The second factor captures regional differences between
North American and Western Europe on the one hand and
Eastern Europe and Asia on the other hand. Countries such
as Portugal, Canada, the United States, United Kingdom, and
Mexico have positive values on the second factor. Countries
such as Thailand, the Philippines, Russia, China, and Peru
have negative values on the second factor. The second fac-
tor allows us to capture the fact that growth rates covary
more strongly within these broad regions than between these
regions.

Our estimate of global growth is based on the first two fac-
tors of the principal components decomposition. Specifically,
we computed global growth in country c at quarter t using

yglobal
c,t = FacLoad1c∗Fac1t + FacLoad2c∗Fac2t. (6)

FIGURE 4. Factor Loadings for Principal Components Decomposition of Growth
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This amounted to assuming that, when voters benchmark,
they account for global economic growth (through Fac1),
the country’s integration with the global economy (through
FacLoad1), the broad regional trend in growth (through
Fac2), and the country’s integration with the broad regional
economy (through FacLoad2).
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