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Abstract

We introduce the h-minimum spanning length of a family A of n × n matrices over a field F, where h

is a p-tuple of positive integers, each no more than n. For an algebraically closed field F, Burnside’s
theorem on irreducibility is essentially that the (n, n, . . . , n)-minimum spanning length ofA exists ifA is
irreducible. We show that the h-minimum spanning length of A exists for every h = (h1, h2, . . . , hp) if A
is an irreducible family of invertible matrices with at least three elements. The (1, 1, . . . , 1)-minimum
spanning length is at most 4n log2 2n + 8n − 3. Several examples are given, including one giving a
complete calculation of the (p, q)-minimum spanning length of the ordered pair (J∗, J), where J is the
Jordan matrix.
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1. Introduction

Let S be a finite nonempty set of distinct symbols. Let W be a nonempty word in
S, written in its standard form, using index notation wherever possible. Thus, W =

x
s1

1 x
s2

2 . . . x
st−1

t−1x
st

t , where {xi : 1 ≤ i ≤ t} ⊆ S, x1 , x2 , · · · , xt−1 , xt, s1, s2, . . . , st are
positive integers and t ≥ 1. We call x

s1

1 , x
s2

2 , . . . , x
st

t the slots of W and t the slot length

of W. We define the height of W to be max{si : 1 ≤ i ≤ t}. We say that W is a 1-word

in S if it has height 1, that is, W = x1x2 . . . xt−1xt, with distinct adjacent factors.
Let A be a finite nonempty set of distinct n × n matrices over a field F. For every

k ∈ Z+, let 1Vk(A), or simply 1Vk, be the linear span of the 1-words inA of length at
most k. Then 1Vk ⊆

1Vk+1 for every k ≥ 1. There exists a smallest positive integer K1

such that 1Vk =
1VK1 for every k ≥ K1. If 1VK1 = Mn(F), we call K1 the 1-minimum

spanning length of A, abbreviated ‘1-msl(A)’. So, the 1-msl of A is defined if and
only if the 1-words inA span Mn(F) and then its value is the smallest positive integer
K1 with the property that the 1-words inA of length at most K1 span Mn(F).

WithA and F as above, the ‘minimum spanning length ofA’, abbreviated ‘msl(A)’,
was introduced in [6]. (The related notion of ‘slot length ofA’ was introduced in [8].)
For every integer k ≥ 1, we letV′

k
(A) denote the linear span of the nonempty words in
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A of length at most k. If the nonempty words inA span Mn(F), the minimum spanning
length of A is the least positive integer K such thatV′

K
(A) = Mn(F). Clearly, msl(A)

exists if 1-msl(A) does and in that case msl(A) ≤ 1-msl(A).
Still withA and F as above, the (earlier) notion of ‘length ofA’ has been considered

by several authors, especially since Paz’s paper [11] in 1984 (see [1, 3, 4, 7, 9, 10, 12]).
For every integer k ≥ 0, we let Vk(A) denote the linear span of the words in A of
length at most k, taking the unique word of length zero, called the empty word, to be
the identity matrix. If the (possibly empty) words in A span Mn(F), the length of A
is the least nonnegative integer L such that VL(A) = Mn(F). It is easily shown that
msl(A) ≤ length(A) + 1 [9].

In Section 2 we present some results on the ‘1-msl’, when the underlying field F
is algebraically closed. With this underlying field, Burnside’s theorem (see [5]) states
that a family has an msl if and only if it is irreducible. An irreducible family need not
have a 1-msl. For example, no irreducible pair of n × n complex matrices has a 1-msl if
n ≥ 4, since there are fewer than n2 linearly independent 1-words in the pair (see below
for more details). We shall show, in Theorem 2.1, that every finite irreducible family
of invertible matrices with at least three elements, over an algebraically closed field F,
has a 1-minimum spanning length and that it is no greater than 4n log2 2n + 8n − 3.

In Section 3 we introduce the more general notion of the ‘h-minimum spanning
length’, abbreviated ‘h-msl’, of a p-tuple (A1, A2, . . . , Ap) of distinct n × n matrices
over a field F. Here h is a p-tuple of positive integers, each no greater than n, and the
‘(1, 1, . . . , 1)-msl’ is the same as the ‘1-msl’. Our main result is Theorem 3.3, by which
we show that every finite irreducible family of invertible n × n matrices, with p ≥ 3
elements, over an algebraically closed field F, has an h-minimum spanning length for
every h = (h1, h2, . . . , hp).

We close by calculating, in Theorem 3.5, the (p, q)-minimum spanning length of
the ordered pair (J∗, J), where J is the strictly upper triangular Jordan matrix, with
ones on the first superdiagonal and zeros elsewhere, for every p, q.

Recall the definition of Kronecker products [2, page 98]. If A = (ai,j) and B are
square matrices, of sizes n × n and m × m, respectively, over a field F, the Kronecker
product of A and B, in that order, written A ⊙ B, is defined to be the mn × mn matrix
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












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










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a2,1B a2,2B · · · a2,n−1B a2,nB
...

...
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...
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








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
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









.

We will use the following properties of Kronecker products. For λ ∈ F and matrices
A, C ∈ Mm(F), B, D ∈ Mn(F):

(1) (A ⊙ B)(C ⊙ D) = (AC) ⊙ (BD);
(2) (λA) ⊙ B = A ⊙ (λB) = λ(A ⊙ B);
(3) (A + C) ⊙ B = A ⊙ B + C ⊙ B;
(4) A ⊙ (B + D) = A ⊙ B + A ⊙ D.
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The Kronecker product A ⊙ B as described above can be thought of as a linear
transformation on Fn ⊕ Fn ⊕ · · · ⊕ Fn, where there are m summands.

Throughout, if E is a set of vectors, we will denote their linear span by 〈E〉. The
inner product on Cn is denoted by (·|·) and the standard ordered basis is denoted by
{e1, e2, . . . , en}. If e, f ∈ Cn, e ⊗ f denotes the linear transformation on Cn defined by
(e ⊗ f )(x) = (x|e) f for x ∈ Cn. Thus e ⊗ f is conjugate linear in the first argument and
linear in the second. Also, T(e ⊗ f ) = e ⊗ (T f ) and (e ⊗ f )T = (T∗e) ⊗ f for any linear
transformation T . A square matrix A is called a square zero matrix if A2

= 0.

2. 1-minimum spanning lengths

Let {A, B} be an irreducible pair of complex n × n matrices. We mentioned above
that {A, B} does not have a 1-msl if n ≥ 4. This is simply because, in that case, there are
too few linearly independent 1-words in A, B. Indeed, for every integer k ≥ 1 there are
precisely two 1-words, namely, ABAB . . . and BABA . . ., of length k. So, the number
of 1-words of length at most k is 2k. In the notation introduced above, for such a pair,
1Vk =

1Vk−1 whenever k ≥ 2n, since any 1-word of length k ≥ 2n begins (AB)n . . .

or (BA)n . . . and so belongs to 1Vk−2, using the appropriate characteristic polynomial.
Thus, 1V2n−1 = 〈∪{

1Vk : k ≥ 1}〉 is the linear span of the 1-words in {A, B}. But 1V2n−1

is spanned by 2(2n − 1) = 4n − 2 elements and 4n − 2 < n2 for n ≥ 4. On the other
hand, the irreducible pair {J∗, J} has 1-msl equal to 2 on C2, and the pair {D, J} has
1-msl equal to 5 on C3, where

D =





















1 −1 1
−1 2 −1

1 −1 3




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


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







.

In the following theorem, the condition of invertibility cannot be dropped since
{A, B, C} does not have a 1-msl if C = 0 and {A, B} is an irreducible pair for n ≥ 4.

THEOREM 2.1. Let F be an algebraically closed field. If n ≥ 2 and p ≥ 3 and F =

{Fi : 1 ≤ i ≤ p} is an irreducible family of distinct invertible n × n matrices over F,

the 1-words in F span Mn(F) and the 1-minimum spanning length of F is at most

4n log2 2n + 8n − 3.

PROOF. Define the setA = {Ai : 1 ≤ i ≤ p} of 2n × 2n matrices by

A1 =

[

0 1
0 0

]

⊙ F1, A2 =

[

0 0
1 0

]

⊙ F2, Ai =

[

αi −1
α2

i
−αi

]

⊙ Fi (3 ≤ i ≤ p),

where {αi : 3 ≤ i ≤ p} is a set of distinct, nonzero scalars. Notice that
[

0 1
0 0

]2

=

[

0 0
1 0

]2

=

[

αi −1
α2

i
−αi

]2

= 0 (3 ≤ i ≤ p).

It follows that A2
i
= 0 for 1 ≤ i ≤ p.

We show that A is irreducible. LetM ⊆ Fn ⊕ Fn be invariant under every element
of A. Define the subspaces M1,M2 by M1 = {x ∈ F

n : (x, y) ∈ M for some y ∈ Fn}
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andM2 = {y ∈ F
n : (x, y) ∈ M for some x ∈ Fn}. ThenM ⊆M1 ⊕M2. Since

A1A2 =

[

F1F2 0
0 0

]

and A2A1 =

[

0 0
0 F2F1

]

,

if (x, y) ∈ M, both (F1F2x, 0) and (0, F2F1y) belong toM. Hence, F1F2M1 ⊆ M1 and
F2F1M2 ⊆ M2. Since F1F2 and F2F1 are both invertible, it follows that F1F2M1 =

M1 and F2F1M2 =M2. Let x ∈ M1. Then (F1F2)−1x ∈ M1, so ((F1F2)−1x, v) ∈ M for
some v ∈ Fn and A1((F1F2)−1x, v) = (x, 0) ∈ M. It follows that M1 ⊕ (0) ⊆ M. Simi-
larly, (0) ⊕M2 ⊆ M. Thus, M =M1 ⊕M2. Now (x, y) ∈ M implies that Ai(x, y) =
(Fi(αix − y),αiFi(αix − y)) ∈ M for 3 ≤ i ≤ p. Taking y = 0 gives FiM1 ⊆ M1 ∩M2,
and taking x = 0 gives FiM2 ⊆ M1 ∩M2, for 3 ≤ i ≤ p. Thus, using invertibility,

FiM1 =M1 =M1 ∩M2 and FiM2 =M2 =M1 ∩M2 for 3 ≤ i ≤ p.

Thus,M1 =M2 = N , say, andM = N ⊕N , where the subspaceN is invariant under
every element of {Fi : 3 ≤ i ≤ p}. If x ∈ N , then (0, x) ∈ M so A1(0, x) = (F1x, 0) ∈
M, so F1x ∈ N . Similarly, N is invariant under F2. Since N is invariant under
every element of F, N = (0) or Fn. Thus, M = (0) or Fn ⊕ Fn. This shows that A
is irreducible.

Since every Ai has square zero, every nonzero nonempty word inA is a 1-word. By
Burnside’s theorem, the 1-words in A span M2n(F). If W = X1X2 . . .Xk is a 1-word in
A and if Xi = gi ⊙ Gi, where

gi ∈

{[

0 1
0 0

]

,

[

0 0
1 0

] [

αj −1
α2

j
−αj

]

: 3 ≤ j ≤ p

}

,

and Gi ∈ F for 1 ≤ i ≤ k, then W = (g1g2 . . . gk) ⊙ (G1G2 . . .Gk), where g1g2 . . . gk is
a 2 × 2 matrix B = [βij] and G = G1G2 . . .Gk is a 1-word in F . So, W = B ⊙ G. Let L

be the msl ofA. Then L is the 1-msl ofA and every 2 × 2 matrix with entries in Mn(F)
can be expressed as a linear combination of words such as W of length at most L. It
follows that the 1-words in F of length at most L span Mn(F) and that the 1-msl of F
satisfies 1-msl(F ) ≤ L.

Now L = msl(A)≤ length(A) + 1 and length(A) ≤ 4n log2(2n) + 8n − 4 (by
[12, Theorem 3]), so 1 −msl(F ) ≤ L ≤ 4n log2(2n) + 8n − 3. �

COROLLARY 2.2. If n ≥ 2 and {F, G} is an irreducible pair of invertible complex n × n

matrices, the 1-words in {I, F, G} span Mn(C). If

A =

[

0 F

0 0

]

, B =

[

0 0
G 0

]

and C =

[

I −I

I −I

]

,

then msl{F, G} ≤ 1 −msl{I, F, G} ≤ msl{A, B, C} ≤ 2 msl{F, G} + 3.

PROOF. In the theorem, take p = 3, F1 = F, F2 = G, F3 = I,α3 = 1, A1 = A, A2 = B.
By the theorem, {A, B, C} is irreducible and the 1-words in {I, F, G} span Mn(C)
and, by its proof, 1-msl{I, F, G} ≤ msl{A, B, C}. Further, msl{F, G} ≤ 1-msl{I, F, G} as
remarked earlier.
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Define 2 × 2 matrices a, b, c by

a =

[

0 1
0 0

]

, b =

[

0 0
1 0

]

and c =

[

1 −1
1 −1

]

,

so that A = a ⊙ F, B = b ⊙ G and C = c ⊙ I. Let W = E1E2 . . .Ek be any word (not
necessarily a 1-word) in {F, G} with Ei = F or G for 1 ≤ i ≤ k. Let fi = a or b,
according as Ei = F or G. Then Xi = fi ⊙ Ei = A or B for each i. We prove by induction
that CX1CX2 . . .CXk−1CXkC = ±(c ⊙W) for every k ≥ 1.

The result is true for k = 1 since

CAC =

[

F −F

F −F

]

= c ⊙ F and CBC =

[

−G G

−G G

]

= −(c ⊙ G).

Let k ≥ 1 and assume that the result is true for k. Let W = E1E2 . . .EkEk+1, with each
Ei = F or G, and define Xi = fi ⊙ Ei, where fi = a or b, so that Xi = A or B. Then

CX1CX2C . . .XkCXk+1C = ±(c ⊙ (E1E2 . . .Ek))Xk+1C.

Now

Xk+1C =

[

F −F

0 0

]

or

[

0 0
G −G

]

,

according as Xk+1 = A or Xk+1 = B. Thus,

CX1CX2C . . .XkCXk+1C =



















±(c ⊙ (E1E2 . . .EkF)) if Xk+1 = A,

∓(c ⊙ (E1E2 . . .EkG)) if Xk+1 = B.

This completes the proof by induction.
It now follows that if W is a word in {F, G} of length k ≥ 1, then c ⊙W is

in V′2k+1(A, B, C). Consequently, c ⊙ T ∈ V′2k+1(A, B, C) if T ∈ V′
k
(F, G). But, by

definition, V′
K

(F, G) = Mn(C), where K =msl(F, G). Hence, c ⊙ T ∈ V′2K+1(A, B, C)
for every T ∈ Mn(C). Now, for any T ∈ Mn(C),

Ac ⊙ T = A

[

T −T

T −T

]

=

[

FT −FT

0 0

]

∈ V′2K+2(A, B, C),

A

[

−G G

−G G

]

B =

[

−FTG 0
0 0

]

∈ V′2K+3(A, B, C).

Since F, G are invertible,
[

T S

0 0

]

,

[

0 0
R Q

]

and

[

T S

R Q

]

∈ V′2K+3(A, B, C)

for every Q, R, S, T ∈ Mn(C). The first assertion follows from the preceding calcula-
tions, a similar argument gives the second and together they imply the third. So, the
nonempty words in {A, B, C} of length at most 2K + 3 span M2n(C) and it follows that
L = msl(A, B, C) ≤ 2K + 3. This completes the proof. �

https://doi.org/10.1017/S0004972720001227 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972720001227


[6] Minimum spanning lengths 83

The proof of the preceding theorem shows how to obtain examples of irreducible
triples consisting of square zero k × k complex matrices, where k ≥ 4 is even. It is per-
haps interesting to note that three is minimal in this regard, even on odd-dimensional
spaces.

PROPOSITION 2.3. If n ≥ 3 and Q is an irreducible, linearly independent set of

square zero n × n complex matrices with q elements, then 3 ≤ q ≤ n2 − 1, where both

inequalities are sharp, for every n ≥ 3.

PROOF. Let n ≥ 3 and let Q be an irreducible, linearly independent set of n × n square
zero matrices with q elements. Obviously, q ≥ 2. Suppose that q = 2 and Q = {A, B}

with A2
= B2

= 0. Then AB maps the range of A into itself, so there exists f in range(A)
such that AB f = λ f for some scalar λ. Then 〈{ f , B f }〉 is invariant under both A and B.
This contradicts the irreducibility of Q, so q ≥ 3.

Since every nilpotent matrix has trace zero, every matrix in the linear span of Q has
trace zero. Hence, q ≤ n2 − 1.

Next we show that we can have q = n2 − 1. (We may take, additionally, n = 2 in
what follows.) Let

Q1 = {ei ⊗ ej : 1 ≤ i, j ≤ n, i , j} ∪ {(e1 + ej) ⊗ (e1 − ej) : 2 ≤ j ≤ n}.

Then Q1 has n2 − 1 elements, each with square zero. Now

(e1 + ej) ⊗ (e1 − ej) = (e1 ⊗ e1) − (e1 ⊗ ej) + (ej ⊗ e1) − (ej ⊗ ej) for 2 ≤ j ≤ n.

Since e1 ⊗ ej and ej ⊗ e1 both belong to Q1 if j , 1, the linear span of {e1 ⊗ e1} ∪ Q1

contains every ej ⊗ ej and so equals Mn(C). Thus, Q1 is linearly independent, since its
linear span has dimension n2 − 1. Let R = (e1 ⊗ e2)((e1 + e2) ⊗ (e1 − e2)). Since R =

(e1 ⊗ e2) + (e2 ⊗ e2) does not have trace zero, it does not belong to the linear span of
Q1. Thus, 〈Q1 ∪ {R}〉 = Mn(C) and it follows that Q1 is irreducible.

Finally, we show that an irreducible set of square zero matrices with three elements
exists in Mn(C). Such a set is obviously linearly independent.

Case: n = 2m even, m ≥ 2. Let {F, G} be an irreducible pair of m × m complex
matrices. Put

A =

[

0 F

0 0

]

, B =

[

0 0
G 0

]

and C =

[

I −I

I −I

]

.

Clearly A2
= B2

= C2
= 0 and, as noted in the proof of Corollary 2.2, {A, B, C} is

irreducible.

Case: n = 3.


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
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











0 1 0
0 0 0
0 0 0




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
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




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



















0 0 0
0 0 1
0 0 0










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




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



















0 0 0
0 0 0
1 0 0







































is irreducible.

Case: n = 2m + 1 odd, m ≥ 2. Let E ∈ Mm(C) be an invertible matrix for which there
exist vectors e, f in Cm satisfying (i) e is a cyclic vector for E, (ii) (E−1e | f ) , 0, (iii)
N ⊆ 〈 f 〉⊥, N an invariant subspace of E, implies that N = (0). (For example, we can
take E = I − J, where J is the upper triangular Jordan matrix and e = (1, 1, . . . , 1),
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f = (1, 0, 0, . . . , 0).) Define (2m + 1) × (2m + 1) matrices A, B, C by

A =





















0 0 0
(·| f ) 0 0

E 0 0





















, B =





















0 0 E

0 0 (·| f )
0 0 0





















, C =





















0 (·)e 0
0 0 0
0 (·)e 0





















,

where (·| f ) : Cm → C is the linear map (·| f )(x) = (x | f ) and (·)(e) : C→ Cm is the
linear map (·)(e)(λ) = λe. Then

A(x, λ, y) = (0, (x | f ), Ex), B(x, λ, y) = (Ey, (y | f ), 0), C(x, λ, y) = (λe, 0, λe) (2.1)

for all x, y ∈ Cm, λ ∈ C. Clearly A2
= B2

= C2
= 0.

LetM ⊆ Cm ⊕ C ⊕ Cm be invariant under A, B and C. The matrix C has rank one.
Indeed, C = (0, 1, 0) ⊗ (e, 0, e). Thus, either (e, 0, e) ∈ M orM ⊆ 〈(0, 1, 0)〉⊥.

Suppose that (e, 0, e) ∈ M. Let x, y ∈ Cm. We prove by induction that if W =

X1X2 . . .Xk is a 1-word in {A, B}, so that Xi = A or B, and X1 , X2 , · · · , Xk−1 , Xk

and k ≥ 1, then

W(x, 0, y) =







































(0, (Ek−1y | f ), Eky) if k is even and W begins with A,

(0, (Ek−1x | f ), Ekx) if k is odd and W begins with A,

(Ekx, (Ek−1x | f ), 0) if k is even and W begins with B,

(Eky, (Ek−1y | f ), 0) if k is odd and W begins with B.

(2.2)

The result is true when k = 1, using (2.1). Let k ≥ 1 and suppose that the result is true
for k. Let V = X1X2 . . .XkXk+1 be a 1-word in {A, B}. Let W = X2X3 . . .Xk+1.

Case: k + 1 even and V begins with A. Then k is odd and W begins with B, so

V(x, 0, y) = A(Eky, (Ek−1y | f ), 0) = (0, (Eky | f ), Ek+1y).

Case: k + 1 odd and V begins with B. Then k is even and W begins with A, so

V(x, 0, y) = B(0, (Ek−1y | f ), Eky) = (Ek+1y, (Eky | f ), 0).

Case: k + 1 even and V begins with B. Then k is odd and W begins with A, so

V(x, 0, y) = B(0, (Ek−1x | f ), Ekx) = (Ek+1x, (Ekx | f ), 0).

Case: k + 1 odd and V begins with A. Then k is even and W begins with B, so

V(x, 0, y) = A(Ekx, (Ek−1x | f ), 0) = (0, (Ekx | f ), Ek+1x).

Thus, the result is true for k + 1. We next show that the set of vectors

W = {(e, 0, e)} ∪ {W(e, 0, e) : W is a 1-word in {A, B} of length 1 ≤ k ≤ m}

is linearly independent. Since this set of vectors has 2m + 1 elements and is contained
inM, it spans Cm ⊕ C ⊕ Cm andM = Cm ⊕ C ⊕ Cm. Thus,

W(e, 0, e) =















(0, (Ek−1e | f ), Eke) if W begins with A,

(Eke, (Ek−1e | f ), 0) if W begins with B,
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where W = X1X2 . . .Xk is a 1-word in {A, B}. Then

W = {(e, 0, e)} ∪ {(0, (Ek−1e | f ), Eke), (Eke, (Ek−1e | f ), 0) : 1 ≤ k ≤ m}.

Suppose that

α(e, 0, e) +
m
∑

k=1

βk(0, (Ek−1e | f ), Eke) +
m
∑

k=1

γk(Eke, (Ek−1e | f ), 0) = 0.

Then αe = −
∑m

k=1 βkEke = −
∑m

k=1 γkEke, so

2αe = −

m
∑

k=1

(βk + γk)Eke and 2αE−1e = −

m
∑

k=1

(βk + γk)Ek−1e.

Taking the inner product with f gives

2α(E−1e | f ) = −
m
∑

k=1

(βk + γk)(Ek−1e | f ) = 0.

Thus, α = 0 and
∑m

k=1 βkEk−1e =
∑m

k=1 γkEk−1e = 0. From the latter, βk = γk = 0, for
1 ≤ k ≤ m, since e is a cyclic vector for E. So,M = Cm ⊕ C ⊕ Cm.

Finally, suppose that M ⊆ 〈(0, 1, 0)〉⊥. If (x, λ, y) ∈ M, it follows that λ = 0. If
(x, 0, y) ∈ M, then, from (2.2), the matrix E has cyclic invariant subspaces M =

〈x, Ex, E2x, . . . , Em−1x〉 and N = 〈y, Ey, E2y, . . . , Em−1y〉 and they satisfy M, N ⊆ 〈 f 〉⊥,
so M = N = (0) and x = y = 0. Thus,M = (0). This completes the proof. �

REMARK 2.4. Let n ≥ 2 and let {A, B} be an irreducible pair of n × n complex
matrices. Note that the 1-words in {I, A, B} will span Mn(C), even if neither A nor
B is invertible. For, if W is a nonempty word in {A, B} of length t, then W is equal
to a word in {I, A, B} of length 2t − s, where s is the slot length of W. For example,
A2BAB3A2

= AIABABIBIBAIA. It follows that 1-msl({I, A, B}) ≤ 2 msl({A, B}) − 1. So,
if msl({A, B}) ≤ 2n − 2, then 1-msl({I, A, B}) ≤ 4n − 5. We advance the conjecture that
1-msl({A, B}) ≤ 4n − 7 for any irreducible pair {A, B}. In support of this we give the
following proposition.

PROPOSITION 2.5. If n ≥ 2 and {A, B} is an irreducible pair of n × n complex matrices

with msl{A, B} ≤ 2n − 2, then 1-msl({I, A, B}) ≤ 4n − 7 provided that

{An−1Bn−1, Bn−1An−1} ⊆ V′2n−3({A, B}) + 〈W′′
2n−2({A, B})〉, (2.3)

where V′2n−3({A, B}) denotes the linear span of the nonempty words of length at most

2n − 3 in {A, B} and W′′
2n−2({A, B}) denotes the set of nonempty words in {A, B} of

length 2n − 2, different from both An−1Bn−1 and Bn−1An−1.

PROOF. Let {A, B} be an irreducible pair with msl({A, B}) ≤ 2n − 2 satisfying condi-
tion (2.3). We need to show that the 1-words in I, A, B of length at most 4n − 7 span
Mn(C). Since the nonempty words in {A, B} of length at most 2n − 2 span Mn(C), it is
enough to show that every such word W belongs to the span of the 1-words in {I, A, B}

of length at most 4n − 7. Denote the length of W by |W | and the slot length of W
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by s(W) and suppose that s(W) ≥ 3. Then W = V1, where V1 is a 1-word in {I, A, B}

of length 2|W | − s(W). But 2|W | − s(W) ≤ 2(2n − 2) − 3 = 4n − 7, giving the result in
this case.

Suppose that W has slot length 1. Then W = Al or Bl, where l = |W |. Each of these
belongs to 〈{I, A, A2, . . . , An−1, B, B2, . . . , Bn−1}〉, so it is enough to consider the case
where |W | = Ap or Bp, where 1 ≤ p ≤ n − 1. In this case W = V2, where V2 is a 1-word
in {I, A, B} of length 2p − 1 ≤ 2n − 3 ≤ 4n − 7, again giving the desired result.

Finally, suppose that W has slot length two. We have W = ApBq or BqAp, with p, q ≥

1 and |W | = p + q ≤ 2n − 2. It is enough to consider the case where p, q ≤ n − 1. If p +

q ≤ 2n − 3, we observe that W = V3, where V3 is a 1-word in {I, A, B} of length 2|W | −
2 ≤ 4n − 8, and the desired result follows. If p + q = 2n − 2, then p = q = n − 1. By
(2.3), W ∈ V′2n−3({A, B}) + 〈W′′

2n−2({A, B})〉 and every element of the latter, as we have
just shown, belongs to the span of the 1-words in {I, A, B} of length at most 4n − 7.
This completes the proof. �

COROLLARY 2.6. Let n ≥ 2 and let {A, B} be an irreducible pair of n × n complex

matrices with A unicellular. If the degree of the minimum polynomial of B is less than

n, then 1-msl({I, A, B}) ≤ 4n − 7.

PROOF. By [6, Theorem 2], msl({A, B})≤2n−2. The condition (2.3) of the proposition
obviously holds, so the result follows. �

EXAMPLE 2.7. Over the complex field, consider the pair {A, B}, where B = J, the
upper-triangular n × n Jordan matrix, n ≥ 3 and A = e1 ⊗ en. Then A2

= 0 and {A, B} is
irreducible. (The nonzero invariant subspaces of J are the subspaces 〈{e1, e2, . . . , ek}〉

for 1 ≤ k ≤ n.) By the preceding corollary, 1-msl({I, A, B}) ≤ 4n − 7. We show that, in
fact, 1-msl({I, A, B}) = 4n − 7. For this it is enough to show that (Wen|e2) = (Wen−1|e1)
for every 1-word W in {I, A, B} of length at most 4n − 8. Deleting the I factors in
W, there remains a word in {A, B} which is equal to a scalar multiple of one of
the following types of words: I, A, BpA, ABq, BpABq, where 1 ≤ p, q ≤ n − 1. Here we
have used the fact that A has rank one, so for any matrix X we have AXA = λA for
some scalar λ. Each of I, A, BpA, ABq satisfies the aforementioned condition. The only
time (BpABqen|e2) , (BpABqen−1|e1) is when p + q = 2n − 3. If W = γJpBJq for some
scalar γ and p + q = 2n − 3, then the length of W as a 1-word in {I, A, B} would be at
least 2(2n − 2) − 3 = 4n − 7. Thus, (Wen|e2) = (Wen−1|e1) always holds.

3. h-minimum spanning lengths

We close by introducing, and briefly investigating, the more general notion of
‘h-minimum spanning length’, where h is a p-tuple of positive integers.

Let p ∈ ZZ+ and let {mi : 1 ≤ i ≤ p} be a set of positive integers. Let m =

(m1, m2, . . . , mp) and letH(m) be the set of integer p-tuples (h1, h2, . . . , hp) satisfying
0 ≤ hi ≤ mi, 1 ≤ i ≤ p. The set H(m) is partially ordered by defining r ≤ s if ri ≤ si

for 1 ≤ i ≤ p, where r = (r1, r2, . . . , rp) and s = (s1, s2, . . . , sp). With this partial order,
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H(m) is a lattice with least element 0 = (0, 0, . . . , 0) and greatest element m. The
element (1, 1, . . . , 1) is denoted by 1.

Let S = {a1, a2, . . . , ap} be a set of distinct symbols and let a = (a1, a2, . . . , ap). Let
W be a nonempty word in S, written in its standard form, using index notation wher-
ever possible. Thus, W = x

s1

1 x
s2

2 . . . x
st−1

t−1x
st

t , where {xi : 1 ≤ i ≤ t} ⊆ S, x1 , x2 , · · · ,

xt−1 , xt, s1, s2, . . . , st are positive integers and t ≥ 1. If a ∈ S, we define the height of

a in W to be 0 if a < {x1, x2, . . . , xt} and max{si : a = xi, 1 ≤ i ≤ t} otherwise. Define
the height of W to be max{si : 1 ≤ i ≤ t}. For example, if S = {a, b, c, d, e, f , g} and
V = ab3c5b4d2a3, the heights of a, b, c, d, e, f , g in V are, respectively, 3, 4, 5, 2, 0, 0, 0.
Returning to generalities, with W as above, the height profile of W in a is the p-tuple
(h1, h2, . . . , hp), where hi is the height of ai in W. For example, the height profile of the
word V above, in (a, b, c, d, e, f , g), is (3, 4, 5, 2, 0, 0, 0).

DEFINITION 3.1. Let A = {A1, A2, . . . , Ap} be a set of distinct n × n matrices over a
field F, where n, p ≥ 1. Let A be the p-tuple A = (A1, A2, . . . , Ap). Put n = (n, n, . . . , n)
and, for every h ∈ H(n), h ≥ 1, call a nonempty word inA an h-word of A if its height
profile is at most h (in the poset (H(n),≤)). For k ∈ Z+, letV′

k
(A; h), or simplyV′

k
(h),

be the linear span of the h-words of A of length at most k. ThenV′
k
(h) ⊆ V′

k+1(h) for
every k ≥ 1. There exists a smallest positive integer Kh such that V′

k
(h) = V′

Kh
(h) for

every k ≥ Kh. If V′
Kh

(h) = Mn(F), we call Kh the h-minimum spanning length of A,
abbreviated ‘h-msl(A)’.

REMARK 3.2. We make some remarks on the preceding definition.

(1) If W = x
s1

1 x
s2

2 . . . x
st−1

t−1x
st

t , then W is an h-word, where h = (h1, h2, . . . , hp) if a1 has
height at most h1 in W, a2 has height at most h2 in W, . . . , ap has height at most hp

in W. Any, but not all, of these heights in W may be zero.
(2) The h-msl of A is defined if and only if the h-words of A (in A) span Mn(F) and

then its value is the smallest positive integer Kh with the property that the h-words
of A (inA) of length at most Kh span Mn(F).

(3) In the earlier notation and terminology, ‘1-word ≡ 1-word’, ‘1Vk(A) ≡ V′k(A; 1)’.
(4) In defining the h-msl of A, the order of the elements of A matters. For example,

if V is the word in (a, b, c, d, e, f , g) given by V = ab3c5b4d2a3, the height profile
of V in (d, e, g, b, f , c, a) is (2, 0, 0, 4, 0, 5, 3). In general, if A = (A1, A2, . . . , Ap)
and σ is a permutation of {1, 2, . . . , p}, the height profile of a word W in
Aσ = (Aσ(1), Aσ(2), . . . , Aσ(p)) is hσ = (hσ(1), hσ(2), . . . , hσ(p)) if (h1, h2, . . . , hp) is its
height profile in A. Consequently, h-msl(A) exists if and only if hσ(Aσ) does,
in which case they are equal. In the special cases where h = (h, . . . , h), where
1 ≤ h ≤ n, the set of h-words is independent of the order in which the elements of
A are taken. We define the set of h-words in A as those words in A in which the
height of each element ofA is at most h. We also define the h-minimum spanning

length ofA to be h-msl(A), whereA is any p-tuple enumeratingA.
(5) If r, s ∈ H(n) and 1 ≤ r ≤ s, then, for any given A, V′

k
(r) ⊆ V′

k
(s) for every

positive integer k. Thus, if r-msl(A) exists, so does s-msl(A) and, moreover,
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s-msl(A)≤ r-msl(A). In particular, if the 1-msl exists, then the h-msl exists, for
1 ≤ h ≤ n, and 1-msl≤ h-msl.

(6) For every k ≥ 1,V′k(n) is the linear span of all the nonempty words inA of length
at most k (by the Cayley–Hamilton theorem). Thus, the n-msl exists if and only if
the msl exists, in which case they are equal. More precisely, if mi is the degree of
the minimum polynomial of Ai (as in the preceding definition), for 1 ≤ i ≤ p, and
m = (m1, m2, . . . , mp), then, for A = (A1, A2, . . . , Ap), V′

k
(n) = V′

k
(m) for every

k ∈ Z+, so the msl exists if and only if the m-msl exists, in which case they are
equal. Thus, if the 1-msl exists, then the h-msl exists for 1 ≤ h ≤ n and

msl(A) ≤ (n − 1)-msl(A) ≤ · · · ≤ h-msl(A) ≤ · · · ≤ 2-msl(A) ≤ 1-msl(A).

THEOREM 3.3. Let F be an algebraically closed field. Let n, p ∈ Z+ with n ≥ 2, p ≥ 3
and let h = (h1, h2, . . . , hp) be a p-tuple of integers satisfying 1 ≤ hi ≤ n, 1 ≤ i ≤ p.

If F = (F1, F2, . . . , Fp), where F = {Fi : 1 ≤ i ≤ p} is an irreducible family of distinct

invertible n × n matrices over F, the h-words of F in F span Mn(F), so the h-minimum

spanning length of F exists.

PROOF. This follows from Theorem 2.1 and the preceding remarks. �

In the remainder of this paper, the underlying field will be the complex field C. In
Example 2.7, we showed that 1-msl({I, A, B}) = 4n − 7, where A = e1 ⊗ en and B = J.
By the next result, 2-msl({I, A, B}) ≤ 3n − 3, since msl{A, B} = 2n − 2 [6, Example 2].

PROPOSITION 3.4. Let E = {E1, E2, . . . , Ep} be a finite, irreducible family of distinct

complex n × n matrices with n ≥ 2 and suppose that I < E. Then, for 1 ≤ h ≤ n,

h-msl({I} ∪ E) ≤
(

1 +
1
h

)

msl(E).

PROOF. Let K = msl(E). Let W = E
p1

1 E
p2

2 . . .E
pt

t be a nonempty word in E such that
Ei ∈ E, pi ∈ Z

+, 1 ≤ i ≤ t and E1 , E2 , · · · , Et. For each i, let pi = hmi + ri, where
mi ∈ IN and 0 ≤ ri ≤ h − 1. For 1 ≤ i ≤ t, define 1Wi by

1Wi =















((Ei)hI)mi−1Eh
i

if ri = 0,

((Ei)hI)mi E
ri

i
if ri , 0.

As a word in {I} ∪ E, each 1Wi has height at most h and the length of 1Wi is at most
pi + mi. Now W = 1W1

1W2 . . .
1Wt, where the right-hand side is a word in {I} ∪ E of

height at most h and length at most
∑t

i=1(pi + mi). Since each pi ≥ hmi, we have written
W as a word in {I} ∪ E of height at most h and length at most (1 + 1/h) length(W),
where length(W) is the length of W as a word in E. Since the words in E of length at
most K span Mn(C), it follows that the words in {I} ∪ E of height at most h and length
at most (1 + 1/h)K also span Mn(C). Hence, the result follows. �

We finish by describing all of the possible h-minimum spanning lengths for certain
ordered pairs (A, B). In the following, for any real number x, ⌈x⌉ denotes the smallest
integer greater than or equal to x.
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THEOREM 3.5. Let n ≥ 4 and let J be the strictly upper-triangular n × n (complex)

Jordan matrix. If p, q ∈ Z+, the (p, q)-minimum spanning length of the ordered pair

(J∗, J) exists if and only if p, q ≥ 2, in which case its value is n − 2 + 2⌈(n − 2)/(r − 1)⌉,
where r = min{p, q}.

PROOF. As we have mentioned earlier, no ordered pair has a (1, 1)-msl. For any
ordered pair (A, B), the adjoint of a (p, q)-word of length k in (A, B) is a (q, p)-word of
length k in (B∗, A∗). Thus, (V′

k
((A, B); (p, q)))∗ = V′

k
((B∗, A∗); (q, p)) and the (p, q)-msl

of (A, B) exists if and only if the (q, p)-msl of (B∗, A∗) exists, in which case they are
equal.

Put A = J∗ and B = J and consider only the ordered pair (A, B) in the remainder of
the proof. Then A∗ = B and, by what we have just noted, for any positive integers p, q,
the (p, q)-msl (of (A, B)) exists if and only if the (q, p)-msl does, in which case they
are equal. If p ≥ 2, the (p, 1)-msl of (A, B) does not exist since (Wen|e1) = 0 for every
(p, 1)-word. For, suppose that Wen , 0 or en−1. Then W must equal (AB)m for some
m ≥ 1, since it must end in a B and begin with an A, so Wen = en. Since Wen = 0 or
en−1 or en, we have (Wen|e1) = 0. It follows that the (p, 1)-words cannot span Mn(C).
This shows that the (p, q)-msl exists only if p, q ≥ 2.

We continue by proving by induction that, for any p ≥ 2,

A(m−1)(p−1)+2
= A2(BAp)(m−1) for all m ≥ 2. (3.1)

This is true for m = 2 since A = ABA gives Ap+1
= A(ABA)Ap−1

= A2(BAp). Let m ≥ 2
and suppose that the result holds for m. Then

Ar(p−1)+2
= Ap−1A2(BAp)r−1

= Ap+1(BAp)r−1
= A2(BAp)r.

We next show that, for every p ≥ 2,

Ak
= Axk (BAp)(rk−1) for every k ≥ p + 1, (3.2)

where xk = k − (rk − 1)(p − 1) and rk = ⌈(k − 1)/(p − 1)⌉. Let k ≥ p + 1. Then rk − 1 <
(k − 1)/(p − 1) ≤ rk, so (rk − 1)(p − 1) < k − 1, and 0 < xk − 1 ≤ p − 1, so 2 ≤ xk ≤ p.
Then k = xk + (rk − 1)(p − 1), so

Ak
= Axk−2A(rk−1)(p−1)+2

= Axk−2A2(BAp)(rk−1)
= Axk (BAp)rk−1

using (3.1). By symmetry, since BAB = B, we get a similar equality for B, namely,

Bk
= Byk (ABq)(sk−1) for every q ≥ 2 and k ≥ p + 1, (3.3)

where yk = k − (sk − 1)(q − 1) and sk = ⌈(k − 1)/(q − 1)⌉.
The formulae (3.2) and (3.3) can be used to convert any word in A, B into a

(p, q)-word in (A, B) (if it needs converting). So, since {A, B} is irreducible, it follows
that the (p, q)-words of (A, B) span Mn(C) and the (p, q)-minimum spanning length
of (A, B) exists for every p, q ≥ 2. Let 2 ≤ p ≤ q ≤ n − 1 and suppose that p , n − 1.
We show that the (p, q)-minimum spanning length of (A, B) is n − 2 + 2R, where
R = ⌈(n − 2)/(p − 1)⌉.
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In [6, Proposition 3], it is shown that the minimum spanning length of {A, B}

is at most n. This is done by exhibiting a basis for Mn(C), consisting of words of
length at most n. We will describe this basis here for the convenience of the reader.
In its description, ∆t, for 0 ≤ t ≤ n − 1, denotes the set of matrix positions {(i, j) :
j − i = t} and Dt denotes the subspace of n × n matrices with zero elements off the
diagonal ∆t.

D0: a basis forD0 is

{AB, A2B2, . . . , AmBm} ∪ {BA, B2A2, . . . , BmAm} (n = 2m even),

{AB, A2B2, . . . , AmBm} ∪ {BA, B2A2, . . . , BmAm} ∪ {BA2B} (n = 2m + 1 odd).

D−t, 1 ≤ t ≤ n − 2: a basis forD−t is

{At+1B, At+2B2, . . . , At+kBk} ∪ {BAt+1, B2At+2, . . . , BkAt+k} (n − t = 2k even),

{At}∪{At+1B, At+2B2, . . . , At+kBk}∪{BAt+1, B2At+2, . . . , BkAt+k} (n − t = 2k + 1 odd).

D−(n−1): a basis forD−(n−1) is {An−1}.

Dt, 1 ≤ t ≤ n − 1: a basis forDt is {T∗ : T a basis element ofD−t described above}.

It is not too difficult to show that if each of these basis elements is converted into
a (p, q)-word in (A, B) using (3.2) and (3.3) when necessary, the conversions all have
length at most n − 2 + 2R (noting that (a) x ≤ y implies that ⌈x⌉ ≤ ⌈y⌉ and (b) ⌈x⌉ +
⌈y⌉ ≤ ⌈x + y⌉ + 1 for real numbers x and y). Indeed, when Ax (x ≥ p + 1) is converted
into a (p, q)-word using (3.2), the length of the conversion is x + 2(Rx − 1), where
Rx = ⌈(x − 1)/(p − 1)⌉ and, when By (y ≥ q + 1) is converted using (3.3), the length of
the conversion is y + 2(Sy − 1), where Sy = ⌈(y − 1)/(q − 1)⌉. So, when AxBy or ByAx

is converted into a (p, q)-word, the length of conversion is L, where

L = x + y + 2(Rx + Sy − 2) = x + y + 2
(⌈

x − 1
p − 1

⌉

+

⌈

y − 1
q − 1

⌉

− 2
)

≤ x + y + 2
(⌈

x − 1
p − 1

⌉

+

⌈

y − 1
p − 1

⌉

− 2
)

≤ x + y + 2
(⌈

x − 1
p − 1

+
y − 1
p − 1

⌉

+ 1 − 2
)

≤ x + y + 2
(⌈

x + y − 2
p − 1

⌉

− 1
)

≤ n − 2 + 2R if x + y ≤ n.

It follows that the (p, q)-words (of (A, B)) of length at most n − 2 + 2R span Mn(C), so
the (p, q)-msl is at most n − 2 + 2R.

There is a (p, q)-word mapping e1 to en. Indeed, since An−1e1 = en, the conversion of
An−1 to a (p, q)-word, namely, Az(BAp)R−1, where z = (n − 1) − (R − 1)(p − 1), has this
property (An−1 needs to be converted since n − 1 ≥ p + 1). Let X be a (p, q)-word of
minimum length satisfying Xe1 = en. We show that X = BAz(BAp)R−1 (with z as above).
Clearly such an X begins and ends in A, so that X = Aut+1 Bvt . . .Au2 Bv1 Au1 , where 1 ≤
ui ≤ p for 1 ≤ i ≤ t + 1 and where 1 ≤ vj ≤ q for 1 ≤ j ≤ t. Define fk for 1 ≤ k ≤ t + 1
by fk = Auk Bvk−1 . . .Bv1 Au1 e1. Then fk = eαk

, where αk = 1 +
∑k

s=1 us −
∑k−1

s=1 vs, 1 ≤ k ≤

t. For 1 ≤ i < j ≤ t + 1, let Xi,j be the segment of X defined by Xi,j = Auj Bvj−1 . . .Aui+1 Bvi .
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Then Xi,j fi = fj and, by the minimality of length of X, Xi,j is a (p, q)-word of minimum
length, beginning with A and ending with B, mapping fi to fj. (If Y is a (p, q)-word,
beginning with A and ending with B, mapping fi to fj with shorter length than
Xi,j, then X′ = Xj,t+1YX1,iA

u1 is a (p, q)-word satisfying X′e1 = en of shorter length
that X.)

Next we show that vi = 1 for 1 ≤ i ≤ t. Suppose that vi ≥ 2, where 1 ≤ i ≤ t. Since
fi , en = ft+1, we have αi < n = αt+1, so there exists an integer j > i such that αj > αi.
Let j be the smallest such integer. Then αj−1 − αi ≤ 0 and 1 ≤ αj − αi = (αj − αj−1) +
(αj−1 − αi) = uj − vj−1 + (αj−1 − αi) ≤ uj − vj−1 ≤ p − 1, so 2 ≤ αj − αi + 1 ≤ p. Thus,
Y = Aαj−αi+1B is a (p, q)-word, beginning with A and ending with B, satisfying Y fi = fj.
The length of Y is αj − αi + 2 =

∑j

s=i+1 us −
∑j−1

s=i
vs + 2 and this is strictly less than the

length of the segment Xi,j, which is
∑j

s=i+1 us +
∑j−1

s=i
vs, since vi ≥ 2. This contradicts

the minimality of the length of the segment Xi−1,j.
Next we show that ui = p for all 1 ≤ i ≤ t. Suppose that ui ≤ p − 1 with 1 ≤ i≤ t.

Again, since fi , en = ft+1, αi < n = αt+1, there exists an integer j > i such that
αj > αi. Let j be the smallest such integer. Then, since αj−1 − αi ≤ 0, once again
1 ≤ αj − αi ≤ uj − vj−1 ≤ p − 1. Thus, Z = Aαj−αi BAui+1B is a (p, q)-word, beginning
with A and ending with B, satisfying Z fi−1 = fj. The length of Z is αj − αi + ui + 3 =
∑j

s=i
us −
∑j−1

s=i
vs + 3 and this is strictly less than the length of the segment Xi−1,j, which

is
∑j

s=i
us +
∑j−1

s=i−1 vs. (All the vs equal 1.) This contradicts the minimality of the length
of the segment Xi,j.

We have shown that X = Ax(BAp)t, where 2 ≤ x ≤ p. (Obviously x = ut+1 > 1.)
Since Xe1 = en, it follows that x + t(p − 1) = n − 1, so (x − 1) + t(p − 1) = n −

2 and (x − 1)/(p − 1) + t = (n − 2)/(p − 1), where 0 < (x − 1)/(p − 1) ≤ 1. If
(n − 2)/(p − 1) ∈ Z, then R = ⌈(n − 2)/(p − 1)⌉ = (n − 2)/(p − 1) and (x − 1)/(p − 1) ∈
Z, so x = p. Then t = R − 1 and x = (n − 1) − (R − 1)(p − 1). On the other hand, if
(n − 2)/(p − 1) < Z, then 0 < (x − 1)/(p − 1) < 1, so t − 1 < (n − 2)/(p − 1) < t, so
once again t = R and x = (n − 1) − (R − 1)(p − 1). Thus, X is precisely the conversion
of An−1 into a (p, q)-word.

Finally, we show that the (p, q)-msl is equal to n − 2 + 2R by showing that every
(p, q)-word V of length at most n − 3 + 2R satisfies (Ve1|en−1) = (Ve2|en). Such words
cannot span Mn(C). We do this by showing that every (p, q)-word W satisfying
(We1|en−1) , (We2|en) has length at least n − 2 + 2R. Now Wej ∈ {0, e1, e2, . . . , en}

for every j, so such a word W satisfies either {(We1|en−1) = 1, (We2|en) = 0} or
{(We1|en−1) = 0, (We2|en) = 1}. Let W1 be a (p, q)-word satisfying W1e1 = en−1 and
W1e2 , en and suppose that W1 has minimum length. Such a word exists. Indeed,
Xe1 = en, so Xe2 = 0 and BXe1 = en−1, BXe2 = 0. We will show that W1 = BX.

Let W1 = SkSk−1 . . . S2S1, where each Si is of one of the forms Ax or By for some x, y

and where adjacent Si have different forms (SiSi+1 = AxBy or ByAx). Note that k ≥ 3
because p ≤ n − 2. There must exist j, 1 ≤ j ≤ k, such that SjSj−1 . . . S2S1e1 = en, oth-
erwise W1e2 = en. Let j be the smallest such positive integer. Then, since j is minimal,
Sj must be Ax for some x. Then SjSj−1 . . . S1e2 = 0 and so BSjSj−1 . . . S1e1 = en−1 and
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BSjSj−1 . . . S1e2 = 0. By the minimality of the length of W1, W1 = BSjSj−1 . . . S2S1.
Thus, W1 = BX1, where X1 = SjSj−1 . . . S1 is a (p, q)-word mapping e1 to en. By
the minimality of the length of W1, the length of X1 is minimal, so X1 = X and
W1 = BX.

Let W2 be a (p, q)-word satisfying W2e1 , en−1 and W2e2 = en and suppose that
W2 has minimum length. Such a word exists. Indeed, XB satisfies these conditions.
We will show that W2 = XB. Let W2 = TmTm−1 . . .T2T1, where each Tj is of one
of the forms Ax or By for some x, y and where adjacent Tj have different forms
(TjTj+1 = AxBy or ByAx). There must exist l, 1 ≤ l ≤ m, such that TlTl−1 . . .T2T1e2 = e1,
otherwise W2e1 = en−1. Let l be the smallest such positive integer. Then Tl must
be By for some y, so Tl+1 is Ax for some x. Then TmTm−1 . . .Tl+1B is a (p, q)-word
satisfying TmTm−1 . . .Tl+1Be2 = en and TmTm−1 . . .Tl+1Be1 = 0. By the minimality of
the length of W2, W2 = TmTm−1 . . .Tl+1B. So, W2 = X2B, where X2 = TmTm−1 . . .Tl+1

is a (p, q)-word mapping e1 to en. By the minimality of the length of W2, the length of
X2 is also minimal, so X2 = X and W2 = XB.

Finally, if 2 ≤ q ≤ p ≤ n − 1 and q , n − 1, the (p, q)-msl of (A, B) is equal to the
(q, p)-msl, which is n − 2 + 2⌈(n − 2)/(q − 1)⌉, by what has been proven above. This
completes the proof. �

REMARK 3.6. With A and B as in the preceding theorem, the theorem and symmetry
((p, q)-msl(A, B)= (q, p)-msl(A, B) show that n ≤ (p, q)-msl(A, B) ≤ 3n − 6. Similarly,
the set of values that the (p, q)-msl can take is {(p, n − 1)-msl: 2 ≤ p ≤ n − 1}. For
example, take n = 11.

value of p : 2 3 4 5 6 7 8 9 10
value of (n − 2)/(p − 1) : 9 9/2 3 9/4 9/5 9/6 9/7 9/8 1
value of ⌈(n − 2)/(p − 1)⌉ : 9 5 3 3 2 2 2 2 1
value of (p, 10)-msl : 27 19 15 15 13 13 13 13 11

EXAMPLE 3.7. Let n ≥ 2 and consider the ordered pair (C, D), where C = e1 ⊗ en

and D = J. It is shown in [6] that the minimum spanning length of {C, D} is 2n − 2.
Thus, (n − 1, n − 1)-msl(C, D) = 2n − 2. We show that the (p, q)-msl exists if and only
if q = n − 1 and then it equals 2n − 2, whatever the value of p. Let 1 ≤ p ≤ n − 1.
Since {DxCDy : 1 ≤ x, y ≤ n − 1, x + y , 2n − 2} ∪ {Dn−1} is a basis for Mn(C), the
(1, n − 1)-words span Mn(C) and the (1, n − 1)-msl exists and is at most 2n − 2. Since
(1, n − 1)-msl ≥ (n − 1, n − 1)-msl = 2n − 2, we have (1, n − 1)-msl = 2n − 2. Now it
follows that (p, n − 1)-msl = 2n − 2 for every p with 2 ≤ p ≤ n − 1.

Next suppose that q , n − 1 and 1 ≤ p ≤ n − 1. We show that the (p, q)-words do
not span Mn(C) by showing that every such word W satisfies (Wen|e1) = 0. We may
suppose that W , 0. Since C2

= 0, W must be a (1, q)-word. Moreover, since for any
matrix X, CXC = λC, where λ = (Xen|e1), W must be a scalar multiple of a word of
one of the following forms: C, Dr, CDr, DrC, DrCDs, with 1 ≤ r, s ≤ n − 2. It is easily
checked that a matrix Z, of any of the latter forms, satisfies (Zen|e1) = 0.
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