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Tests of microstructure reconstruction by forward modeling of high energy
X-ray diffraction microscopy data
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Verification tests of the forward modeling technique for near-field high energy X-ray diffraction
microscopy are conducted using two simulated microstructures containing uniformly distributed
orientations. Comparison between the simulated and reconstructed microstructures is examined with
consideration to both crystallographic orientation and spatial geometric accuracy. To probe the
dependence of results on experimental parameters, simulated data sets use two different detector
configurations and different simulated experimental protocols; in each case, the parameters mimic
the experimental geometry used at Advanced Photon Source beamline 1-ID. Results indicate that
element orientations are distinguishable to less than 0.1°, while spatial geometric accuracy is limited
by the detector resolution. © 2010 International Centre for Diffraction Data.
�DOI: 10.1154/1.3427328�
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I. INTRODUCTION

Large three-dimensional maps of microstructures based
on orientation imaging microscopy �Adams et al., 1993;
Wright and Adams, 1992� have become accessible in the past
few years due to the availability of automated serial section-
ing and dual beam microscopes with focused ion and elec-
tron beams �Uchic et al., 2006; Lee et al., 2007�. The draw-
back to these measurements is that they, of necessity, destroy
the measured material as sectioning proceeds. High energy
X-ray diffraction microscopy �HEDM� �Poulsen, 2004; Suter
et al., 2008; Lienert et al., 2007; Suter et al., 2006� is one of
the several new X-ray techniques �Ludwig et al., 2008; Lar-
son et al., 2002� that permit spatially resolved nondestructive
measurement of volumes of polycrystal microstructures.
These techniques allow the monitoring of responses of en-
sembles of grains as various thermomechanical stimuli are
applied and thus open the way to directly constraining theo-
retical models of microstructure response. HEDM, a syn-
chrotron based technique, is able to map three-dimensional
macroscopic volumes of microstructures at micron-scale res-
olution with better than 0.1° orientation resolution.

This paper characterizes minimum uncertainties and
noise levels in reconstructed microstructure maps. Simulated
diffraction data sets are generated from artificial �and thus
known� microstructures. The analysis software then uses
these data sets to attempt to reconstruct the initial micro-
structure. By comparing initial and reconstructed structures,
we obtain several quantitative measures of the precision and
accuracy of crystallographic orientation and real space ge-
ometry determinations. Two synthetic microstructures, one
with a small number of large grains and the other with a
large number of small grains, are treated, each with two dif-
ferent simulated detectors having different spatial resolu-
tions.
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The HEDM microstructure mapping measurement has
been described in detail elsewhere �Lienert et al., 2007; Suter
et al., 2006; Poulsen et al., 2001�; here, we give a brief
summary. The experimental geometry is shown in Figure 1.
A line focused ��2 �m high by 1.3 mm wide�, high energy
��50 keV�, monochromatic X-ray beam illuminates a pla-
nar cross section of the sample. Samples are typically wires
up to 1 mm in diameter so that the entire cross section re-
mains in the beam as the sample rotates about the � axis.
Diffraction from individual grain cross sections is imaged
with a near-field �L=4 to 10 mm� charge-coupled device
�CCD� based area detector that is positioned normal to the
incident beam and downstream of the sample �Lienert et al.,
2007�. Diffraction images are collected as the sample is ro-
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Figure 1. �Color online� Schematic of HEDM grain mapping measurement
technique. A line focused X-ray beam illuminates a planar section of the
sample. The sample is rotated about the z axis perpendicular to the illumi-
nated plane �angle ��. A high resolution CCD based detector measures
diffraction patterns at two or three rotation axis-to-detector distances, xd

=L1,L2 ,L3. Scattering angles 2� and � and the position of origin inside

sample are encoded in the observed Bragg spot positions.
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tated about the � axis over a small integration interval, ��
�typically 1°�. The shape of an observed Bragg spot �ellipses
on the detectors in Figure 1� is, to first order, the projection
along the outgoing wave vector of the diffracting grain’s
cross-sectional shape. Such images are collected over a range
in � of up to 180° so that each grain produces many �50 to
60 for cubic structures� Bragg peaks and thus yields many
projections along different directions relative to the grain.
Detector images may contain several to hundreds of Bragg
peaks �depending on the coarseness of the microstructure�
originating from different locations in the polycrystal. The
detector resolution determines the precision with which
Bragg spots can be measured and, thus, the precision of the
reconstructed microstructure geometry.

The generation of orientation maps of measured poly-
crystal cross sections is achieved with a forward modeling
reconstruction procedure. The term “forward modeling” is
meant to imply that, rather than attempting to invert the im-
age data through back projections from the detector into the
illuminated plane, we simulate the sample and data collec-
tion procedure and forward project simulated scattering onto
the detector. The goal is to adjust the simulated sample ori-
entation field to achieve an optimized match of simulated
scattering to the experimental detector image data. The mod-
eling procedure takes as inputs a set of geometrical param-
eters describing the apparatus �L distances, detector origin
positions defined as the intersection of the projection of the
beam and the rotation axis onto the detectors, detector orien-
tation errors, and X-ray beam energy�, the sample crystal
structure, and the detector images. At present, we use a sim-
plified binary representation of the images: experimental im-
ages are background subtracted and peaks are thresholded so
that pixels are either “hit” or not. Future work will incorpo-
rate intensity matching. A preliminary step to doing a recon-
struction is to determine precise values of the apparatus pa-
rameters through a boot-strapping procedure that optimizes
the quality of reconstruction of a calibration sample or a set
of judiciously chosen positions in a measured sample �this
will be described in a forthcoming publication�.

In the model, the illuminated sample plane is tiled with a
mesh of equilateral triangles. The triangle size sets the geo-
metric resolution of the reconstruction; ideally, this should be
the size of detector pixels or smaller. Meshes can become
quite large: 3 �m triangles spanning millimeter samples im-
ply 105 elements per layer. In each triangle, the computer
code searches the crystallographic orientation space to maxi-
mize overlap between simulated Bragg scattering and experi-
mentally observed scattering peaks. Correct orientations will
generate Bragg peaks that pass through experimentally ob-
served diffraction spots at multiple L’s. Since each element
produces 50 to 60 peaks that project to different locations on
the detector, at different L distances, and within different ��
intervals, the orientation is determined by comparing to the
entire data set—this leads to tight constraints on orientations
with a resolution of �0.1°, as shown below. As this descrip-
tion implies, the orientation in each triangular element can be
determined independently from all others. This makes the
computation easy to parallelize and we take advantage of the
availability of highly parallel architectures.

Hardware at the 1-ID B hutch, data collection proce-

dures, and analysis code have all evolved significantly over

133 Powder Diffr., Vol. 25, No. 2, June 2010

0.1154/1.3427328 Published online by Cambridge University Press
the past year and we anticipate continued upgrades. For ex-
ample, new CCD cameras with higher pixel resolution, more
pixels, and faster readout have been commissioned. With im-
proved readout times, we have begun to collect larger data
sets both in terms of the number of cross sections �i.e., larger
volumes� and the number of rotation intervals sampled.
Given this fluid situation, we have developed a series of
simulation tests to analyze the efficacy of new hardware and
experimental protocols. The goal is to assure robust orienta-
tion and geometrical reconstructions in advance of data col-
lection so that we optimize the use of synchrotron beam
time.

Below we present simulations in which detector images
are directly generated by the forward modeling software us-
ing simulated microstructures and realistic experimental ge-
ometry and detector parameters. In the reconstructions, we
use the known experimental parameters and ask what errors
remain if these are perfectly known: What is the effect of
discretization of the scattering due to finite sized square de-
tector pixels? What is the effect of using finite �� integration
intervals? What is the mitigating effect of measuring many
Bragg peaks over a large � range?

II. GENERATION OF MICROSTRUCTURES AND
FITTING PROCEDURES

The artificial microstructures used for the verification
tests are shown in Figure 2. The microstructures are gener-
ated by producing simulation boxes that would enclose a
centered 1 mm diameter sample, indicative of the cylindrical
wires used in the HEDM experiments. Each simulation box
is composed of six triangles with 0.6 mm sides and which
are referred to as generation zero or g=0 triangles. The grid
is made finer by subdividing each triangle into four equilat-
eral triangles with half the side length of the parent. G is
incremented with each successive regrid. Thus, triangle side
lengths are �0.6 mm� /2g, and there exist 6�4g elements af-
ter all triangles have been regrid g times.

The maps in Figure 2 contain 32 and 497 grains. The
average size in �a� is 190 �m �circle equivalent diameter�
with variation in area from 5159 to 67 217 �m2. While most
grains would be characterized as “equiaxed,” there are some
with quite anisotropic shapes. In �b�, the average diameter is
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Figure 2. �Color online� Simulated two-dimensional microstructures. �a�
contains 32 distinct orientations or grains, while �b� has 497 grains. Shades
�colors� are mapped using an axis-angle representation of the crystallo-
graphic orientation. Hence, regions of similar shades �colors� correspond to
similar orientation.
50 �m with areas spanning 140 to 6489 �m . The range of
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grain sizes and shapes in the two simulated structures is
comparable to the range that we have measured in real
samples. The partitioning of the simulated structure into the
grains was achieved by a Voronoi tessellation procedure,
which resulted in no two grains having the same size. Each
grain is assigned a single orientation chosen from a list of
uniformly distributed orientations, such that the misorienta-
tion between all grains exceeds 5°. The simulated micro-
structure for the 32-grain set is composed of g=5 triangles
with 19 �m sides, while the 497-grain set is composed of
g=6 triangles, with 9 �m sides.

Using the forward modeling software, each microstruc-
ture produced its own set of simulated detector images. To
mimic the binary reduced experimental data, detector pixels
were set to 1 if the Bragg diffraction from any triangle hits
them and zero otherwise. Two data sets were generated for
each structure. The first used a simulated detector with
1024�1024 pixels with a pitch of 4.0 �m /pixel and rota-
tion axis-to-detector distances, Li, of 4.75, 6.75, and 8.75
mm. Simulated diffraction images consist of 100 1° integra-
tion intervals. A planar monochromatic X-ray beam of 50
keV illuminates the entire simulation box. Pure fcc alumi-
num �lattice constant a=4.05 Å� is used as the simulated
sample material. In generating the scattering, only Bragg
peaks that are visible at all three detector distances were
produced. Therefore, only scattering up to the wave vector
transfer Q=12 Å−1 is maintained in the analysis, leaving
�137� Miller index reflections as the largest diffraction ring.
The second simulation set used a 2048�2048 camera with
1.5 �m /pixel, a photon energy of 65.35 keV, Li
=7,11,15 mm, and aluminum scattering. The omega sam-
pling for this setup included 180 integration intervals of 1°.
The latter parameters mimic our most recent data collection
run.

The forward modeling code searches orientation space
for crystallographic orientations that generate scattering that
matches experimental scattering found in the input data set.
This search is done independently for each individual tri-
angle. While Monte Carlo optimization of orientations uses a
cost function based on maximizing pixel overlap between the
reconstructed and input data sets, the acceptance of candidate
orientations is based on a confidence parameter, C, equal to
the fraction of reconstructed peaks that overlap experimental
scattering at multiple L positions �Suter et al., 2006, 2008�.
The fits are accelerated by retaining and updating, as the fit
proceeds, a list of orientations that have been found so far.
New orientations are added to this list if they satisfy a strong
convergence criterion, Cs, and there are no other list entries
within some misorientation threshold �usually 2°�. Cs is a
value of the confidence parameter that gives strong assurance
that the reconstructed orientation assignment is correct �Cs
=0.85 in the current fits�. In the search for an orientation for
a given triangle, the algorithm �i� starts with the triangle’s
previous orientation if present �this occurs if we have regrid-
ded a previously fitted triangle to achieve finer resolution;
the smaller regridded triangles are initially given the orien-
tation of the parent triangle�, �ii� tests the list of previously
found orientations described above, and finally �iii� exhaus-
tively searches over all of the orientation spaces. If the strong
convergence condition is reached at any point, the search is

stopped and the result is accepted. If no strongly converged
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orientation is found, then the orientation with the greatest
confidence larger than a weak criterion, Cw, is accepted. If
Cw is never attained, then the triangle is marked as uncon-
verged and is assigned no orientation. Discussion of these
and alternate optimization procedures will be described in a
forthcoming publication.

The fits to the 1k�1k detector data sets used a regrid-
ding procedure as follows: �i� the triangular reconstruction
mesh was uniformly gridded to g=gsim−1, where gsim=5
was the size of the triangles used to generate the simulated
data set; �ii� triangles of this reconstruction mesh were fitted
to the simulated data; �iii� reconstruction triangles that did
not converge �C�Cw�, only weakly converged �Cw	C
�Cs�, or were found to have neighbors with distinct orien-
tations were regridded to g=gsim; �iv� all regridded triangles
were refitted; and �v� a boundary checking procedure was
applied in which any triangle with a neighbor of distinct
orientation was tested with that neighbor’s orientation and
the strongest convergence value was kept. The fits to the
2k�2k detector simply regridded to the exact mesh used to
generate the simulated data sets �gsim=6�, fitted the mesh,
and performed the boundary checking procedure. As stated
above, experimental parameters for the reconstructions were
fixed to the values used to generate the data set.

III. RESULTS AND DISCUSSION

Figure 3 is a diffraction image on the 1k�1k detector
generated from the 32-grain microstructure and correspond-
ing to a single 1° integration interval at distance L2
=6.75 mm. The images from the 497-grain set are similar
but with a larger number of smaller spots. Figure 3 repre-
sents one of the 300 images that form the data set. The union
of green and black pixels �visible in online version of article�
is the input simulated diffraction, while the union of green
and red pixels originates from scattering produced by the
reconstructed microstructure �see discussion below�. With
the perfectly ordered simulated grains in the input micro-
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Figure 3. �Color online� Sample diffraction image using the 1k�1k detector
for the 32-grain data set corresponding to the microstructure in Figure 2�a�.
The boxed diffraction spot in �a� is shown in �b�, displaying all three pixel
types. The majority of spots �light shades in �a�, green in on-line version�
indicate fitted intensity that hits pixels in the simulated data set. A very small
percentage of pixels in the simulated data set. A very small percentage of
pixels �black in on-line version� contain simulated diffraction not hit by the
fit and are visible in the interior of the spot in �b�. Pixels that are hit by the
fit, but are not in the simulated data set are intermediately shade �red in color
version�. Six spots composed of these ‘fit only’ pixels are seen in �a�, as well
as dotting the perimeter of the diffraction spot in �b�.
structure, each input diffraction spot is a pixilated projection
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of one of the grains onto the detector �along the scattering
vector� when the sample is at this particular �. The horizon-
tal extent of the spots is approximately the y-direction extent
of the grain �see Figure 1�. To first order, the vertical extent
of diffraction spots is due to the extent of the grain along the
incident beam propagation direction, x, but this projection is
a strong function of the orientation of the scattering vector:
scattering at small ��� �see Figure 1� yields relatively ex-
tended spots whereas ����90° yields a thin line as seen at
the lower left of Figure 2�a�. �Poulsen, 2004; Suter et al.,
2006�

We compare the reconstructed microstructures to the ini-
tial simulated microstructures in several ways. Figure 3 indi-
cates the extent of overlap between the simulated data set
and the reconstructed diffraction peak patterns: the vast ma-
jority of pixels illuminated by the reconstruction are in the
input data set �green�. There are some red diffraction spots
indicating that the reconstruction hits regions with no simu-
lated input scattering present. In each case, however, these
are diffraction spots that appear on images in neighboring �
intervals; this indicates that some orientation noise is present
and, for peaks that occur at the edges of � integration inter-
vals, some triangles converge to orientations that generate
scattering in incorrect intervals. This noise could be reduced
or eliminated by a more strict convergence criterion, Cw.
However, we choose to use the procedure described in Sec.
II because it better approximates the analysis of experimental
data sets where statistical noise is present. The black pixels
in Figure 3 are missed by the reconstructed microstructure;
this is allowed because the fitting algorithm imposes no pen-
alty for incomplete coverage of experimental diffraction
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Figure 4. �Color online� Misorientation angles between reconstructed micros
�a� 32-grain and �b� 497-grain cases. These maps are from reconstructions us
Triangles with misorientations larger than 0.3° are shown in white; there are
bottom right corner of the map in �b�.
spots. Similarly, numerous pixels are hit many times by scat-
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tering from neighboring groups of triangles. Work is under-
way to more uniformly match intensity patterns within dif-
fraction spots so that intragrain misorientations can be
tracked accurately. This requires interaction between orienta-
tions among groups of triangles and thus breaks the triangle-
by-triangle parallelization of the current method.

To characterize the deviations of reconstructions from
the input simulated microstructures, we compute misorienta-
tions between the two on a triangle-by-triangle basis. Misori-
entations are specified by an axis-angle pair with the rotation
angle being a positive right-handed rotation about the speci-
fied axis. Figure 4 shows maps of the misorientation angle
between the input microstructures and the reconstructed mi-
crostructures. Table I gives quantitative measures of the re-
construction precision and accuracy and is discussed in more
detail below. Triangles in Figure 4 with misorientations
larger than the 0.3° color scale maximum are shown in white
and occur solely at grain boundaries and only in the small
grain data set. Figure 4�c� illustrates these white triangles.
Figure 5 shows that misorientation axes are essentially ran-
domly distributed.

For the 32-grain set, the grain geometry is identical to
the input with orientation noise at the level of 0.1° �the re-
constructed map corresponding to Figure 2�a� is visually in-
distinguishable from that figure�. The geometric perfection of
this fit is due to the use of triangles in the simulation and
reconstruction that are significantly larger than the detector
pixel size and the fact that, due to the regridding at bound-
aries, the triangle sizes and locations are identical. Neverthe-
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finds correct orientations and locates grain boundaries pre-
cisely. Table I indicates similar orientation noise for the two
detector configurations.

The 497-grain data set again yields orientation noise on
the order of 0.1° and reproduces the small grain shapes quite
well. However, the misorientation plot in Figure 3�b� shows
a significant number of triangles at grain boundaries that
have been assigned the wrong orientation—in all cases, the
assigned orientations are those of the neighboring grain.
With g=6 triangles, the simulated microstructure’s side

TABLE I. Results of reconstructions of simulated microstructures. Indicated
ranges correspond to standard deviations across all fitted triangles. Orienta-
tions and misorientations are listed in degrees.

Detector 32 grains 497 grains

Triangle count
1k 4467 23 712
2k 6144 24 576

Orientation precision
1k 0.09
0.04 0.07
0.04
2k 0.07
0.03 0.08
0.05

Orientation accuracy
1k 0.03
0.02 0.03
0.02
2k 0.03
0.02 0.03
0.02

Spatial misorientation
1k 0.10
0.04 0.07
0.04 a

2k 0.07
0.04 0.08
0.05 b

Area reconstruction
1k 100% 96.3%
2k 100% 99.8%

aExcluding 914 boundary triangles with misorientation �2°.
bExcluding 54 boundary triangles with misorientation �2°.
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Figure 5. �Color online� A stereographic projection showing the distribution
of misorientation axes corresponding to the angles in Figure 4�b�. Axes were
binned in 5° �5° boxes in the polar angles and the image has been sym-

metrized.
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lengths are roughly twice the 1k�1k detector pixel size.
Therefore, it is possible that when the collections of triangles
that outline the simulated grains are projected onto the de-
tector, the reduction to square pixilated data set leaves am-
biguous regions in the microstructure where two orientations
are possible. The higher resolution detector significantly im-
proves this boundary precision problem: as indicated in the
last entries in Table I, instead of 914 incorrect assignments
there are only 54.

Table I gives some quantitative measures of the quality
of the reconstructions. The triangle count indicates the effect
of the adaptive regridding used in the 1k�1k fits. The effect
is more dramatic with larger grains that have smaller perim-
eter to area ratios because boundary triangles are always re-
gridded. Statistical measures are given comparing all four
data sets: two input microstructures each reconstructed using
two different detectors.

• Orientation precision is defined as the misorientation
spread within reconstructed grains; numbers reported are
the average and standard deviations over all grains. The
measurement entails finding an average orientation for
each grain and then calculating the misorientation between
each constituent triangle composing the grain and this
grain averaged orientation. Here, grains are identified as
compact collections of triangles whose border elements
have at least a 2° misorientation with their neighboring
external triangles; this procedure is independent of the
simulated microstructure and follows the grain identifica-
tion procedure used with real experimental data. Orienta-
tion precision supplies an estimate of orientation noise in-
trinsic to the measurement and reconstruction as
parametrized here. In real grains, orientation spreads larger
than �0.1° should be observable. This number should be
reducible by using smaller �� integration intervals and by
fitting to intensity patterns within diffraction spots.

• Orientation accuracy is found by making a one-to-one cor-
respondence between all reconstructed grains with all
simulated grains. Here we calculate the misorientation be-
tween a reconstructed grain’s average orientation �Cho et
al., 2004� and the orientation of its simulated counterpart.
Unlike the precision, this is a macroscopic �rather than
element-by-element� characterization.

• Spatial misorientation is found by regridding the recon-
structed map so that all of its triangles exactly overlap one
triangle in the input simulated structure and then calculat-
ing the misorientation between each overlapping triangle
pair. The average misorientation between all triangles that
have less than a 2° misorientation is quoted since this is
how we previously defined our reconstructed grains. In the
present case, the spatial misorientation is essentially the
same as the precision; we include this statistic because it
illustrates a method for comparing microstructures on a
point-by-point basis, for example, before and after sample
treatments.

• The percentage of the triangular elements containing less
than 0.3° misorientation is listed as the area reconstruc-
tion. The deviation from 100% in the 497-grain simulation

is due to incorrectly assigned boundary triangles.
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IV. CONCLUSION

We have verified the forward modeling technique of mi-
crostructure map generation using two sets of simulated data
and two simulated experimental setups similar to configura-
tions used at the APS 1-ID beamline. The ab initio orienta-
tion search identifies correct orientations within �0.1° mis-
orientation for all tested cases. Grain geometries are
reproduced to within detector resolution limits. These tests
are, however, best case baseline scenarios. The reconstruc-
tion assumes perfect knowledge of the experimental geom-
etry of the HEDM setup when in reality these parameters are
determined with some finite uncertainty and imprecision.
The simulated data set used an ideal microstructure with
grains that contain no internal orientation variations. The de-
tector images are noise-free. Further simulation tests are
probing the effects of lifting these idealized conditions.

With the current reduction of experimental CCD images
to binary data sets, the fitting is essentially attempting to
pattern match the diffraction spot shapes that are projections
of grain cross sections at multiple sample orientations, �.
The many projections of each grain provide some noise av-
eraging, but confidence levels are typically reduced in the
neighborhoods of grain boundaries �in experimental data
sets�. Fits to a variety of experimental data sets using the
same algorithms as tested here have yielded complete orien-
tation maps and statistical measures of microstructures con-
sistent with electron backscatter diffraction �EBSD� volume
measurements �Suter et al., 2008; in progresswork�. Experi-
mental validations using measured data from test samples,
including direct comparison to surface EBSD measurements,
will also be published separately.

Further algorithm development is continuing. A major
goal is to reduce computation time to be comparable to data
collection speeds so that map output can be observed during
data collection and used to guide further sample treatments
and complimentary measurements. As a reference, the recon-
structions presented here took on the order of 4 h on an
80-core parallel cluster, while acquisition of a comparable
HEDM data set would require approximately 1 h. Intensity
matching rather than binary pattern matching should lead to
better sensitivity to intragrain orientation gradients. Inclusion
of strain tensor parametrization in the scattering model will
allow optimization of spatially resolved elastic strains within
each triangle; experimental sensitivity to such strains will
require modification of the experiment to include a “far-
field” area detector that can resolve part in 104 motions of
diffraction spots �Lienert et al., 2009�. The overarching goal
is to have a dedicated user facility at the APS that will be

available and accessible to the materials community.
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