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SUMMARY

It is possible to estimate diet composition from an analysis of n-alkanes in the faeces of ruminant
animals. The method requires the estimation of the concentrations of n-alkanes in the plants and
faeces and then the solving of a system of simultaneous equations. There are at least three places in
which significant measurement error may be introduced. First, there may be error in the determination
of the concentrations of the n-alkanes in the herbage. This error may be the result of analytical error
in the chemical analysis, or in the gathering of the representative sample of herbage. In either case,
error in this estimate may be particularly important, since this estimate is not independently repeated
for each animal in the study, but is conducted once and used throughout the study. Error may also
be introduced in the estimates of digestibility of the n-alkanes themselves. The n-alkane method might
be ideal if in fact the n-alkanes were completely indigestible – they are not and, furthermore, they are
differentially digestible. Lastly, there may be measurement error in the estimate of the n-alkane
concentrations in the faeces, which utilize the same analytical procedures that are used on the
herbage. That is, if measurement error exists in the herbage estimates, it is quite possible that it also
exists in the faeces estimates. We address these issues through the use of Monte Carlo simulation to
investigate the likely effects of measurement error on diet composition and digestibility estimates
obtained using the n-alkane method. Our results suggest the following conclusions : (1) in the face of
any sort of measurement error, estimates of digestibility are likely to be unreliable ; (2) when
measurement error exists, one of the diet components will usually be under-estimated and the other
will usually be over-estimated; (3) any sort of progressive bias in the n-alkane recovery estimates will
probably have large and very significant effects on the results ; and (4) if measurement error in the
estimates of the n-alkane concentrations in the herbage and in the faeces are similar in expectation,
then their effects tend to cancel each other out.

INTRODUCTION

Researchers have been using n-alkanes, variable
length carbon chains found in the wax cuticle of
plants, as markers in digestibility and diet selection
studies on grazing animals for over 10 years. Since
Dove & Mayes’ (1991) excellent review article, in
which they pointed out the advantages of the use of
plant wax alkanes to estimate diet selection, many
researchers have adopted this method (e.g. Dove

* To whom all correspondence should be addressed.
Email : newman!zoology.siu.edu

1992; Malossini et al. 1994; Salt et al. 1994; Vulich &
Hanrahan 1995; Vulich et al. 1995).

There are actually two different aspects to the
analysis. The first involves the methodology of taking
samples, preparing samples and analysing the samples
for n-alkane concentrations. The second aspect
involves the use of the information on n-alkane
concentrations to construct estimates of diet com-
position and diet digestibility. At least four methods
have been used. Dove (1992) used simultaneous
equations. Newman et al. (1995) suggested the use of
a technique for solving an over-determined system of
equations to improve on Dove’s method. Using this
method, more information can be utilized to construct
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the diet estimate. Salt et al. (1994) used a complicated
non-linear quasi-Newtonian method to form diet
estimates. Finally, Dove & Moore (1996) used an
iterative method called non-negative least squares.

It is easily demonstrated (Draper & Smith 1981)
that the method discussed by Newman et al. (1995) is
always the least squares estimate, and if the error is
normally distributed it is the maximum likelihood
estimate as well. Because of the simplicity of this
method, its mathematically desirable properties and
its ease of implementation, we concentrate on this
method here. How bias might influence the quasi-
Newtonian approach of Salt et al. (1994) or the
iterative method of Dove & Moore (1996) is not
known, but we suspect that these other methods
would give similar results. For example, the method
of Dove & Moore (1996) relies on an iterative
algorithm which performs least squares estimations
and, as we show below, this type of estimation is quite
sensitive to measurement errors. Further research in
this area is warranted.

There are two places in which errors may enter the
estimated solutions : in the herbage n-alkane con-
centrations and in the estimates of the faecal
recoveries. Errors in the estimates of herbage n-
alkane concentrations have two main sources. The
first is analytical error ; that is, error in the chemical
analysis that leads to the estimates of concentrations
of each n-alkane in each plant species. The second
source of error is in sampling the plant material. Dove
& Mayes (1991), Dove (1992) and Newman et al.
(1995) have pointed out that it is critical that the
plant sample be characteristic of the plant species
being consumed. This may be difficult to achieve for
a number of reasons. We know, from Laredo et al.’s
(1991) work, that alkane concentrations vary between
different plant parts. More generally, due to the
inherent spatial variation in the distribution and
abundance of plant species in both the pasture in
general and specifically in the grazed horizon, pastures
exhibit considerable variation in n-alkane con-
centrations (Malossini et al. 1994). Errors in herbage
n-alkane concentrations may be one of the most
important classes of errors since the same matrix is
used for all animals in the study (which is also true of
faecal recoveries).

Errors in the faecal recoverability estimates may
also come from two sources. Like errors in herbage n-
alkane concentrations, errors in faecal recoverability
estimates may result from analytical errors involved
in the chemical analysis of the n-alkane con-
centrations. The other source of error comes from the
method itself. There are a number of different methods
for determining faecal recoveries, but generally they
are all based on the theory that adjacent even length
n-alkanes have similar digestibilities to the odd-length
chains of interest. Recovery rates are estimated by
dosing the animal with an adjacent chain of even

length and using this estimate for the recovery rate of
the odd length chain. There may be systematic
differences in the recovery rates for adjacent chain
lengths, and recovery in general may be related to
chain length. This relationship between chain length
and recovery differs from study to study. Casson et al.
(1990) and Mayes et al. (1986a, b) found increasing
recoverability of n-alkanes as a function of chain
length. However, Vulich et al. (1991) found no
significant relationship (although there was much
variance in the estimates and a downward trend in the
data). In either case, it is clear that there is variability
in the estimated recoveries that is ignored in the
estimation of diet composition.

The faecal concentrations are taken to be the
dependent variable in these analyses. They will always
have an element of variability, quite apart from
measurement error. Multiple estimates from indi-
vidual animals are variable (e.g. Vulich et al. 1991;
Malossini et al. 1994). Some of the variability in
faecal concentrations probably comes from diurnal
patterns of diet selection such as those reported by
Coates et al. (1987), Newman et al. (1994) and
Parsons et al. (1994).

How the naturally occurring variability in the
faecal concentrations interacts with measurement
errors in herbage concentrations and in the recoveries
is the focus of this study. We quantify the effects of
measurement error on the bias in the estimates of diet
composition and diet digestibility using computer
simulations.

BASIC PROBLEM

The matrix algebra needed to utilize the n-alkane
concentrations to predict diet composition anddigesti-
bilities is contained in Newman et al. (1995).
Throughout this example, we will use the con-
centrations of five different n-alkanes to estimate the
diet comprising two herbage species. Throughout the
paper, matrices are shown in bold type.

Diet composition is found using the following
formula:

Hd¯Rf (1)

where H is a 5¬2 matrix of the five n-alkane
concentrations in the two herbage species, R is a 5¬5
diagonal matrix where the entries are the inverse of
the digestibilities for each of the five n-alkanes, f is a
5¬1 vector of the concentrations of each of the five n-
alkanes in the animal’s faeces, and d¯ (d

"
, d

#
)« is a

2¬1 vector of the unknown quantities of each herbage
species.

The least squares estimate of d, dW , is used to
estimate the proportion of each herbage species in the
diet either using:

ρW
"
¯

dW
"

dW
"
­dW

#

or ρW
#
¯ 1®

dW
"

dW
"
­dW

#

(2)
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Table 1. Values used in simulations and results for the
unbiased problem using 10 animals for each experiment.

Values in parentheses are the estimated variances

Parameters Case 1 Case 2

d
"

1±75 0±35
dW
"

1±758 0±360
(3±4¬10−&) (3±4¬10−&)

d
#

1±75 3±15
dW
#

1±729 3±125
(7±6¬10−&) (7±6¬10−&)

ρ
"

0±5 0±1
ρW
"

0±504 0±103
(3±93¬10−') (3±93¬10−')

ρ
#

0±5 0±9
ρW
#

0±496 0±897
(3±93¬10−') (3±93¬10−')

φ 0±714 0±714
φW 0±713 0±713

(1±9¬10−() (1±9¬10−()

Throughout we will refer to ρW
"

as ratio 1 and ρW
#

as
ratio 2. dW is also used to estimate digestibility as :

φW ¯ 1®
1

dW
"
­dW

#

(3)

Sensitivity analysis

We simulate the calculations implied in Eqn (1) for a
hypothetical experiment in which there are 10 animals
and the experiment is replicated 10000 times. For
each of the 10000 trials, the matrices H and R are the
same for all animals, but a new realization of f is
generated for each animal. Throughout, we consider
f to be a random variable :

fW ¯ f­ε
f

(4)

where fW is the vector of observed values, f is the vector
of true values, and ε

f
is a vector of random errors,

where each element is a zero mean normal random
variable. Thus, Eqn (1) is actually

Hd¯RfW (5)

Throughout, we will develop two cases, these values
are shown in Table 1.

It is important to note that, although the effects of
measurement errors on dW are well known for Eqn (5),
the effects of measurement error on ρW are not well
known. Indeed, it is not even clear that the expecta-
tions of ρW

i
are finite. To see this, let us simplify the

problem for the purpose of illustration. Suppose that
ρ] ¯ dW

"
}dW

#
. Assuming that the dW

i
are independent

standard normal random variables, then it can be
shown that ρ] is a Cauchy random variable (e.g.
DeGroot 1986) which does not have a well defined
mean and has infinite variance. Our problem with ρW is

slightly more complex than this example, since the
numerator and denominator may not be independent;
but the essence of the argument is the same. Therefore
the use of Monte Carlo simulations is justified for
investigating the effects of measurement error on
estimates of diet composition.

RESULTS

Variance in fW
i

When the only source of variance in Eqn (5) is in the
elements fW

i
, then Eqn (5) is a very reliable predictor ;

the results for both cases are shown in Table 1. We see
that the method very reliably estimates the dietary
proportions and diet digestibility.

Measurement error in H
ij

We introduce normal error to the measurement of the
elements H

ij
, as :

H= ¯H­EH (6)

where
E[EH]¯αH¯µH (7)

EH is a matrix of error values added to the elements of
H. Each element of EH, say Eij

H, is normally distributed
with mean µij

H and variance HΩ#
ij
. α is the amount of

contamination in the estimate. Positive or negative
values of µij

H imply that H=
ij

tends to over- or under-
estimate the values of H

ij
.

Now, we modify Eqn (5) as

H= d¯RfW (8)

and use Eqn (8) to estimate the effects of the
distribution of Eij

H on the estimates of diet composition
and digestibility. Figures 1a and 1b show the
percentage relative bias of these estimates plotted
against the percentage contamination. Percentage
relative bias is defined as

dW
i
®d

i

d
i

¬100 for i¯ 1, 2 (9)

where dW ¯ (dW
"
, dW

#
)« are the values of the diet com-

position estimated by Eqn (8), and d is the vector of
the true values of the diet composition. Percentage
contamination refers to the value of µij

H. A value of
®20% contamination would imply that if the true
value were H

ij
¯ 10, then the mean estimated value

would be H=
ij
¯ 8.

Table 1 shows the true values for case 1 and case 2.
Figure 1a clearly shows that although the elements of
dW can become very biased in the face of measurement
error in H, the estimates of ratio 1 (ρW

"
from Eqn (2))

and ratio 2 (ρW
#

from Eqn (2)) remain fairly reliable.
However, when the true proportion is different from
1:1, then the estimate of diet proportion becomes
more biased, with the effect becoming larger the
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Fig. 1. Measurement error in the herbage concentrations of n-alkanes for (a) case 1 and (b) case 2. The cases are defined in
Table 1. This figure shows the % relative bias as a function of % contamination. dW

"
is the estimated quantity of species 1

in the diet, dW
#

is the estimated quantity of species 2 in the diet, ratio 1 is ρW
"
, ratio 2 is ρW

#
and digestibility is calculated

according to Eqn (3). dW
"

is denoted by (—), dW
#

by (– –), ratio 1 by (- - -), ratio 2 by (– ±–) and digestibility by (I).
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Fig. 2. Measurement error in the n-alkane faecal recoverability estimates for (a) case 1 and (b) case 2. The cases are defined
in Table 1. This figure shows the % relative bias as a function of % contamination. dW

"
is the estimated quantity of species

1 in the diet, dW
#

is the estimated quantity of species 2 in the diet, ratio 1 is ρW
"
, ratio 2 is ρW

#
and digestibility is calculated

according to Eqn (3). dW
"

is denoted by (—), dW
#

by (– –), ratio 1 by (- - -), ratio 2 by (– ±–) and digestibility by (I).
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Fig. 3. Simultaneous error in the herbage concentrations of n-alkanes, and the faecal recoveries of those n-alkanes for (a) case
1 and (b) case 2. The cases are defined in Table 1. This figure shows the % relative bias as a function of % contamination.
dW
"

is the estimated quantity of species 1 in the diet, dW
#

is the estimated quantity of species 2 in the diet, ratio 1 is ρW
"
, ratio

2 is ρW
#
and digestibility is calculated according to Eqn (3). dW

"
is denoted by (—), dW

#
by (– –), ratio 1 by (- - -), ratio 2 by (– ±–)

and digestibility by (I).
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Fig. 4. Measurement error in (a) the herbage concentrations and (b) the faecal concentrations of n-alkanes for case 2; the
effects of variance. The cases are defined in Table 1. This figure shows the % relative bias as a function of % contamination.
dW
"

is the estimated quantity of species 1 in the diet, dW
#

is the estimated quantity of species 2 in the diet, ratio 1 is ρW
"
, ratio

2 is ρW
#
and digestibility is calculated according to Eqn (3). dW

"
is denoted by (—), dW

#
by (– –), ratio 1 by (- - -), ratio 2 by (– ±–)

and digestibility by (I).
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Fig. 5. Progressive measurement error in the faecal n-alkane recoveries, case 2; for (a) version I and (b) version II. The cases
are defined in Table 1. See text for definition of versions. This figure shows the % relative bias as a function of %
contamination. dW

"
is the estimated quantity of species 1 in the diet, dW

#
is the estimated quantity of species 2 in the diet, ratio

1 is ρW
"
, ratio 2 is ρW

#
and digestibility is calculated according to Eqn (3). dW

"
is denoted by (—), dW

#
by (– –), ratio 1 by (- - -), ratio

2 by (– ±–) and digestibility by (I).

https://doi.org/10.1017/S0021859698005930 Published online by Cambridge University Press

https://doi.org/10.1017/S0021859698005930


Measurement error and n-alkane analysis 473

–30

–20

–10

0

10

20

30

50

R
el

at
iv

e 
bi

as
 (

%
)

–30 –20 –10 0 10 20 30
Contamination (%)

40

60

Fig. 6. Simultaneous measurement error in the herbage and faecal concentrations of n-alkanes, case 2. The cases are defined
in Table 1. See text for definition of versions. This figure shows the % relative bias as a function of % contamination. dW

"
is the estimated quantity of species 1 in the diet, dW

#
is the estimated quantity of species 2 in the diet, ratio 1 is ρW

"
, ratio 2 is

ρW
#
and digestibility is calculated according to Eqn (3). dW

"
is denoted by (—), dW

#
by (– –), ratio 1 by (- - -), ratio 2 by (– ±–) and

digestibility by (I).

further the deviance from 1:1. This effect is seen in
Fig. 1b. Figures 1a and 1b also show that the estimate
φW is subject to bias whenever the contamination
differs from zero.

Measurement error in R
ii

We introduce normal error to the measurement of the
elements R

ii
as:

R= ¯R­ER (10)

where
E[ER]¯αR¯µR (11)

ER is a 5¬5 diagonal matrix of error values added to
the elements R

ii
. In Eqn (11) α is the amount of

contamination. The elements Eii
R are distributed as

normal random variables with mean µii
R and variance

RΩ#
ii
¯ 0±04. Positive or negative values of µii

R imply
that R=

ii
tends to over- or under-estimate the elements

of R
ii
.

Now, we modify Eqn (5) as

Hd¯R= fW (12)

Figures 2a and 2b show the relative bias for cases 1
and 2, respectively. Once again, the estimates of

digestibility seem to be unreliable, and the estimates
of diet composition become more unreliable as the
true fractional diet composition differs from 1:1.

Simultaneous measurement error in H
ij

and R
ii

Here we combine the previous two sections and
modify Eqn (5) as

H= d¯R= fW (13)

Figures 3a and 3b show the relative biases for cases 1
and 2, respectively. Notice that simultaneous error
tends to lower the bias in the estimates dW , but increases
the bias in the estimates of ρW

i
. In this case, the

estimates of digestibility tend to be more reliable.

Effects of variance in measurement error
in H

ij
and R

ii

Here we consider, for case 2 separately, the effect of
variance in the measurement errors of H

ij
and R

ii
,

respectively. That is, we use HΩ#
ij
¯H

ij
}4 instead of

HΩ#
ij
¯H

ij
, and RΩ#

ii
¯ 0±01 instead of RΩ#

ii
¯ 0±04.

Figure 4a shows the results of the former (cf. Fig. 1b)
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and Fig. 4b shows the results of the latter (cf. Fig. 2b).
These two figures show that decreasing the variance in
the measurement error tends to decrease the relative
bias. In other words, this shows that increasing the
precision in measuring n-alkane concentrations de-
creases the relative bias.

Effects of progressive measurement error in R
ii

If recoveries are related to chain length, then
contamination in the elements of R

ii
will get bigger or

smaller as the chain length increases. We develop two
possibilities. In the first we add 1% contamination for
each increase in chain length; so if R

""
¯ 10%, then

R
##

¯ 11% and so on until R
&&

¯ 14%. In the second
possibility, we increase the contamination by 10% for
each alkane; so if R

""
¯ 30%, then R

##
¯ 33%, and

so on until R
&&

¯ 42%.
Figures 5a and 5b show the results for each

possibility. We see that one estimate (ratio 2) of diet
proportion remains reliable throughout, but the other
estimate (ratio 1) of diet proportion becomes very
unreliable. Note also that the estimate of digestibility
continues to be unreliable.

Simultaneous measurement error in H
ij

and f
i

It is possible that any bias introduced into the
estimate H=

ij
due to the analytical procedures will also

be introduced into the estimates of f
i

since the
procedures are identical. Here we repeat case 2 for
measurement error in H

ij
(Fig. 1b), but this time we

simulate the same measurement error in f
i

as is
present in H

ij
. That is, we repeat our analysis of Eqn

(8), but where

E[ε
f
]¯αf¯µε

f

(14)

The results are shown in Fig. 6. This figure suggests
that as long as µi

ε
f

and µij
H are obtained as the same

fractions of the true values (i.e. α is the same), the
error tends to cancel out and the estimates of diet
composition and digestibility are once again reliable.
See the Appendix for a short proof of this result.

DISCUSSION

We chose to use a sample size of 10 animals for our
simulated experiments. This is reasonable given the
sample sizes used in published experiments. It is
worth pointing out that as the sample size becomes
large, the bias becomes small. So, since bias can be a
problem with this technique, in the face of measure-
ment error, using large sample sizes (" 30) would help
reduce the bias. This is easily demonstrated by
simulation but the results are not presented in the
interest of brevity.

In the face of any sort of contamination, the
estimate of diet digestibility tends to be unreliable.
Given the current uncertainty associated with these
measures, digestibility calculated using the alkane
technique should be considered suspect.

When measurement error is present, ratio 1 and
ratio 2 are differently biased. One of these, ratio 1 in
our examples, will over-estimate the true proportion
of species i in the diet, while the other, ratio 2 in our
examples, will under-estimate the true proportion of
species j in the diet. This effect becomes more
pronounced the more the true proportions differ from
1:1 (cf. Figs 1a and 1b on 2a and 2b). Not only do the
signs of the relative bias differ, but the magnitude of
the relative bias differs as well. For example, in Figs
1b and 2b, ratio 2 yielded less relatively biased results.
That is, while ratio 2 always produces negative
relative bias, the absolute value of the relative bias is
always less than the relative bias in ratio 1. There is,
however, no general rule about which ratio will
produce the more reliable result ; it depends on the
elements of the matrices. When the estimated pro-
portions of each species in the diet differ greatly from
1:1, researchers should consider applying a bias
correction technique such as the bootstrap (see
comments at the end of this section).

We introduced bias as large as 30%. It is clear from
our results that, in some cases, very small amounts of
bias can have very large effects. It is usually impossible
to establish the amount of bias in published research
papers. In the light of our results, researchers should
do two things routinely. First, they should take
multiple samples of the herbage on offer and report
the standard dispersion measures of these samples.
Second, where possible, they should make multiple
estimates of the alkane concentrations in a single
sample of herbage or faeces and again report the
standard dispersion measures of these estimates.
Reports of these statistics could give the reader an
indication of the potential magnitude of measurement
error-induced bias.

Any sort of progressive bias in the measurements of
recoveries is likely to have large and very significant
effects on the results. Given the current techniques for
estimating recoverability values, it is very possible
that progressive bias is present. This probably
represents the most significant drawback to alkane
analysis. Until it can be satisfactorily demonstrated
that the method of estimating recoveries is unbiased,
or at least not progressively biased, results reported
using this technique should be considered suspect.

The results of simultaneous bias in the herbage and
faecal estimates are interesting. Figure 6 suggests that
these two sources of bias cancel each other out (a
result which we prove in the Appendix). It is important
to point out two aspects of this result before we jump
to the conclusion that this technique is safe and
relatively bias-free. First, we note that the bias in the
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estimates of herbage and faecal concentrations will
only be similar when the source of this bias is the
analytical procedure itself. If there is bias in the
gathering of the herbage sample, for reasons discussed
by Newman et al. (1995), then it is unlikely that this
bias will be compensated for by bias in the faecal
samples. Secondly, we point out that the results
shown in Fig. 6 do not consider error in the estimates
of the recoveries. Indeed, these results suggest that
error in the recoveries may be the most significant
source of bias in the final estimates, since this will
pervade the results when bias in the herbage and
faeces cancel each other out.

Given the strong possibility of consistent under- or
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APPENDIX

Here, we show that when the error structures in H and
fW have the same structure, the errors tend to cancel
out. We start by writing:

Hd¯RfW

and since H= ¯H­EH and fW ¯ f­ε
f
, we have

(H­EH) d¯R( f­ε
f
)

Taking expectations and assuming that E[EH]¯αH

and E[ε
f
]¯αf, we obtain

Hd­²E[EH]´ d¯Rf­RE[ε
f
]

Hd­αHd¯Rf­Rαf

(1­α)Hd¯ (1­α)Rf

Hd¯Rf
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