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Abstract

Artificial intelligence (AI) is increasingly popular in the public sector to improve the
cost-efficiency of service delivery. One example is Al-based profiling models in public employ-
ment services (PES), which predict a jobseeker’s probability of finding work and are used to
segment jobseekers in groups. Profiling models hold the potential to improve identification of
jobseekers at-risk of becoming long-term unemployed, but also induce discrimination. Using a
recently developed Al-based profiling model of the Flemish PES, we assess to what extent
Al-based profiling ‘discriminates’ against jobseekers of foreign origin compared to traditional
rule-based profiling approaches. At a maximum level of accuracy, jobseekers of foreign origin
who ultimately find a job are 2.6 times more likely to be misclassified as ‘high-risk’ jobseekers.
We argue that it is critical that policymakers and caseworkers understand the inherent trade-
offs of profiling models, and consider the limitations when integrating these models in daily
operations. We develop a graphical tool to visualize the accuracy-equity trade-off in order to
facilitate policy discussions.

Keywords: profiling; statistical discrimination; public employment services; artificial
intelligence; VDAB

1. Introduction
Big data applications are not yet part and parcel of service delivery in the public
sector (Klievink et al., 2017). Interest is, however, growing rapidly and experi-
ments with artificial intelligence (AI) based applications are being set up in the
public sector (Kim et al., 2014; Wirtz et al, 2018; AlgorithmWatch, 2019).
Al innovations are already transforming benefit allocation and service delivery
in the field of social and labour market policies (Shorey and Howard, 2016). It is
considered a promising avenue to make welfare administration smarter and to
offer tailored services to clients (Veale and Brass, 2019). The ultimate objective is
improving the efficiency and effectiveness of the welfare state.

One area of the public sector where Al-based profiling models are currently
being implemented is the classification and segmentation of jobseekers in dif-
ferent groups (Desiere et al., 2019). Screening, profiling and targeting jobseekers
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is considered useful for assessing individual needs with the aim of supporting
work resumption (Barnes et al., 2015). Public employment services (PES) or
other administrative bodies have set up procedures for identifying and allocating
jobseekers to different categories, which then often determines the activation
measures they can access or are entitled to. Most PES aim to devote their limited
resources to ‘vulnerable’ jobseekers. This objective is established for either effi-
ciency considerations (that is, the conviction that vulnerable jobseekers benefit
most from intensive support) or for normative reasons (that is, the principle that
vulnerable jobseekers deserve more support). Either way a central operational
challenge is identifying the ‘vulnerable’ jobseekers.

The literature distinguishes three types of profiling: rule-based (or admin-
istrative) profiling, caseworker-based profiling and statistical profiling (Loxha
and Morgandi, 2014; Barnes et al, 2015). Rule-based profiling uses administra-
tive eligibility criteria, such as jobseekers’ age, educational level, and/or unem-
ployment duration to classify jobseekers into client groups. Caseworker-based
profiling relies on caseworkers’ judgement to profile jobseekers, frequently sup-
ported by quantitative and/or qualitative tools to assess jobseekers’ skills and
needs. Statistical profiling uses a statistical model to predict the likelihood of
work resumption. In this case, a vulnerable jobseeker is defined as a jobseeker
with a low probability of resuming work.

Statistical profiling is not a radically new idea (OECD, 1998; Eberts et al.,
2002; Hasluck, 2008; Loxha and Morgandi, 2014). In the 1990s, the US intro-
duced the Worker Profiling and Reemployment Services (WPRS). This tool
assigns to jobseekers a score which predicts the likelihood of exhausting unem-
ployment benefits (Black et al, 2003; Pope and Sydnor, 2011). Australia
segments jobseekers into different service streams based on the Job Seeker
Classification Instrument, an instrument that assigns higher scores to disadvan-
taged groups (Brady, 2018). The Netherlands relies on a profiling tool called the
‘Work Profiler’ which consists of 20 questions related to the jobseeker’s skills
and attitudes that are predictive of work resumption (Wijnhoven and
Havinga, 2014; Dusseldorp et al., 2018).

An attractive aspect of statistical profiling is its (supposed) neutrality
(Martin, 2018). Jobseekers with a same predicted probability of becoming
long-term unemployed can be treated similarly by the PES, whereas rule-based
profiling rules require normative choices (e.g. prioritising young over old job-
seekers) and are often path-dependent (Henman, 2004) and caseworker-based
profiling leads to different outcomes for similar jobseekers (Fletcher, 2011; De
Wilde and Marchal, 2019). For these reasons, statistical profiling is often con-
sidered an objective approach to prioritise jobseekers and to allocate resources.

Al-based profiling models can be considered the next step in the develop-
ment of statistical profiling models. Just like the existing regression-based
profiling models, Al-based profiling models predict a jobseeker’s likelihood
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of resuming work within a certain period. But, in contrast to previous models,
they use machine learning techniques to predict this outcome and often include
many more explanatory variables. In addition, the existing regression-based
models in the US, Australia and the Netherlands use a standardized question-
naire that consists of a limited number of questions related to work resumption
and that needs to be completed by the jobseeker or caseworker, whereas
Al-based profiling models can be trained on existing, administrative datasets.
While regression-based models using a rich set of explanatory variables can
in principle be as accurate as Al-based models, Al profiling models are more
flexible than the traditional approaches and will in general more accurately
predict the likelihood of becoming long-term unemployed. Nevertheless, our
findings are not specific to Al-based profiling, but hold for all statistical profiling
models that accurately predict long-term unemployment regardless of the
underlying statistical approach.

Al-based statistical profiling models raise new questions about fairness and
discrimination (Eubanks, 2018). Ideally, one would like to develop profiling
models that are simultaneously accurate and fair. One infamous example of a
profiling model that fails on both accounts is COMPAS?, a statistical model used
in the US to predict the probability of recidivism, which is not more accurate
than predictions made by (random) citizens (Dressel and Farid, 2018) and is
biased against Afro-Americans (Angwin et al., 2016).

In general, however, theoretical work on labour market discrimination
(Schwab, 1986) as well as the literature on machine learning (Friedler et al.,
2016; Kleinberg et al., 2016) has shown that there is an inherent tension between
model accuracy and discrimination. In this context, accuracy and discrimination
are narrowly defined in technical terms. Accuracy refers to the predictive power
of the model and is defined as the share of jobseekers correctly classified as either
a low or high-risk jobseeker. Discrimination is defined as the proportion of
jobseekers who belong to a particular group and find a job ex-post, but are mis-
classified as high-risk jobseekers, relative to this proportion among the domi-
nant group (Zliobaité, 2017). Importantly, this type of discrimination is
independent from the existing inequalities in the historical data used to train
the model, but purely stems from the mechanics of the statistical profiling
model. Even in the absence of discrimination in the labour market, jobseekers
belonging to a disadvantaged group such as migrants and older jobseekers will
always be more likely to be misclassified as a high-risk jobseeker than the aver-
age jobseeker.

This paper confirms and illustrates the tension between model accuracy and
model fairness. We obtained access to the output of an innovative, recently
developed Al-based profiling model of the Flemish PES (VDAB), gradually
replacing the existing rule-based approach. The output consists of the profiling
score — the predicted probability of still being unemployed after six months from
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a random forest model — of 288.756 jobseekers. We show that Al-based profiling
improves the identification of jobseekers at-risk of becoming long-term unem-
ployed compared to ‘randomly’ selecting jobseeker or compared to a standard
rule-based approach. Al-based profiling is thus more accurate. At the same time,
we confirm that Al-based profiling introduces S‘statistical’ discrimination:
jobseekers who belong to a disadvantaged group (e.g. migrants, the disabled,
older jobseekers) are more likely to be wrongly labelled as high-risk jobseekers.
Improving accuracy comes at the cost of discrimination. Hence, there exits an
accuracy-equity trade-off.

This tension between accuracy — or more generally - efficiency and equity
in statistical profiling mirrors a decades-old debate in social policy (Okun, 1975;
Le Grand, 1990). Social policy seeks to reconcile and overcome the tension
between equality (in terms of a fair distribution of goods and services) and
efficiency (in terms of an efficient allocation of resources). We raise Okun’s
big trade-off between equality and efficiency from a different angle than usual
(the counterproductive effects of income redistribution on the economic process
and the production of wealth). For PES, as one of the domains of social policy,
the focus today is on prevention and early detection of at-risk groups (Ludwig-
Mayerhofer et al., 2014; Struyven and Van Parys, 2014; OECD, 2005). Policy
makers want PES to be performant and (cost-)efficient, and continuously seek
a balance between efficiency (restricting services to the most at-risk jobseekers)
and equality (offering services to all jobseekers who need it). This is a major
challenge because identifying at-risk groups is difficult and knowledge about
the impact of policy interventions is limited.

This paper contributes to the growing literature on algorithmic fairness
and discrimination (Calders and Verwer, 2010; Kleinberg et al., 2016;
Corbett-Davies et al., 2017) and to the literature examining how ICT and
Al-based applications are being integrated in the provision of public services
(Busch et al., 2018; Devlieghere et al., 2019). The literature on (statistical)
profiling emphasises that highly accurate profiling models can contribute
to, but do not necessarily improve, the efficiency and effectiveness of service
delivery. These models need to be integrated into daily management to be effec-
tive (Hasluck, 2008; Loxha and Morgandi, 2014; Desiere et al, 2019). For
instance, identifying ‘vulnerable’ jobseekers is only useful when policies are
in place to support them. Similarly, profiling tools developed to support case-
workers that are not trusted, will not be used and will have no positive impact on
service delivery (Lechner and Smith, 2007). Similar profiling models can be used
for different purposes and can, hence, have a vastly different impact on service
delivery (Marks, 2019). For instance, profiling models can be used to support
caseworkers or to automate decisions. In the US, the profiling model automati-
cally refers jobseekers to mandatory counselling or training programs (Black
et al., 2007). By contrast, jobseekers in the Netherlands are not obliged to
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complete the Worker Profiler and the Flemish profiling model only determines
the timing of the contact with the jobseeker. We will argue in the conclusion that
a thorough understanding of the strengths and limitations of profiling models is
essential when implementing these models in day-to-day management of PES.

The paper is structured as follows. We first introduce VDAB’s profiling
tool. We then present the data and the properties of the profiling model.
After briefly explaining our methodology, we show that the model improves
the identification of vulnerable jobseekers compared to rule-based profiling
approaches, but is also unfair towards jobseekers of disadvantaged groups.
This reflects the accuracy-equity trade-off. We develop a graphical tool to visu-
alize this trade-off which can help to discuss this issue with stakeholders less
familiar with statistical models. In the conclusion, we argue that it is critical
to reflect on the integration of statistical profiling models into PES’ decision-
making processes to avoid (perceived) discrimination, while also harnessing
its potential for improving the cost-efficiency of service delivery.

2. VDAPB'’s profiling tool
The VDAB is the public employment service in Flanders (Belgium), responsible
for mediation, referral and activation of jobseekers. The VDAB is one of the few
PES which already developed an Al-based profiling model that estimates the
probability of becoming long-term unemployed (Danneels and Viaene, 2015;
Bouckaert et al., 2017). The main objective is supporting caseworkers and line
managers in deciding which jobseekers to prioritise (profiling). It is also a first
step towards developing instruments that automatically recommend specific
(online) training programs and counselling services to jobseekers that would
increase their chances of finding a job (targeting) (Cockx et al., 2019).

The VDAB experimented with different profiling models. The version from
which we used the profiling scores in this study dates from January 2018. Like
other profiling models, the instrument predicts the probability of resuming work
within a given period. More specifically, VDAB’s profiling tool assigns a
jobseeker a profiling score 35 days after registration at the PES that gives the prob-
ability of gaining employment® within the next six months. A random forest model
is trained on rich administrative datasets as well as on data collected at the time of
self-registration at the VDAB. One advantage of this random forest model is its
flexibility. It can easily be retrained as more recent data or new explanatory var-
iables become available. Moreover, as the economy changes continuously, variables
that had high predictive power in the past are not necessarily good predictors of
work resumption today. By regularly retraining the model, the VDAB accommo-
dates these evolutions and ensures that the profiling model remains accurate.

The VDAB collects standard information such as the jobseekers’ age, edu-
cational level, nationality/origin and previous (un)employment spells, but also
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records self-reported job preferences and participation in training programs.
In addition, the PES tracks the jobseekers’ activity and behaviour on their web-
site. It monitors, for instance, how often jobseekers clicked on job vacancies or
updated their online CV. For now, the model relies solely on administrative data
and on data entered by jobseekers for other purposes. No new information is
collected on soft skills, attitudes and job search strategies with the purpose of
improving model accuracy.

In a more recent version of the profiling model, the number of explanatory
variables has been reduced in order to simplify the model and to comply with pri-
vacy regulations and anti-discrimination law. Variables with a low explanatory
power were removed from the model. Sensitive information such as origin/nation-
ality and disability status was also discarded.> Omitting sensitive variables does not
mean that discrimination disappears, because the model incorporates this informa-
tion via other variables such as language skills. The pervasive nature of social iden-
tifiers means that such sensitive information is embedded in big datasets, even if it
is not intentionally collected or is deleted (Williams et al., 2018). Despite using
fewer explanatory variables, a more recent version has the same level of accuracy
as the January 2018 version from which we analysed the scores.*

The profiling model, rolled out as part of VDAB’s new ‘contact strategy’, is
currently used only to determine who should be contacted first. In the past, the
ranking of whom to contact first was determined by rules and further interpreted
by caseworkers. The contact strategy aims to reach all jobseekers within six weeks
after registration. Based on their profiling score, jobseekers are divided in four
groups from very unlikely to very likely to quickly resume work (with as thresholds
a profiling score lower than 35%, between 35% and 50%, between 50% and 65%,
and higher than 65%). Jobseekers most at-risk of becoming long-term unemployed
are contacted first. Based on a phone interview, the caseworker then decides
whether the jobseeker is self-reliant (and does not need close follow-up) or is
to be referred to more intensive support. At the time of writing (December
2019), caseworkers do not have access to the profiling score. They are provided
with automatically generated lists of jobseekers who need to be contacted by phone.
This list gives the priority to jobseekers with a low profiling score. Hence, the pro-
filing model only ensures that vulnerable jobseekers are contacted first and has no
effect on the caseworkers’ referral decisions. The current approach thus combines
statistical and caseworker-based profiling.

3. Data and descriptive statistics
Our dataset consists of the population of jobseekers who registered at the VDAB
in the course of 2016 (288.756 unique jobseekers). Each jobseeker is assigned a
profiling score by VDAB’s profiling model. As noted earlier, we use the January
2018 version of VDAB’s profiling tool. Besides the profiling scores generated by
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FIGURE 1. The distribution of the profiling score for different groups

VDAB’s profiling model, we have access to data on jobseekers’ characteristics
such as previous work history, educational level, language skills, sex, age and
nationality. The labour market position of each jobseekers is tracked from reg-
istration until January 2018. In each month, we know whether the jobsecker is
employed or unemployed. We determine model accuracy by comparing the
labour market outcome predicted by the model with the jobseekers’ real labour
market position seven months after becoming unemployed.

One particularly important variable for this study is ‘migrant background’.
VDAB defines jobseekers with a migrant background as jobseekers whose
current or previous nationality is non-European. Twenty-three percent of the
jobseekers have a migrant background, of which slightly more than half have
the Belgian nationality. With a slight misuse of terminology, we will refer to
jobseekers with a migrant background as ‘migrants’ or ‘jobseekers of foreign
origin®’, while referring to the other jobseekers as ‘jobseekers of Belgian origin®.

The population is diverse, and includes jobseekers who will easily transition
to a job as well as jobseekers who are rather unlikely to find a job in the near
future. This is reflected in the profiling scores. Figure 1 shows the distribution of
the profiling score with boxplots for the entire population as well as for specific
groups. The median profiling score is 54%. Hence, slightly more than half of the
288.756 jobseekers are expected to resume work within six months. A quarter of
the population has a profiling score lower than 39%, whereas a quarter has a
profiling score higher than 67%.
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Boxplots are also drawn by jobseekers’ educational level, age, knowledge of
Dutch and origin. There is quite some overlap in the distributions across groups.
The average profiling score of low-skilled jobseekers is, for instance, lower than
the average score of medium-skilled jobseekers. Nevertheless, roughly half of the
low-skilled jobseekers have a higher score than a quarter of the medium-skilled
jobseekers. In other words, many low-skilled jobseekers will more easily resume
work than some of the more vulnerable medium-skilled jobseekers. This dem-
onstrates that the profiling score gives a more nuanced picture of a jobseeker
than a single criterion like educational level. The profiling score succeeds in
capturing and summarizing in a single statistic a host of elements that determine
the likelihood of resuming work.

4. Methodology
The objective of this paper is to illustrate how Al-based profiling models
can improve the accuracy of identifying vulnerable jobseekers, but at the cost
of ‘discriminating’ against individuals belonging to disadvantaged groups.
We illustrate this in two steps.

In a first step, we compare Al-based profiling to two selection-rules that are
frequently used to prioritise jobseekers, namely (1) randomly selecting job-
seekers and (2) prioritising low-skilled jobseekers. The first selection-rule is
inspired by PES that do not use selection-rules, but have insufficient resources
to support all jobseekers. Variants of the second selection-rule are frequently
used by PES. As 33.8% of the jobseekers in the population are low-skilled,
the second selection rule will by construction label 33.8% of the jobseekers as
having a high and 66.2% of the jobseekers as having a low risk of becoming
long-term unemployed. In order to make this selection rule comparable to
the two other approaches, we will set the parameters of these approaches so that
exactly the same proportion of jobseekers is labelled as high-risk jobseekers. This
implies that the first selection rule randomly labels 33.8% of the jobseekers as
having a high-risk, whereas the Al-based approach labels all jobseekers with a
profiling score lower than 45% as high-risk jobseekers.

The accuracy and fairness of each approach will be calculated. Accuracy is
defined as the share of jobseekers who are correctly identified as high or low-risk
jobseekers. Several measures of fairness have been proposed (Romei and
Ruggieri, 2014; Zliobaité, 2017). We call a model ‘unfair’ if jobseekers of disad-
vantaged groups who find a job ex-post are more likely to be misclassified as
high-risk jobseekers. In more technical terms, a model is fair if the false positive
rate is equal across groups.” Discrimination is then measured as a ratio. For
instance, if 40% of the migrants who find a job ex-post are misclassified as
high-risk compared to 20% of the Belgian jobseekers, then the ratio-based
measure of discrimination equals 2 (40%/20%). Zliobaité (2017) refers to this
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TABLE 1. The accuracy and fairness of Al-based profiling versus rule-based

profiling
Al-based profiling
Selection-rule 1  Selection-rule 2 (labelling all
(randomly (labelling all jobseekers with a
labelling low-skilled profiling score lower
jobseekers as jobseekers as that 45%
high-risk) high-risk) as high-risk)

Share of jobseekers labelled 33.8% 33.8% 33.8%

as high-risk jobseeker
Accuracy

(share of jobseekers

correctly identified

as low or high-risk)

All jobseekers 50.2% 58.0% 66.0%

Belgian origin 51.5% 59-4% 65.4%

Foreign origin 45.8% 51.5% 66.0%
Discrimination

(found a job ex-post,

misclassified as

high-risk ex-ante)

Belgian origin 34.0% 23.2% 14.8%

Foreign origin 34.1% 42.9% 38.9%

Discrimination (ratio 1.00 1.85 2.63

foreign origin/Belgian
origin)

definition of discrimination as the ‘impact ratio’. An alternative definition exam-
ines the difference between both shares (e.g. 40%-20%) rather than the ratios.
Throughout the paper, we will use ratios. The implications of using difference-
based measures are explored in Appendix 1.

In a second step, we play with the threshold used in the Al-based profiling
model to distinguish low from high-risk jobseekers. We show how the share of
jobseekers classified as high-risk jobseekers as well as the accuracy and fairness
of the model is related to the choice of the threshold. By combining accuracy and
fairness in a single graph, we derive the accuracy-equity trade-off.

In both steps, we compare the outcome of VDAB’s profiling model for
Belgian jobseekers to the outcome for jobseekers of foreign origin. The results
also hold, however, for other disadvantaged groups in the labour market.

5. Results

5.1. Al-based profiling vis-a-vis rule-based profiling

We compare three profiling approaches: (1) randomly classifying job-
seekers as high-risk; (2) classifying all low-skilled jobseekers as high-risk; and
(3) classifying jobseekers with a profiling score lower than 45% as high-risk.?
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These three approaches classify 33.8% of the jobseekers as high-risk jobseekers.
Table 1 compares the share of jobseekers correctly identified as high or low-risk
jobseekers (model accuracy) as well as the share of jobseekers who find a job ex-
post but are misclassified as high-risk jobseekers ex-ante (discrimination). These
statistics are presented by the jobseekers’ origin.

The first selection-rule randomly labels 33.8% of the jobseekers as high-risk.
This implies that the proportion of jobseekers of foreign origin classified as high-
risk equals their proportion in the population. The accuracy of the random selec-
tion-rule is lower for jobseekers of foreign origin than for Belgian jobseekers: 46% of
the jobseekers of foreign origin are correctly classified compared to 52% of the
jobseekers of Belgian origin. In other words, too few jobseekers of foreign origin
are classified as high-risk jobseekers. By definition, randomly classifying jobseekers
as high-risk does not induce discrimination. One out of three jobseekers of foreign
as well as Belgian origin who ultimately find a job are misclassified ex-ante.

The second selection-rule targets low-skilled jobseekers. All low-skilled job-
seekers (33.8% of the population) are labelled as high-risk jobseekers, whereas
the medium and high-skilled jobseekers are labelled as low-risk jobseekers.
Compared to randomly inviting jobseekers, this selection-rule improves the
accuracy for both jobseekers of Belgian and foreign origin. The accuracy is, how-
ever, still lower for jobseekers of foreign origin than for jobseekers of Belgian
origin (59% versus 52%). The higher accuracy induces statistical discrimination:
jobseekers of foreign origin are 1.9 times more likely to be wrongly labelled as
high-risk jobseekers than jobseekers of Belgian origin (43% versus 23%).

The third approach relies on Al-based profiling and classifies all jobseekers
with a profiling score below 45% as high-risk jobseekers. Using Al-based
profiling improves the accuracy of identifying at-risk jobseekers
compared to randomly selecting jobseeker or compared to prioritising the
low-skilled. Two out of three jobseekers are correctly classified. Moreover,
model accuracy is the same for jobseekers of foreign and Belgian origin.
However, the higher accuracy results in more discrimination: jobseekers of
foreign origin are 2.6 times more likely to be misclassified as high-risk jobseekers
compared to jobseekers of Belgian origin (39% versus 15%).

The three different profiling approaches neatly illustrate the accuracy-
equity trade-off. While statistical profiling as well as selection-rules help to iden-
tify jobseekers at-risk of becoming long-term unemployed, they inevitably entail
statistical discrimination. Individuals who quickly resume work, but belong to a
group that has on average a low probability of finding work, are more likely to be
misclassified as high-risk jobseekers. Statistical profiling is the most accurate
approach, but also misclassifies a higher share of jobseekers of foreign origin
than the two selection-rules.
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FIGURE 2. The trade-offs of a Al profiling model
Note: Scenario 2 classifies all low-skilled jobseekers as ‘high-risk’

5.2. The accuracy-equity trade-off

The previous section illustrated the accuracy-equity trade-off of an Al pro-
filing model when jobseekers with a profiling score lower than 45% are labelled
as high-risk jobseekers. Depending on its resources and objectives, the PES
could also set another threshold to distinguish between low and high-risk
jobseekers. This threshold determines (1) the share of jobseekers labelled as
high-risk, (2) the accuracy of the profiling model, (3) its fairness and (4) the
accuracy-equity trade-off. This is illustrated with four figures (Figure 2).

The first figure (top, left) shows the relation between the threshold and
the share of jobseekers identified as high-risk jobseekers. The higher the
threshold, the more jobseekers labelled as high-risk and, thus, the more job-
seekers prioritised by the PES. For instance, the proportion of jobseekers clas-
sified as high-risk is 20% if the threshold is set at 35% and increases to 80% if
the threshold is set at 70%. The figure also shows the proportion of jobseekers
of Belgian/foreign origin among the high-risk jobseekers. This proportion
decreases with the threshold. If the threshold is low, most of the high-risk
jobseekers are of foreign origin. For instance, if the threshold is 30%,
41,140 jobseekers (14% of the population) are classified as high-risk, of which
19,644 or nearly half are of foreign origin.

The second figure (top, right) shows the inverse U-shaped relation between
the threshold and model accuracy. The inverse U-shape illustrates the well-
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known trade-off between prioritising too few jobseekers (implying that many
jobseekers who need support will not be supported) and too many jobseekers
(implying that many jobseekers are being supported who would find a job any-
way, i.e. the so-called deadweight effects). Accuracy reaches a maximum of 66%
when the threshold equals 52%.

The third figure (bottom, left) shows the negative relation between the
threshold and discrimination. Discrimination is defined as the share of
jobseekers of foreign origin who find a job ex-post, but are wrongly labelled
as high-risk jobseekers ex-ante, relative to this share for Belgian jobseekers.
For instance, if the threshold is 30%, 14% of the jobseekers of foreign origin that
find work ex-post are misclassified as high-risk ex-ante, compared to 3.4% of
the jobseekers of Belgian origin. In this case, the level of discrimination is
4.2 (=14%/3.4%). Discrimination decreases as the threshold increases because
the share of jobseekers of foreign origin among the high-risk jobseekers also
decreases with the threshold.

Finally, the fourth figure (bottom, right) combines the second and third fig-
ure. It illustrates the accuracy-equity trade-off. This is again an inverse U-shaped
relation. Higher accuracy increases discrimination up to a point when accuracy
starts decreasing, while discrimination continues to increase. The intuition
behind the results is that for high values of the threshold many jobseekers
are considered high-risk and both the accuracy and the level of discrimination
is low. For low values of the threshold, few jobseekers are considered high-risk,
but those that are considered high-risk are predominantly of foreign origin.
This explains the low accuracy and high level of discrimination for low values
of the threshold.

The figures also highlight the accuracy and fairness of the selection-rule that
labels all low-skilled jobseekers as high-risk, one of the rules discussed in the
previous section (scenario 2 in Figure 2). This rule identifies 33.8% of the
jobseekers as high-risk. This corresponds to a threshold of 45% if one wants
to classify the same proportion of jobseekers as high-risk with the Al-based pro-
filing model. The figure shows that this selection-rule is less accurate, but more
fair than the AI profiling model. Interestingly, the accuracy-equity trade-off
shows that the selection-rule is not optimal. Switching to Al-based profiling
could increase accuracy without increasing discrimination (by reducing the
threshold), or could reduce discrimination while keeping the same level of accu-
racy (by increasing the threshold).

As noted earlier, discrimination is defined here as the ratio of the share
of jobseekers of foreign origin who find a job ex-post but are misclassified as
high-risk ex-ante relative to this share for Belgian jobseekers. Rather than exam-
ining ratios, one could also define discrimination as the difference between both
shares. Using difference-based measures of discrimination changes the relation-
ship between the threshold and the level of discrimination as well as the shape of
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the accuracy-equity curve. It imposes symmetry on both curves. In contrast to
the ratio-based measure, discrimination measured in differences is not only low
for high, but also for low values of the threshold. For low values, few jobseekers
are misclassified as high-risk. Hence, the difference in the share of misclassified
jobseekers of foreign origin versus Belgian jobseekers is small and, so is discrim-
ination. The shape of the accuracy-equity curve changes to an ellipse: accuracy
and discrimination are low for low as well as high values of the threshold;
and a maximum level of accuracy and discrimination is reached at an interme-
diate level of the threshold. Appendix 2 presents these results in more detail.
Importantly, regardless of the measure of discrimination, we do observe an
accuracy-equity trade-off.

6. Conclusion
Facing a continuous flow of jobseekers, PES have to decide how to allocate
resources to different groups of jobseekers. Selection-rules are used to distin-
guish between jobseekers who will receive (intensive) support and jobseekers
who are referred to the digital services. These selection-rules aim to identify
the most vulnerable jobseekers. As such, PES improve the cost-efficiency of
service delivery and avoid wasting resources on jobseekers who will easily
transition to a job. Traditionally, the selection-rules were relatively simple
and identified vulnerable jobseekers based on observable characteristics such
as educational level. More recently, PES have developed sophisticated Al-based
profiling models to predict a jobseeker’s likelihood of work resumption. The
rationale is that ‘big data models’ are more accurate in identifying jobseekers
at-risk of becoming long-term unemployed than simple selection-rules which
only consider a few characteristics of jobseekers. The profiling score is then used
to segment jobseekers in groups in order to prioritise vulnerable jobseekers and/
or (automatically) refer them to different service streams.

The central question of this paper is whether Al-based profiling improves
the early identification of jobseekers at-risk of becoming long-term unemployed
while not increasing discrimination compared to more traditional ways of
classifying jobseekers. An inherent feature of simple selection-rules as well as
Al-based profiling models is (statistical) discrimination. Jobseekers who belong
to a disadvantaged group (such as jobseekers of foreign origin) and find a job
ex-post are more likely to be misclassified as a high-risk jobseeker. This can be
considered discrimination as group characteristics determine the outcome of an
individual belonging to this group. More performant profiling models misclas-
sify fewer jobseekers and suffer therefore less from statistical discrimination.
However, even the best profiling models are not perfect. An international com-
parison suggests that today’s best performing profiling models correctly classify
roughly 70% of the jobseekers (Desiere et al, 2019).
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Policymakers face an accuracy-equity trade-off. This trade-off is inherent to
any form of profiling. Both rule-based and statistical profiling help to identify
jobseekers at-risk of becoming long-term unemployed, but suffer from discrim-
ination. In Flanders, for instance, the accuracy of labelling all low-skilled job-
seekers as high-risk is 58%, implying that 58% of the jobseekers are correctly
identified as low or high-risk jobseekers. However, this selection-rule also
implies that 43% of the jobseekers of foreign origin that ultimately find a job
are misclassified as high-risk jobseekers compared to 23% of the jobseekers
of Belgian origin. Using an Al-based profiling model further improves accuracy,
but also decreases the ‘fairness’” of the model. The maximum level of accuracy is
66%. At this level, jobseekers of foreign origin are 2.6 times more likely to be
misclassified than jobseekers of Belgian origin (39% versus 15%).

Excluding sensitive variables (such as origin) from Al-based profiling
models does not necessarily reduce discrimination because other variables are
correlated with the sensitive variables (Pope and Sydnor, 2011; Zliobaité
and Custers, 2016). In our example, being of foreign origin is correlated with
being a native Dutch speaker. Nearly eight out of ten jobseekers of foreign origin
report that Dutch is not their native language compared to 15% of the Belgian
jobseekers. We therefore do not expect that VDAB’s current profiling model -
which no longer includes nationality/origin, but still includes knowledge of
Dutch - discriminates substantially less than the January 2018 version, which
was used in this study and does include nationality/origin as an explanatory
variable. Even in the unlikely case that sensitive variables are not correlated with
other variables, removing them will reduce discrimination, but will also reduce
model accuracy. The accuracy-equity trade-off is again unavoidable.

Does the accuracy-equity trade-off raise real concerns about fairness, or did
we identify a purely theoretical problem without practical implications? In our
view, the answer depends on (1) how the profiling model is operationalized and
(2) whether the services that are being offered are considered helpful. In coun-
tries like the US, Australia and, to a lesser extent, the Netherlands, the outcome
of the profiling model/selection-rule automatically determines the type of (often
compulsory) services. In Flanders, the profiling model is not used to automate
decision-making, but is used to prioritise jobseekers and support caseworkers.
A new contact strategy, rolled out in November 2018, aims to reach all job-
seekers within six weeks. Jobseekers most at-risk of becoming long-term unem-
ployed, as predicted by the profiling model, are contacted first. Based on a phone
interview, the caseworker decides whether the jobseeker is referred to more
intensive support and follow-up or is ‘self-reliant’. For now, the aim is to reach
all jobseekers, starting with jobseekers with the lowest profiling score. But one
can imagine that, when the caseload increases due to an economic downturn,
only jobseekers with low profiling scores will be reached within six weeks.
Arguably, the issue of ‘fairness’ is less of a concern when it only determines
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the timing of contact with the PES (as is the case in Flanders) than when it is
used to automate decisions (see Marks (2019) who distinguishes between ‘soft-
touch’ and ‘firm-hand’ interventions).

The perceived usefulness of the PES’ support is a second element that deter-
mines whether ‘discrimination’ matters. Misclassifications matter less if the
services are considered helpful. By contrast, if the (compulsory) services are con-
sidered burdensome or unhelpful, the ‘misclassified’ jobseekers might resent
them. Most PES, including the VDAB, have a dual mandate: supporting job-
seekers and monitoring their job search. Discrimination is more of an issue
if the PES focuses predominantly on monitoring job search with possible loss
of benefits as a result. In this case, jobseekers of foreign origin — who are more
likely to be misclassified — might feel targeted and discriminated.

Depending on the value of the services offered, discrimination is ‘nega-
tive’ or ‘positive’. If services are only offered to high-risk jobseekers, then
jobseekers of foreign origin are more likely to receive support. We can speak
of ‘positive’ discrimination if the services are valuable and of ‘negative’ dis-
crimination if the support is perceived burdensome. So far, we emphasized
the implications for jobseekers of foreign origin. The other side of the
coin is that jobseekers of Belgian origin who remain unemployed ex-post
are more likely to be misclassified as low-risk ex-ante. Some jobseekers of
Belgian origin will therefore not be offered support, although they need
it. If support is very generous, Belgian jobseekers might feel excluded and
discriminated.

Al-based profiling models can be updated continuously. A flexible Al
profiling model allows to quickly adjusting the profiling score to changing
trends in the labour market. This strength of AI profiling is at the same time
a weakness. Imagine that specific, vulnerable groups receive effective services
that substantially increase their chances of work resumption. These jobseekers
will not be identified as vulnerable because — due to effective support — they
quickly resume work. As a result, the profiling model does not classify these
jobseekers as high-risk, therefore excluding them from support in the future.
Hence, there exists a risk that vulnerable jobseekers who are being supported
effectively today will be misclassified as low-risk jobseekers tomorrow. In prac-
tice, this risk seems limited as most active labour market policies have at best a
relatively small, positive effect on work resumption (Card et al., 2017). VDAB
could nevertheless consider to experiment with statistical profiling models that
take support received by the PES into account and then predict the probability of
resuming work in the absence of this support. This avoids that vulnerable job-
seekers are misclassified as low-risk because they have been supported effectively
in the past.

This paper did not explore whether and how profiling scores change
caseworkers’ behaviour. In the case of the VDAB, caseworkers establishing a
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first contact do not see the exact profiling score on their dashboard. This may
change in the future. Caseworkers will in any case remain entitled to overrule the
profiling score. Whether the profiling score will influence their decision and
whether caseworkers succeed in identifying individuals misclassified by the
model is an interesting avenue for further research.

Profiling models offer tremendous opportunities to improve accuracy, but
one should be aware of their limitations. Explaining the strengths and limita-
tions of this new evolution to policymakers and caseworkers that are not familiar
with statistical or AI models can be challenging. The four figures presented in
section 5 offer a tool to visualize the trade-offs, to highlight strengths and weak-
nesses, to compare with the selection-rules that are currently being used and to
guide the critical choice of the threshold. Given a threshold, the figures can be
used to discuss key policy questions such (1) Is the level of ‘discrimination’
acceptable? (2) Can we redesign current selection-rules so that model accuracy
increases while the level of discrimination remains unaltered? and (3) How can
services be designed so that jobseekers of foreign origin do not feel ‘targeted’? If
the discrimination inherent in the model is deemed unacceptable, one could
consider alternative strategies such as randomly selecting jobseekers, letting
the jobseekers choose whether they want support, or invite all jobseekers but
only once they have been unemployed for a few months.
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Notes

1 Correctional Offender Management Profiling for Alternative Sanctions.

2 We follow VDAB’s convention to define ‘employment’. The conventions are complex
because 33 different administrative codes are used to register labour market positions.
The two most common codes defining employment are (1) jobseekers who accepted a regu-
lar job (with an open-ended or fixed contract) and (2) jobseekers who engaged at least 10
days in the last 28 days in temporary employment.
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3 Excluding sensitive variables is often mandated by law. For instance, article 9 of the General
Data Protection Regulation (GDRP), stipulates that processing of special categories of data
(such as race, origin, political opinions) is prohibited, except under specific circumstances
(see Goodman and Flaxman (2016) for an overview of GDPR’s implications for algorithmic
decision making).

4 According to the VDAB, the AUC, a common measure of model accuracy, of the February
2019 and the January 2018 version is, respectively, 70.2% and 74.3%. Using a threshold of
50%, the models correctly classify respectively 70.2% and 67.1% of the jobseekers. These
parameters will further evolve as the model continuous to be improved.

5 Note that this definition departs from the standard definition of origin used in Belgium.
The standard definition looks at someone’s current and previous nationality as well as
the nationality of the parents.

6 89% of the ‘Belgian’ jobseekers have the Belgian nationality; 11% of the ‘Belgian’ jobseekers
have a European nationality.

7 This definition of fairness is known as ‘predictive equality’. Other popular definitions include
‘statistical parity’, meaning that an equal share is identified as high-risk in both groups,
and ‘conditional statistical parity’, meaning that after controlling for a legitimate set of
characteristics (e.g. education), an equal share is identified as high-risk in both groups
(Corbett-Davies et al., 2017).

8 The first selection-rule implies ‘statistical parity’; the second selection-rule implies ‘statistical
parity conditional on educational level.

9 This selection-rule satisfies statistical parity conditional on educational level. Given the
educational level, the share of jobseekers labelled as high-risk is the same among Belgian
jobseekers and migrants (i.e. 100% if low-skilled; 0% if medium or high-skilled).
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