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Abstract

We consider a time varying analogue of the Erdős–Rényi graph and study the topological
variations of its associated clique complex. The dynamics of the graph are stationary and
are determined by the edges, which evolve independently as continuous-time Markov
chains. Our main result is that when the edge inclusion probability is of the form p = nα ,
where n is the number of vertices and α ∈ (−1/k,−1/(k + 1)), then the process of the
normalised kth Betti number of these dynamic clique complexes converges weakly to the
Ornstein–Uhlenbeck process as n → ∞.
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1. Introduction

The classic Erdős–Rényi graph G(n, p) is well known as the random graph on n vertices
where each edge appears with probability p, independently of the others. It is ubiquitous in
applied literatures dealing with network models and, despite its apparent simplicity, has been
of theoretical interest ever since Erdős and Rényi, over half a century ago in [9], established a
sharp threshold for its connectivity. They showed that, for fixed ε > 0 , as n → ∞,

P{G(n, p) is connected} →
{

1 if p ≥ (1 + ε) log(n)/n,

0 if p ≤ (1 − ε) log(n)/n.

Allowing for the interpretation that connectedness is a (almost trivial) topological property,
their result can be considered as the first result describing a topological phase transition in a
random graph. Since 1959, a substantial literature has grown around the properties of the Erdős–
Rényi graph, providing much finer detail than the original result. A more recent literature, some
of which we shall describe briefly below, has considered more detailed topological information
about objects generated by G(n, p).

In this paper we take all of this a step further, applying these richer probabilistic results in
the topological setting, to temporally evolving Erdős–Rényi graphs. We need a few definitions,
or at least descriptions, in order to define what we mean by this.
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1.1. Background

1.1.1. Dynamic Erdős–Rényi graphs. The dynamic Erdős–Rényi graph depends on three pa-
rameters: the number of nodes, n ∈ N, the connectivity probability p ∈ [0, 1], and a rate,
λ > 0. Denoted by {G(n, p, t) : t ≥ 0}, it is a time-varying subgraph of the complete graph
on n vertices with the following properties.

(i) The initial value G(n, p, 0) is distributed as the (static) Erdős–Rényi graph G(n, p).

(ii) For t ≥ 0, each edge independently evolves as a continuous-time on/off Markov chain.
The waiting time in the states ‘off’ and ‘on’ are exponential with parameters λp and
λ(1 − p), respectively.

If e(t) denotes the state of one of these edges at time t , then it follows immediately from the
above description that, for any t1, t2,

P{e(t2) = on | e(t1) = on} = p + (1 − p)e−λ|t2−t1|, (1.1)

and
P{e(t2) = off | e(t1) = off} = (1 − p)+ pe−λ|t2−t1|. (1.2)

From this it follows that, for any t ≥ 0,

P{e(t) = on} = p. (1.3)

Consequently, {G(n, p, t) : t ≥ 0} is a stationary reversible Markov process and, for each
t ≥ 0, it is a realisation of the (static) Erdős–Rényi graph, G(n, p).

The dynamic Erdős–Rényi graph described here is an example of a continuous-time ‘Edge
Markovian Evolving Graph’ (EMEG), a class of dynamic models that has often been used to
model real world dynamic networks. In particular, if one thinks of the static Erdős–Rényi graph
as a simple, but generic model for ‘faulty connections’between nodes, then the dynamic version
is clearly relevant to ‘Intermittently Connected Mobile Networks’ (ICMNs) [21], [22]. The
ICMNs have given rise to many interesting new questions, such as temporal connectivity [3],
[6] and dynamic community detection [7], all related, in one way or another, to issues of
connectivity. For us, however, the importance of the dynamic Erdős–Rényi graph lies in its
relative analytic accessibility for also tackling more sophisticated topological issues. Further,
in the same way that results proven for the static case have turned out to be of a ‘universal’
nature regarding connectivity, in that they hold for far more complicated graphs and networks,
we believe that the topological results of the paper have similar extensions.

1.1.2. Clique complexes. The study of the topology of Erdős–Rényi graphs typically revolves
around the clique complexes that they generate, which we now define.

We first introduce the notion of an abstract simplicial complex which is a purely combina-
torial notion. A family K of non-empty finite subsets of V is an abstract simplicial complex if
it is closed under the operation of taking non-empty subsets, i.e., Y ⊂ X ∈ K 	⇒ Y ∈ K .
Elements of K are called faces or simplices, and the dimension of a face X is its cardinality |X|
minus 1. Elements of dimension 0 are called vertices. The dimension of K , denoted dim(K),
is the supremum over dimensions of all its faces.

Abstract simplicial complexes also have concrete, geometric realisations in Euclidean space.
In particular, if K is finite, which is the only situation of interest to us, then this is simple. Firstly,
embed the vertices of K as an affinely independent subset in RN , for sufficiently large N . For
example, take N to be the number of vertices, number the vertices v1, . . . , vN , write ej ∈ RN

https://doi.org/10.1017/apr.2016.62 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2016.62


Topology of dynamic clique complexes 991

for the vector with a 1 in the j th position and all other entries 0, and map vj → ej . Then any
face X ∈ K can be identified with the geometric simplex in RN spanned by the corresponding
embedded vertices. The geometric realisation is then the union of all such simplices.

Consider a (undirected) graph G. Then a clique in G is just a subset of vertices in G such
that each pair of vertices is joined by an edge. The clique complex, X(G), is the collection of all
subsets of vertices that form a clique in G. Since a subset of a clique is itself a clique, X(G) is
indeed an abstract simplicial complex. In the corresponding geometric realisation, each clique
of k vertices is represented by a simplex of dimension k− 1. The 1-skeleton of X(G) (which is
the underlying graph of the complex) is a graph with a vertex for every 1-element set in X(G)
and an edge for every 2-element set in X(G), and so is isomorphic to G itself.

Henceforth, we will study the temporal evolution of the topology of the clique complexes
generated from the dynamic Erdős–Rényi graph; namely, the sets

X(n, p; t) := X(G(n, p; t)).
In order to do this, we shall study the Betti numbers of these sets.

1.1.3. Betti numbers. Throughout this paper we work with reduced Betti numbers and for
notational convenience we shall drop the word reduced henceforth. There is really no good
way to define Betti numbers in a few, self-contained, paragraphs. Formally, for an integer k ≥ 0,
the kth Betti number βk ≡ βk(X) of a topological space X is the rank of the abelian group
Hk(X,A), the reduced kth homology group of X with coefficients from the abelian group A.
The reduced homology groups themselves are the quotient groupsHk = ker δk/Imδk+1, where
the δk are the boundary maps forX. In this paper we assume that A = Q, the field of rationals,
consistent with [14], [16], and [18].

The problem is that, as succinct as this description may be, it is of little help to a reader who
has not already worked through one of the standard texts on algebraic geometry such as [12], or
perhaps the less standard [8], which is motivated by computational issues and somewhat closer
to the specific focus of the current paper.

Thus, we shall not attempt to define Betti numbers rigorously, but shall start with three
examples and then allow some imprecision. For the following discussion, it is useful to assume
that the topological space X is a subset of some finite-dimensional Euclidean space RN . As
for the examples, β0(X) is equal to one less than the number of connected components in X.
Then β1(X) counts the number of one-dimensional, or ‘topologically circular’ holes—think
of holes in a two- or three-dimensional object that you could poke a finger through. If X is
three-dimensional then β2(X) counts the number of ‘voids’ withinX—think of the interior of a
tennis ball, or of a bagel that has an air pocket running around the entire ring. Higher-order Betti
numbers are rather harder to describe this way, since everyday language lacks the vocabulary
needed to describe high-dimensional objects. Roughly speaking, however, βk(X) counts the
number of distinct regions inX which are ‘topologically equivalent to’ the boundary of a solid,
k-dimensional set, something which we refer to as a ‘(k−1)-cycle’below. As such, increasing k
increases the qualitative level of topological complexity one is studying, while increasing βk
for a fixed k is an indication of quantitatively more complexity at the given level. This is true
only up to a point, since for all k ≥ N , βk(X) ≡ 0. Fortunately, at least in order to understand
the thrust of the main results of this paper, these necessarily imprecise descriptions of Betti
numbers should suffice.

The results of this paper concentrate on the n → ∞ asymptotic behaviour of stochastic
processes describing the normalised Betti numbers of the clique complexes associated with the
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dynamic Erdős–Rényi graphs; namely,

β̄n,k(t) := βn,k(t)− E[βn,k(t)]√
var[βn,k(t)]

,

where
βn,k(t) := βk(X(n, p; t)) = βk(X(G(n, p; t))).

1.2. Results

1.2.1. Erdős–Rényi graphs and associated topology. The topological study of static random
graphs and their associated simplicial complexes, beyond classical issues of connectivity and
degree, has seen considerable recent activity, including [1], [13], [15], [16], [18], [19], and [20].
A recent, well-motivated review is [17]. Most of this literature follows the theme that Betti
numbers of increasing index are good quantifiers of topological complexity, and so are the
appropriate measure to study.

In terms of the (static) Erdős–Rényi graph, heuristics imply that for small p the associated
clique complex will, with high probability, be topologically simple, but that the complexity will
grow with increasing p. Thinking a little more deeply, as p grows the clique complex changes
from a collection of disconnected vertices (so that β0 is large) to a highly connected object (so
that, at full connectivity, β0 drops to its minimum value of 0). At about the same stage, simple,
one-dimensional cycles start forming (so that β1 grows) until these cycles fill in and then to
produce empty tetrahedra-type objects (so that β1 drops while β2 grows). The following result,
which combines the result from [16, Theorem 1.1] and the discussion below [18, Erratum,
Equation (1)] confirms this description.

Theorem 1.1. (See [16] and [18].) Fix k ≥ 1,M > 0, and t ≥ 0. Let p = nα , α ∈
(−1/k,−1/(k + 1)). Then, as n → ∞,

P{βn,k(t) �= 0, βn,j (t) = 0, for all j �= k} = 1 − o(n−M).

SinceG(n, p, t) is distributed as an Erdős–Rényi graph, the above result is a simple rephras-
ing of the original result given in [16] and [18]. This result shows that there is a sequence of
clearly marked phase transitions, and between each of these there is a dominant Betti number,
and so a dominant type of homology in the clique complex. Of more interest to us, however,
is the following central limit theorem that is a consequence of [18, Theorem 2.4 and Erratum,
Theorem 1.1].

Theorem 1.2. (See [18].) Fix k ≥ 1, t ≥ 0, and let p be as in Theorem 1.1. Then, as n → ∞,

βn,k(t)− E[βn,k(t)]√
var[βn,k(t)]

d−→ N (0, 1),

where N (0, 1) denotes a standard Gaussian and ‘
d−→’ denotes convergence in distribution.

1.2.2. Dynamic Erdős–Rényi graphs and associated topology. The main result of this paper is
the following extension of Theorem 1.2.

Theorem 1.3. Fix k ≥ 1, λ > 0. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, as n → ∞,

{β̄n,k(t) : t ≥ 0} d−→ {Uλ : t ≥ 0}
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where {Uλ(t) : t ≥ 0} is the stationary, zero-mean, Ornstein–Uhlenbeck process with covari-
ance cov[Uλ(t1),Uλ(t2)] = e−λ|t1−t2|, and here ‘

d−→’ denotes convergence in distribution on
the Skorokhod space of functions on [0,∞).

Although, in view of Theorem 1.2, it is not surprising that the limits of the random processes
β̄n,k are Gaussian, it is somewhat surprising that, as Ornstein–Uhlenbeck processes, they are
Markovian. While the underlying dynamic Erdős–Rényi process is Markovian, this is not the
case for the processes β̄n,k , as shown in Appendix A.

1.2.3. On proving Theorem 1.3. Since working directly with Betti numbers is difficult, we adopt
the approach of [14] and [18]. Let fn,k(t) denote the number of (k + 1)-cliques in G(n, p, t)
and let

χn(t) :=
n−1∑
j=0

(−1)j fn,j (t) = 1 +
n−1∑
j=0

(−1)jβn,j (t) (1.4)

be the Euler–Poincaré characteristic of X(n, p, t); see [8, p. 101]. Define

f̄n,k(t) := fn,k(t)− E[fn,k(t)]√
var[fn,k(t)]

and χ̄n(t) := χn(t)− E[χn(t)]√
var[χn(t)] . (1.5)

We first establish weak convergence for {f̄n,k(t) : t ≥ 0}. Using the first equality in (1.4),
we then establish weak convergence for {χ̄n(t) : t ≥ 0}. Finally, Theorem 1.3 is proven using
the second equality in (1.4) and Theorem 1.1.

To carry this out, in Section 2 we quote some results on the convergence of random variables
and processes. In Section 3 we discuss some preliminary results concerning the mean and
variance of fn,k(t), χn(t), and βn,k(t). The covariance functions of the processes f̄n,k , χ̄n,
and β̄n,k are derived in Section 4 and exploited in Section 5 to establish convergence of the
finite-dimensional distributions of the β̄n,k . In Section 6 we establish tightness for the processes
β̄n,k , and complete the proof of Theorem 1.3.

2. On convergence in distribution

To help the reader and make this paper a little more self-contained, we now quote two
theorems about weak convergence. The first, from [2], is a central limit theorem for dissociated
random variables (defined formally in the statement of Theorem 2.1). The second, which comes
from combining [10, Theorems 7.8, 8.6, and 8.8], is about convergence, in the Skorokhod space,
to the stationary Ornstein–Uhlenbeck process.

Before stating the theorems, we remind the reader of the definition of the L1-Wasserstein
metric for real-valued random variables. For two real-valued random variables Y1 and Y2, their
L1-Wasserstein distance is

d1(Y1, Y2) = sup
ψ

|E[ψ(Y1)] − E[ψ(Y2)]|,

where the sup is over all functions ψ : R → R with supy1 �=y2
|ψ(y1)− ψ(y2)|)/|y1 − y2| ≤ 1.

Recall also that convergence in this metric implies convergence in distribution.

Theorem 2.1. (See [2].) Let {Yi : i ≡ (i1, . . . , ir ) ∈ I }, for some index set I of r-tuples,
be a sequence of dissociated random variables. That is, for any J,L ⊆ I , {Yi : i ∈ J } and
{Yi : i ∈ L} are independent whenever (

⋃
i∈J {i1, . . . , ir}) ∩ (

⋃
i∈L{i1, . . . , ir}) = ∅. Let

W = ∑
i∈I Yi and, for each i ∈ I , let Y(i) := {k ∈ I : {k1, . . . , kr} ∩ {i1, . . . , ir} �= ∅} be the
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dependency neighbourhood of i. If E[Yi] ≡ 0 and var[W] = 1, then there exists a universal
constant ρ > 0 such that

d1(W,N (0, 1)) ≤ ρ
∑
i∈I

∑
j,
∈Y(i)

E[|YiYjY
|] + E[|YiYj |]E[|Y
|]. (2.1)

Equation (2.1) is obtained by combining [2, Theorem 1 and Equation (2.7)] (see also the
discussion above [2, Equation (2.7)]). Let DR[0,∞) denote the (Skorokhod) space of right-
continuous functions on [0,∞) with left limits, and write d̂ for the usual (Skorokhod) metric
on this space.

Theorem 2.2. (See [10].) Let {Xn(t) : t ≥ 0}, n ≥ 1, be a sequence of (DR[0,∞), d̂)-valued
stochastic processes satisfying the following conditions.

Convergence of finite-dimensional distributions. For any t1, . . . , tm ≥ 0,

(Xn(t1), . . . , Xn(tm))
d−→ (Uλ(t1), . . . ,Uλ(tm)) as n → ∞.

Tightness. The sequence {{Xn(t) : t ≥ 0} : n ≥ 1} is tight, for which it is sufficient that the
following two conditions hold.

(C1) There exists ϒ > 0 such that

lim
δ→0

lim sup
n→∞

E|Xn(δ)−Xn(0)|ϒ = 0.

(C2) For each T > 0, there exist constants ϒ1 > 0, ϒ2 > 1, and K > 0 such that, for all n,
0 ≤ t ≤ T + 1, and 0 ≤ h ≤ t ,

E[|Xn(t + h)−Xn(t)|ϒ1 |Xn(t)−Xn(t − h)|ϒ1 ] ≤ Khϒ2 .

Then {Xn(t) : t ≥ 0} d−→{Uλ(t) : t ≥ 0} as n → ∞.

3. Preliminary results

We study here the asymptotic variances of fn,k(t), χn(t), and βn,k(t). Due to stationarity,
these variances are independent of t . We start with some notation.

We write [n] := {1, . . . , n} for the vertex set of the dynamic Erdős–Rényi graph. This is
not dependent on t . We write

( [n]
j+1

)
to denote the collection of all subsets of [n] of size j + 1,

while
(
n
j+1

)
is the usual binomial coefficient. ForA ∈ ( [n]

j+1

)
, let 1A(t) be the indicator function

for A being a (j + 1)-clique in G(n, p, t). We can now write

fn,j (t) =
∑

A∈( [n]
j+1)

1A(t), (3.1)

from which it immediately follows that

E[fn,j (t)] =
(

n

j + 1

)
p(

j+1
2 ) (3.2)

https://doi.org/10.1017/apr.2016.62 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2016.62


Topology of dynamic clique complexes 995

and

E[f 2
n,j (t)] =

∑
A1∈( [n]

j+1)

∑
A2∈( [n]

j+1)

E[1A1(t) 1A2(t)]

=
(

n

j + 1

) ∑
A2∈( [n]

j+1)

E[1A1(t) 1A2(t)]

=
(

n

j + 1

) j+1∑
i=0

(
j + 1

i

)(
n− j − 1

j + 1 − i

)
p2(j+1

2 )

p(
i
2)

,

where in the second equality A1 is an arbitrary but fixed (j + 1)-face. The second equality
follows because the inner sum on the right-hand side is the same for each A1, and the third
equality follows by combining all faces A2 that share i vertices with A1. Hence,

var[fn,j (t)] =
(

n

j + 1

) j+1∑
i=0

(
j + 1

i

)(
n− j − 1

j + 1 − i

)
p

2(
j+1

2 )

p(
i
2)

−
(

n

j + 1

)2

p2(j+1
2 ). (3.3)

In the next result we show the behaviour of var[fn,j (t)] as n → ∞ for different j .

Lemma 3.1. Fix k ≥ 1, j ≥ 0, and t ≥ 0. Let p = nα , α ∈ (−1/k,−1(k + 1)). Then

(i) var[fn,0(t)] ≡ 0;
(ii) if j = 2k − 1 and α ∈ [−1/(k + 0.5),−1/(k + 1)), or if 1 ≤ j ≤ 2k − 2, then

var[fn,j (t)] ≤ 2j+1n2jp2(j+1
2 )−1;

(iii) if j = 2k − 1 and α ∈ (−1/k,−1/(k + 0.5)], or if j ≥ 2k, then

var[fn,j (t)] ≤ 2j+1nj+1p(
j+1

2 ).

Proof. The first claim is trivial since fn,0(t) ≡ n. So we prove only the other two. Since(
n
j+1

) = ∑j+1
i=0

(
j+1
i

)(
n−j−1
j+1−i

)
, from (3.3), it follows that

var[fn,j (t)] =
j+1∑
i=2

(
j + 1

i

)(
n

j + 1

)(
n− j − 1

j + 1 − i

)[
p2(j+1

2 )−(i2) − p2(j+1
2 )

]
. (3.4)

The summation starts from 2 because the term in the square brackets above is 0 for i = 0, 1.
Note that

(
n
j+1

)(
n−j−1
j+1−i

) ≤ n2j+2−i . Further, p = nα with α < 0. Hence, the term inside

the square bracket is positive for each i, and bounded from above by p2(j+1
2 )−(i2). Hence,

to prove the desired result, it suffices to obtain bounds for
∑j+1
i=2

(
j+1
i

)
nζj (i), where ζj (i) =

2j + 2 − i + α[2(
j+1

2

) − (
i
2

)].
As α < 0, ζj is a convex function. Hence, either ζj (2) or ζj (j + 1) maximises ζj (i)

for i ∈ {2, . . . , j + 1}. When the conditions of (ii) hold, ζj (2) ≥ ζj (j + 1). Similarly,
when the conditions of (iii) hold, ζj (j + 1) ≥ ζj (2). At α = 1/(k + 0.5) and j = 2k − 1,
ζj (2) = ζj (j + 1). Since

∑j+1
i=2

(
j+1
i

) ≤ 2j+1, the desired result is now easy to see. �
Let p be as in Lemma 3.1. In the next result we compute the exact order of var[fn,k(t)].
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Lemma 3.2. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for each t ≥ 0,

var[fn,k(t)] = 

(
n2kp2(k+1

2 )−1).
Proof. From (3.4), recall that

var[fn,k(t)] =
k+1∑
i=2

(
k + 1

i

)(
n

k + 1

)(
n− k − 1

k + 1 − i

)[
p2(k+1

2 )−(i2) − p2(k+1
2 )

]
.

Observe that 2
(
k+1

2

) − (
i
2

)
< 2

(
k+1

2

)
for each i ∈ {2, . . . , k + 1}. Hence to prove the desired

result, it suffices to show that

k+1∑
i=2

(
k + 1

i

)(
n

k + 1

)(
n− k − 1

k + 1 − i

)[
p2(k+1

2 )−(i2)] = 

(
n2kp2(k+1

2 )−1).
Since

(
n
k+1

)(
n−k−1
k+1−i

) = 
(n2k+2−i ), arguing as in the proof of Lemma 3.1, the above claim is
easy to see, and the result follows. �

The following result is now immediate from Lemmas 3.1 and 3.2.

Corollary 3.1. Fix k ≥ 1, j ≥ 0, and t ≥ 0. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then,

lim
n→∞

var[fn,j (t)]
var[fn,k(t)] = 0 whenever j �= k.

We next compare var[(−1)kχn(t)− fn,k(t)] and var[χn(t)] with var[fn,k(t)] as n → ∞.

Lemma 3.3. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for each t ≥ 0,

lim
n→∞

var[(−1)kχn(t)− fn,k(t)]
var[fn,k(t)] = 0.

Proof. From (1.4), we have

var[(−1)kχn(t)− fn,k(t)]
≤

∑
0≤j≤n−1, j �=k

var[fn,j (t)] + 2
∑

0≤i<j≤n−1; i,j �=k
|cov[fn,i(t), fn,j (t)]|

= 2
∑

0≤i≤j≤(n−1); i,j �=k

√
var[fn,i(t)] var[fn,j (t)],

≤ 2
∑

0≤i≤j≤4k+4; i,j �=k

√
var[fn,i(t)] var[fn,j (t)]

+ 2
∑

0≤i≤(n−1), i �=k

∑
4k+5≤j≤(n−1)

√
var[fn,i(t)] var[fn,j (t)]. (3.5)

Let n be sufficiently large. From Lemma 3.1, note that, for j ≥ 2k,

var[fn,j (t)] ≤ 2j+1nj+1p(
j+1

2 ) ≤ 2n2j+1+α(j+1
2 ).
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But, for all j ≥ 2k + 1, 2j + 1 + α
(
j+1

2

)
monotonically decreases with j . Hence,

var[fn,j (t)] ≤ 2n2(4k+5)+1+α((4k+5)+1
2 ) for all j ≥ 4k + 5.

This implies that ∑
0≤i≤(n−1), i �=k

∑
4k+5≤j≤(n−1)

√
var[fn,i(t)]

√
var[fn,j (t)]

≤ n

√
2n2(4k+5)+1+α((4k+5)+1

2 )
∑

0≤i≤(n−1), i �=k

√
var[fn,i(t)]

≤ n

√
2n2(4k+5)+1+α((4k+5)+1

2 )
∑

0≤i≤4k+4, i �=k

√
var[fn,i(t)]

+ n

√
2n2(4k+5)+1+α((4k+5)+1

2 )
∑

4k+5≤i≤(n−1)

√
var[fn,i(t)]

≤ n

√
2n2(4k+5)+1+α((4k+5)+1

2 )
∑

0≤i≤4k+4, i �=k

√
var[fn,i(t)]

+ n2[2n2(4k+5)+1+α((4k+5)+1
2 )

]
. (3.6)

Observe that

lim
n→∞ n

2
[
n2(4k+5)+1p(

(4k+5)+1
2 )

n2kp2(k+1
2 )−1

]
= 0.

Combining this, (3.6), Lemma 3.2, and Corollary 3.1, it follows that

lim
n→∞

∑
0≤i≤(n−1), i �=k

∑
4k+5≤j≤(n−1)

√
var[fn,i(t)]

√
var[fn,j (t)]

var[fn,k(t)] = 0.

Similarly, from Corollary 3.1, we have

lim
n→∞

∑
0≤i≤j≤4k+4; i,j �=k

√
var[fn,i(t)]

√
var[fn,j (t)]

var[fn,k(t)] = 0.

Combining the above two relations with (3.5), the desired result is easy to see. �
Lemma 3.4. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for each t ≥ 0,

lim
n→∞

var[χn(t)]
var[fn,k(t)] = 1.

Proof. By adding and subtracting fn,k(t), we have

var[χn(t)]
= var[fn,k(t)] + var[(−1)kχn(t)− fn,k(t)] + 2 cov[(−1)kχn(t)− fn,k(t), fn,k(t)].

Hence, it follows that∣∣∣∣ var[χn(t)]
var[fn,k(t)] − 1

∣∣∣∣ ≤ var[(−1)kχn(t)− fn,k(t)]
var[fn,k(t)] + 2

√
var[(−1)kχn(t)− fn,k(t)]

var[fn,k(t)] .

The desired result now follows from Lemma 3.3. �
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In a similar spirit to the above two results, Lemmas 3.5 and 3.6 given below compare the
limiting behaviour of var[χn(t)] with var[βn,k(t)]. These results are be due to Kahle and Meckes
in [18]. (The results there were established for Erdős–Rényi graphs and, hence, are applicable
in our setup to G(n, p, t) for any fixed t . Their notations βk and β̃k correspond to βn,k(t) and
(−1)kχn(t) in our context.)

Lemma 3.5. (See [18].) Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for each
t ≥ 0,

lim
n→∞

var[βn,k(t)− (−1)kχn(t)]
var[χn(t)] = 0.

Lemma 3.6. (See [18].) Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for each
t ≥ 0,

lim
n→∞

var[βn,k(t)]
var[χn(t)] = 1.

4. Covariance

In this section we investigate the covariance functions of the processes f̄n,k , χ̄n, and β̄n,k as
n → ∞. We shall need these in Section 5 to show that finite-dimensional distributions of β̄n,k
converge to those of the stationary Ornstein–Uhlenbeck process.

Lemma 4.1. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for any t1, t2 ≥ 0,

lim
n→∞ cov[f̄n,k(t1), f̄n,k(t2)] = e−λ|t1−t2|.

Proof. Fix arbitrary t1, t2 ≥ 0, and define L = e−λ|t1−t2|. Using (3.1), note that

E[fn,k(t1)fn,k(t2)] =
∑

A1∈( [n]
k+1)

∑
A2∈( [n]

k+1)

E[1A1(t1) 1A2(t2)]

=
(

n

k + 1

) ∑
A2∈( [n]

k+1)

E[1A1(t1) 1A2(t2)],

where in the second equality A1 is an arbitrary, but fixed, k-face. Writing the above in terms of
the number of vertices common to A1 and A2, applying (1.1), and (1.3), we obtain

E[fn,k(t1)fn,k(t2)] =
(

n

k + 1

) k+1∑
i=0

(
k + 1

i

)(
n− k − 1

k + 1 − i

)
p2(k+1

2 )

p(
i
2)

[p + (1 − p)L](i2).

Combining this with (3.2) and (3.3), it is easy to see that

cov[f̄n,k(t1), f̄n,k(t2)] =
∑k+1
i=0

(
k+1
i

)(
n−k−1
k+1−i

)[1 + ((1 − p)/p)L](i2) − (
n
k+1

)
∑k+1
i=0

(
k+1
i

)(
n−k−1
k+1−i

)
p−(i2) − (

n
k+1

) .

Now using the fact that
(
n
k+1

) = ∑k+1
i=0

(
k+1
i

)(
n−k−1
k+1−i

)
, we have

cov[f̄n,k(t1), f̄n,k(t2)] =
∑k+1
i=2

(
k+1
i

)(
n−k−1
k+1−i

)[
(1 + ((1 − p)/p)L)(

i
2) − 1

]
∑k+1
i=2

(
k+1
i

)(
n−k−1
k+1−i

)[
(1 − p(

i
2))/p(

i
2)

] .
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By expanding terms inside the square brackets and cancelling out (1 − p)/p, we have

cov[f̄n,k(t1), f̄n,k(t2)] = L

∑k+1
i=2

(
k+1
i

)(
n−k−1
k+1−i

)[∑(i2)
j=1 cij (((1 − p)/p)L)j−1

]
∑k+1
i=2

(
k+1
i

)(
n−k−1
k+1−i

)[∑(i2)
j=1(1/p)

j−1
] ,

where cij = ((i2)
j

)
. Now observe that the term corresponding to i = 2 inside the summation in

both the numerator as well as denominator is the same. Hence,

cov[f̄n,k(t1), f̄n,k(t2)] = L+ L
∑k+1
i=3

(
k+1
i

)(
n−k−1
k+1−i

) ∑(i2)
j=1[(cij ((1 − p)L)j−1 − 1)/pj−1]∑k+1

i=2

(
k+1
i

)(
n−k−1
k+1−i

)[∑(i2)
j=1(1/p)

j−1
]

:= L(1 + Zn,k).

To prove the desired result, it suffices to show that Zn,k → 0 as n → ∞. If k = 1 then
Zn,k = 0 for each n and, hence, limn→∞ Zn,k = 0 trivially. Suppose that k ≥ 2. Observe
that expansion of the term inside the inner sum of the numerator of Zn,k will result in a linear
combination of 1, 1/p, . . . , 1/pj−1. Hence, by multiplying the numerator and denominator of
Zn,k by p(

k+1
2 )−1, one can write Zn,k as

Zn,k =
∑k+1
i=3

∑(i2)
j=1 ωij

(
n−k−1
k+1−i

)
p(

k+1
2 )−j

∑k+1
i=2

∑(i2)
j=1 ξij

(
n−k−1
k+1−i

)
p(

k+1
2 )−j

for some real constants {ωij } and {ξij }. Since
(
n−k−1
k+1−i

) = 
(nk+1−i ), it follows that in order to
show limn→∞ Zn,k = 0 one only needs to show that limn→∞ Z′

n,k = 0, where

Z′
n,k :=

∑k+1
i=3

∑(i2)
j=1 ω̃ij n

k+1−ip(
k+1

2 )−j

∑k+1
i=2

∑(i2)
j=1 ξ̃ij n

k+1−ip(
k+1

2 )−j

with {ω̃ij } and {ξ̃ij } being additional sets of real constants. Since p = nα , the power of n in
the summand of numerator as well as denominator of Z′

n,k is of the form

k + 1 − i + α

[(
k + 1

2

)
− j

]
.

Since α < 0, we have

arg max
1≤j≤(i2)

(
k + 1 − i + α

[(
k + 1

2

)
− j

])
=

(
i

2

)
. (4.1)

Further, the restriction that α > −1/k implies that, for each i ≤ k,

k + 1 − i + α

[(
k + 1

2

)
−

(
i

2

)]
≥ k + 1 − (i + 1)+ α

[(
k + 1

2

)
−

(
i + 1

2

)]
. (4.2)

From (4.1) and (4.2), it follows that the largest power of n in the numerator of Z′
n,k is

k + 1 − 3 + α

[(
k + 1

2

)
−

(
3

2

)]
, (4.3)
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while, in the denominator, it is

k + 1 − 2 + α

[(
k + 1

2

)
−

(
2

2

)]
. (4.4)

Since k ≥ 2 and, hence, α > − 1
2 , it follows that the term in (4.4) is larger than that in (4.3).

This shows that limn→∞ Z′
n,k = 0 as desired, and so completes the proof. �

Lemma 4.2. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for any t1, t2 ≥ 0,

lim
n→∞ cov[χ̄n(t1), χ̄n(t2)] = e−λ|t1−t2|.

Proof. We need to show that

lim
n→∞

cov[χn(t1), χn(t2)]√
var[χn(t1)] var[χn(t2)] = e−λ|t1−t2|.

However, since Lemma 3.4 holds, it suffices to show that

lim
n→∞

cov[χn(t1), χn(t2)]√
var[fn,k(t1)] var[fn,k(t2)]

= e−λ|t1−t2|.

But the term inside limit on the left-hand side is equal to

cov[fn,k(t1), fn,k(t2)]√
var[fn,k(t1)] var[fn,k(t2)]

+ cov[(−1)kχn(t1)− fn,k(t1), fn,k(t2)]√
var[fn,k(t1)] var[fn,k(t2)]

+ cov[fn,k(t1), (−1)kχn(t2)− fn,k(t2)]√
var[fn,k(t1)] var[fn,k(t2)]

+ cov[(−1)kχn(t1)− fn,k(t1), (−1)kχn(t2)− fn,k(t2)]√
var[fn,k(t1)] var[fn,k(t2)]

.

Using Lemma 4.1 we see that the first term converges to e−λ|t1−t2|. The remaining terms go
to 0 due to Lemma 3.3 and the Cauchy–Schwarz inequality and the proof is complete. �

In the above proof, by replacing fn,k(ti) with χn(ti) and χn(ti) with βn,k(ti) and using
Lemmas 3.6, 4.2, and 3.5, appropriately, the following result is easy to prove.

Theorem 4.1. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for any t1, t2 ≥ 0,

lim
n→∞ cov[β̄n,k(t1), β̄n,k(t2)] = e−λ|t1−t2|.

5. Convergence of finite-dimensional distributions

We now turn to the convergence of the finite-dimensional distributions of the processes β̄n,k ,
which we establish by first proving similar results for f̄n,k and χ̄n,k .

For random variables X and Y , write X
d= Y to indicate equivalence in distribution.

Lemma 5.1. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for any m ∈ N and any
t1, . . . , tm ≥ 0, as n → ∞,

(f̄n,k(t1), . . . , f̄n,k(tm))
d−→ (Uλ(t1), . . . ,Uλ(tm)).
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Proof. Fix m ∈ N, arbitrary t1, . . . , tm ≥ 0, and arbitrary ω1, . . . , ωm ∈ R. Due to the
Cramér–Wold theorem [4, Theorem 29.4], it suffices to show that, as n → ∞,

ω1f̄n,k(t1)+ · · · + ωmf̄n,k(tm)
d−→ ω1Uλ(t1)+ · · · + ωmUλ(tm). (5.1)

But as {Uλ(t) : t ≥ 0} is Gaussian with E[Uλ(t)] ≡ 0 and cov[Uλ(ti),Uλ(tj )] = e−|ti−tj |,
we have

ω1Uλ(t1)+ · · · + ωmUλ(tm)√
ω2

1 + · · · + ω2
m + 2

∑
i<j ωiωj e−|ti−tj |

d= N (0, 1).

Further, from Lemma 4.1 we see that

lim
n→∞

√
var

[∑m
i=1 ωif̄n,k(ti)

]
√
ω2

1 + · · · + ω2
m + 2

∑
i<j ωiωj e−|ti−tj |

= 1. (5.2)

Hence, it follows that in order to prove (5.1) we only need show that, as n → ∞,

Wn,k := ω1f̄n,k(t1)+ · · · + ωmf̄n,k(tm)√
var

[∑m
i=1 ωif̄n,k(ti)

] d−→ N (0, 1). (5.3)

From (1.5) and (3.1), we have

Wn,k =
∑
A∈( [n]

k+1)

[∑m
i=1 ωi 1̄A(ti)

]
√

var
[∑m

i=1 ωif̄n,k(ti)
] ,

where 1̄A(ti) = ((1A(ti)− E[1A(ti)])/
√

var[fn,k(ti)] ). Indexing the random variable
[∑m

i=1 ωi 1̄A(ti)] with the
(
k+1

2

)
edges in A, it is easy to see that{ [∑m
i=1 ωi 1̄A(ti)

]
√

var
[∑m

i=1 ωif̄n,k(ti)
] : A ∈

( [n]
k + 1

)}

is a dissociated set of random variables. For any A1 ∈ ( [n]
k+1

)
, its dependency neighbourhood

Y(A1) = {A2 ∈ ( [n]
k+1

) : a12 ≥ 2}. Here, a12 denotes the number of vertices common to A1
and A2. For details, see the discussion above [2, Equation (3.5)].

Let Sn,k,m be the cartesian product
( [n]
k+1

) × [m]. For (A1, i) ∈ Sn,k,m, let ℵ(A1, i) =
Y(A1)× [m]. Since E[ωi 1̄A(ti)] = 0 and E[W2

n,k] = 1, Theorem 2.1 yields

d1(Wn,k,N (0, 1)) ≤ ρω3(
var

[∑m
i=1 ωif̄n,k(ti)

])3/2

×
∑

(A1,i)∈Sn,k,m

∑
(A2,j),(A3,
)∈ℵ(A1,i)

[E[|1̄A1(ti)1̄A2(tj )1̄A3(t
)|]

+ E[|1̄A1(ti)1̄A2(tj )|]E[|1̄A3(t
)|]],
where ω = maxi∈[m] |ωi |. Since

E[|1̄A1(ti)1̄A2(tj )1̄A3(t
)|] + E[|1̄A1(ti)1̄A2(tj )|]E[|1̄A3(t
)|]
≤ 16E[1A1(ti) 1A2(tj ) 1A3(t
)]√

var[fn,k(ti)] var[fn,k(tj )] var[fn,k(t
)]
,
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then

d1(Wn,k,N (0, 1))

≤ 16ρω3

∑
(A1,i)∈Sn,k,m

∑
(A2,j), (A3,
)∈ℵ(A1,i)

E[1A1(ti) 1A2(tj ) 1A3(t
)](
var[∑m

i=1 ωif̄n,k(ti)]
)3/2√var[fn,k(ti)] var[fn,k(tj )] var[fn,k(t
)]

.

Combining this with (5.2), and defining

Rn,k :=
∑
(A1,i)∈Sn,k,m

∑
(A2,j), (A3,
)∈ℵ(A1,i)

E[1A1(ti) 1A2(tj ) 1A3(t
)]√
var[fn,k(ti)] var[fn,k(tj )] var[fn,k(t
)]

,

it follows that in order to establish (5.3) we need only show that limn→∞ Rn,k = 0. Fix
arbitrary t ≥ 0 and let ℵ(A1) ≡ ℵn,k(A1) := {A2 ∈ ( [n]

k+1

) : a12 ≥ 2} and

R′
n,k :=

∑
A1 ∈ ( [n]

k+1

) ∑
A2, A3 ∈ ℵ(A1)

E[1A1(t) 1A2(t) 1A3(t)]
(var[fn,k(t)])3/2 .

In [18], as part of proof of Claim 2.5(ii), it was shown that limn→∞ R′
n,k = 0. In the remaining

part of this proof, we shall show that

Rn,k ≤ m3R′
n,k. (5.4)

This is clearly sufficient enough in order to establish that limn→∞ Rn,k = 0.
From (3.3), recall that var[fn,k(t)] is independent of t . Hence, it follows that the de-

nominators in Rn,k and R′
n,k are identical. Now, using (1.1) and (1.3) and the fact that

p + (1 − p) e−τ ≤ 1 for any τ ≥ 0, observe that

E[1A1(ti) 1A2(tj ) 1A3(t
)] ≤ p3(k+1
2 )−(a12

2 )−(a13
2 )−(a23

2 )+(a123
2 ) = E[1A1(t) 1A2(t) 1A3(t)].

From this and the definition of Rn,k , (5.4) easily follows. The desired result thus follows. �

Lemma 5.2. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for any m ∈ N and any
t1, . . . , tm ≥ 0, as n → ∞,

(χ̄n(t1), . . . , χ̄n(tm))
d−→ (Uλ(t1), . . . ,Uλ(tm)).

Proof. As in the proof of Lemma 5.1, it suffices to show that, as n → ∞,

ω1χ̄n(t1)+ · · · + ωmχ̄n(tm)√
var

[∑m
i=1 ωiχ̄n(ti)

] d−→ N (0, 1) for any ω1, . . . , ωm ∈ R.

Since Lemmas 4.1 and 4.2 hold, it in fact suffices to show that

ω1χ̄n(t1)+ · · · + ωmχ̄n(tm)√
var

[∑m
i=1 ωif̄n,k(ti)

] d−→ N (0, 1). (5.5)
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From Lemmas 3.3 and 3.4, and the Cauchy–Schwarz inequality, note that, for all i,

var[(−1)kχ̄n(ti)− f̄n,k(ti)] = var

[
(−1)kχ̄n(ti)− (−1)kχn(ti)− E[(−1)kχn(ti)]√

var[fn,k(ti)]
+ (−1)kχn(ti)− E[(−1)kχn(ti)]√

var[fn,k(ti)]
− f̄n,k(ti)

]

≤
(√

var[χn(ti)]
∣∣∣∣ 1√

var[χn(ti)] − 1√
var[fn,k(ti)]

∣∣∣∣
+

√
var[(−1)kχn(ti)− fn,k(ti)]

var[fn,k(ti)]
)2

→ 0 as n → ∞.

Using the above estimate and the Cauchy–Schwarz inequality, we find that

var

[∑m
i=1 ωi[(−1)kχ̄n(ti)− f̄n,k(ti)]√

var
[∑m

i=1 ωif̄n,k(ti)
]

]
≤

( m∑
i=1

|ωi |
√

var[[(−1)kχ̄n(ti)− f̄n,k(ti)]]
var

[∑m
i=1 ωif̄n,k(ti)

] )2

→ 0 as n → ∞.

From this, it follows that [∑m
i=1ωi[(−1)kχ̄n(ti)− f̄n,k(ti)]/{var[∑m

i=1ωif̄n,k(ti)]}−1/2]
converges to 0 in probability. Since Lemma 5.1 holds and

(−1)k
∑m
i=1 ωiχ̄n(ti)√

var
[∑m

i=1 ωif̄n,k(ti)
] =

∑m
i=1 ωi[(−1)kχ̄n(ti)− f̄n,k(ti)]√

var
[∑m

i=1 ωif̄n,k(ti)
] +

∑m
i=1 ωif̄n,k(ti)√

var
[∑m

i=1 ωif̄n,k(ti)
] ,

(5.5) follows via Slutsky’s theorem [11, Chapter 6, Theorem 6.5], completing the proof. �
Theorem 5.1. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for any m ∈ N and
any t1, . . . , tm, as n → ∞,

(β̄n,k(t1), . . . , β̄n,k(tm))
d−→ (Uλ(t1), . . . ,Uλ(tm)).

Proof. The arguments are similar to those used in the proof of Lemma 5.2. Firstly, using
Lemma 3.5, it follows that, for any ω1, . . . , ωm ∈ R,

lim
n→∞ var

[∑m
i=1 ωi[(−1)kχ̄n(ti)− β̄n,k(ti)]√

var
[∑m

i=1 ωiχ̄n,k(ti)
]

]
= 0.

Then, using Lemma 4.2 and Theorem 4.1, the desired result follows. �

6. Tightness

In this section we show that, for each k, the sequences {β̂n,k : n ≥ 1} are tight. By
Theorem 2.2, it suffices to establish the two conditions (C1) and (C2) for these sequences.

Lemma 6.1. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for the sequence
{β̂n,k : n ≥ 1}, condition (C1) holds with ϒ = 2, i.e.

lim
δ→0

lim sup
n→∞

E[β̄n,k(δ)− β̄n,k(0)]2 = 0.
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Proof. From Theorem 4.1 and the fact that

E[β̄n,k(δ)− β̄n,k(0)]2 = 2 − 2 cov[β̄n,k(δ), β̄n,k(0)],
we have

lim
n→∞ E[β̄n,k(δ)− β̄n,k(0)]2 = 2 − 2e−δ,

and the result follows easily. �
Arguing as above, it follows that (C1) is also satisfied for the sequence of {f̂n,k : n ≥ 1} and

{χ̂n,k : n ≥ 1}. We now aim to show that (C2) holds for {β̄n,k : n ≥ 1}. Our approach is to first
establish this result for f̄n,k , then for χ̄n, and finally for β̄n,k .

Lemma 6.2. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for the sequence
{f̄n,k : n ≥ 1}, condition (C2) holds with ϒ1 = ϒ2 = 2. That is, for any T > 0, there exists
Kf > 0 such that, for all n ≥ 1, 0 ≤ t ≤ T + 1, and 0 ≤ h ≤ t ,

E[f̄n,k(t + h)− f̄n,k(t)]2[f̄n,k(t)− f̄n,k(t − h)]2 ≤ Kf h
2.

This follows from the next result and, hence, we prove only that.

Lemma 6.3. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for the sequence
{χ̄n : n ≥ 1}, condition (C2) holds with ϒ1 = ϒ2 = 2. That is, for any T > 0, there exists
Kχ > 0 such that, for all n ≥ 1, 0 ≤ t ≤ T + 1, and 0 ≤ h ≤ t ,

E[χ̄n,k(t + h)− χ̄n,k(t)]2[χ̄n,k(t)− χ̄n,k(t − h)]2 ≤ Kχh
2.

Before turning to the proof of Lemma 6.3, we need some additional notation and preliminary
lemmas. Fix arbitrary n, k ≥ 1 and let p be as in Lemma 6.3. Also fix i and j such that
0 ≤ i, j ≤ n− 1 and let

ξij (h) := E[fn,i(2h)− fn,i(h)]2[fn,j (h)− fn,j (0)]2. (6.1)

For Ā ≡ (A1, A2, A3, A4) ∈ ( [n]
i+1

)2 × ( [n]
j+1

)2
, let aq be the number of vertices in Aq , aqr

be the number of vertices common to Aq and Ar , and so on. Note that inequalities such as
a1234 ≤ aqrs ≤ aqr ≤ aq for any q, r, s ∈ {1, . . . , 4} hold trivially. Let

τ(Ā) = (a1, . . . , a4, a12, . . . , a34, a123, . . . , a234, a1234),

ver(Ā) =
4∑
q=1

aq −
∑

1≤q<r≤4

aqr +
∑

1≤q<r<s≤4

aqrs − a1234, (6.2)

pair(Ā) =
4∑
q=1

(
aq

2

)
−

∑
1≤q<r≤4

(
aqr

2

)
+

∑
1≤q<r<s≤4

(
aqrs

2

)
−

(
a1234

2

)
, (6.3)

and

g(h; Ā) := [1A1(2h)−1A1(h)][1A2(2h)−1A2(h)][1A3(h)−1A3(0)][1A4(h)−1A4(0)]. (6.4)

Here, τ(Ā) denotes the intersection type of Ā, while ver(Ā) and pair(Ā) denote respectively
the number of vertices and maximum possible edges in A1, . . . , A4 with common vertices and
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edges counted only once. Terms of the form g(h; Ā) appear in the expansion of ξij (h) and,
hence, will be useful later.

For Ā, B̄ ∈ ( [n]
i+1

)2 × ( [n]
j+1

)2
, we write Ā ∼ B̄ if there exists a permutation π of the sets

in B̄ such that τ(Ā) = τ(π(B̄)). A priori, it may appear that the intersection type of all 24
permutations of the sets in B̄ need to be compared with τ(Ā) before concluding Ā ∼ B̄ or not.
But this holds only when i = j . When i �= j , many of the permutations need not be checked.
For example, the permutation that interchanges the first and third set can be ignored. Clearly,

‘∼’ is an equivalence relation. Let �ij := {[Ā]} denote the quotient of
( [n]
i+1

)2 × ( [n]
j+1

)2
under

equivalence, where [Ā] denotes the equivalence class of Ā. Since each aqr , aqrs , and a1234
(11 variables in total) is a number between 0 and max{i+1, j+1} ≤ (i+j+1), the cardinality
of �ij satisfies

|�ij | ≤ (i + j + 1)11. (6.5)

We shall say that Ā ∈ ( [n]
i+1

)2 × ( [n]
j+1

)2
has an independent set if there exists q ∈ {1, 2, 3, 4}

such that aqr ≤ 1 for all r �= q. That is, there exists a special set among A1, . . . , A4 which
shares at most one vertex with the remaining three sets. Clearly, the indicator associated with
this special set is independent of the indicator associated with the other three sets. Based on
this description, let

Sij := {[Ā] ∈ �ij : there exists q ∈ {1, 2, 3, 4} such that for all r �= q, aqr ≤ 1
}
. (6.6)

Lemma 6.4. Fix arbitrary n, k ≥ 1, and let p be as in Lemma 6.3. Also fix i and j such that

0 ≤ i, j ≤ n− 1. Fix Ā ∈ ( [n]
i+1

)2 × ( [n]
j+1

)2
.

(i) If [Ā] ∈ Sij then E[g(h; Ā)] ≡ 0.

(ii) If [Ā] ∈ �ij\Sij then there exists some universal constant γ ≥ 0 (independent of Ā,
i, j, k, and n) such that, for all 0 ≤ h ≤ 1,

|E[g(h; Ā)]| ≤ γ (i + j + 1)4ppair(Ā)h2.

Proof. The first claim is straightforward and follows from the stationarity of the dynamic
Erdős–Rényi graph. So we discuss only the second one.

Fix Ā ∈ ( [n]
i+1

)2 ×( [n]
j+1

)2
with [Ā] ∈ �ij\Sij . It is tedious but not difficult to see that g(h; Ā)

satisfies (B.1); see Appendix B. Hence, using (1.1) and (1.3), we have

E[g(h; Ā)] = ppair(Ā)�(h; Ā), (6.7)

where �(h; Ā) is as in (B.2). Note that �(h; Ā) has the form

�(h; Ā) =
16∑

=1

φ
(h; Ā), (6.8)

where, for each 
,

φ
(h; Ā) = ±((1 − p) e−λh + p)c1(
)((1 − p) e−2λh + p)c2(
) (6.9)

with

0 ≤ c1(
), c2(
) ≤
∑

1≤q<r≤4

(
aqr

2

)
+

(
a1234

2

)
≤ 7(i + j + 1)2. (6.10)

https://doi.org/10.1017/apr.2016.62 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2016.62


1006 G. C. THOPPE ET AL.

By analysing (B.2), it is not difficult to see that

�(h; Ā)|h=0 = 0 and
∂�(h; Ā)

∂h

∣∣∣∣
h=0

= 0.

Because of the above two facts, expanding �(h; Ā) using the Lagrangian form of a Taylor
series shows that, for each 0 ≤ h ≤ 1, there exists c ∈ [0, h] such that

�(h; Ā) = 1

2
h2 ∂

2�(h; Ā)
∂h2

∣∣∣∣
h=c

. (6.11)

Now using (6.8), (6.9), (6.10), and the fact that both ((1 − p)e−h + p) and ((1 − p)e−2h + p)

are bounded from above by 1 for h ≥ 0, it is not difficult to see that there exists some universal
constant γ1 ≥ 0 (independent of Ā, i, j, k, and n) such that

max
1≤
≤16

sup
h≥0

∣∣∣∣∂2φ
(h; Ā)
∂h2

∣∣∣∣ ≤ γ1(i + j + 1)4.

Combining this with (6.8) and (6.11), it follows that |�(h; Ā)| ≤ 8γ1(i + j + 1)4h2. Using
this inequality in (6.7), the result follows. �
Lemma 6.5. Fix arbitrary n, k ≥ 1, and let p be as in Lemma 6.3. Also fix i and j such that

0 ≤ i, j ≤ n− 1. Fix Ā ∈ ( [n]
i+1

)2 × ( [n]
j+1

)2
.

(i) If [Ā] ∈ �ij\Sij then

nver(Ā)ppair(Ā)

n4kp4(k+1
2 )−2

≤ 1.

(ii) If [Ā] ∈ �ij\Sij and (i + j) ≥ 16k + 15, then

nver(Ā)ppair(Ā)

n4kp4(k+1
2 )−2

≤ 1

n2k+2(i+j−16k−15)
.

Proof. From (6.6), as Ā ∈ �ij\Sij , one of the following two cases must hold.

Case A. Either a12, a34 ≥ 2, or a13, a24 ≥ 2, or a14, a23 ≥ 2.

Case B. There exists q ∈ {1, . . . , 4} such that aqr ≥ 2 for all r �= q.

In both cases, using essentially the same arguments as those used to obtain [18, Erratum,
Equation (8)], with the differences noted below, we have

nver(Ā)ppair(Ā) ≤ n4kp4(k+1
2 )−2.

This proves the first claim of the lemma modulo clearing up the two main differences between
the arguments needed here and those used in [18]. The first relates to the fact that [18] dealt
with the intersection of three sets while here we need to deal with four sets. In both cases,
however, independent sets are absent, i.e. each set has at least two vertices in common with
one of the remaining sets.

Secondly, in [18], an upper bound for nver(Ā)ppair(Ā), with ver(Ā) and pair(Ā) appropriately
defined, was obtained by sequentially dealing with the number of vertices in the third set, then
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the second set, and so on. Here, we have to repeat the same idea by first dealing with the number
of vertices in the fourth set, then third, and so on.

Now consider the second claim of the lemma. Again the conditions of case A or case B
defined above must hold. Hence, from (6.2), (6.3), and (6.6), we have ver(Ā) ≤ 2i + 2j and
pair(Ā) ≥ max{(i+1

2

)
,
(
j+1

2

)}.
Using these and fact that α ∈ (−1/k,−1/(k + 1)), we have

ver(Ā)+ α pair(Ā) ≤ 2(i + j)+ αmax

{(
i + 1

2

)
,

(
j + 1

2

)}
.

Since max{(i+1
2

)
,
(
j+1

2

)} ≥ 1
4

(
i+j+1

2

)
, it follows that

ver(Ā)+ α pair(Ā) ≤ 2(i + j)+ α

4

(
i + j + 1

2

)
.

Consequently, in order to prove the desired result, it suffices to show that, for i+ j ≥ 16k+15,

n2(i+j)+α(i+j+1
2 )/4

n4kp4(k+1
2 )−2

≤ 1

n2k+2(i+j−16k−15)
. (6.12)

Now, observe that if i + j = 16k + 15 then

n2(i+j)+α(i+j+1
2 )/4

n4k+α(4(k+1
2 )−2)

≤ 1

n2k .

Suppose that for i′ and j ′ with (i′ + j ′) ≥ 16k + 15, the desired result holds. Now consider i
and j satisfying (i + j) = (i′ + j ′)+ 1. Since (i′ + j ′) ≥ 16k + 15,

2(i + j)− 2(i′ + j ′)+ α

[
1

4

(
i + j + 1

2

)
− 1

4

(
i′ + j ′ + 1

2

)]
= 2 + α

4
(i′ + j ′ + 1) ≤ −2.

By induction, (6.12) follows and so does the claim. �
Lemma 6.6. Fix arbitrary n, k ≥ 1, and let p be as in Lemma 6.3. Also fix i and j such that
0 ≤ i, j ≤ n− 1. Let ξij (h) be as in (6.1) and γ as in Lemma 6.4.

(i) If (i + j) < 16k + 15 then

ξij (h)

n4kp4(k+1
2 )−2

≤ γ (i + j + 1)15h2.

(ii) If (i + j) ≥ 16k + 15 then

ξij (h)

n4kp4(k+1
2 )−2

≤ γ
(i + j + 1)15

n2k+2(i+j−16k−15)
h2.

Proof. From (6.1) and (6.4), it is easy to see that

ξij (h) =
∑

Ā∈( [n]
i+1)

2×( [n]
j+1)

2

E[g(h; Ā)].
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Collecting terms based on their equivalence classes under ‘∼’, it follows that

ξij (h) =
∑

[B̄]∈�ij

∑
{
Ā∈( [n]

i+1)
2×( [n]

j+1)
2 : Ā∼B̄

} E[g(h; Ā)].

Applying Lemma 6.4, we obtain

ξij (h) ≤ γ (i + j + 1)4h2
∑

[B̄]∈�ij \Sij

∑
{
Ā∈( [n]

i+1)
2×( [n]

j+1)
2 : Ā∼B̄

}ppair(Ā).

Now, note that, from (6.2) and (6.3), if Ā ∼ B̄ then ver(Ā) = ver(B̄) and pair(Ā) = pair(B̄).

Further, the cardinality of the set {Ā ∈ ( [n]
i+1

)2 × ( [n]
j+1

)2 : Ā ∼ B̄} is bounded above by nver(B̄).
From these observations, it follows that

ξij (h) ≤ γ (i + j + 1)4h2
∑

[B̄]∈�ij \Sij

nver(B̄)ppair(B̄).

Using (6.5) and Lemma 6.5, both the desired statements are now easy to see. �
Proof of Lemma 6.3. Since {G(n, p, t) : t ≥ 0} and, hence, {χ̄n(t) : t ≥ 0} are stationary,

to prove the desired result, it suffices to show that there exists Kχ > 0 such that

E[χ̄n(2h)− χ̄n(h)]2[χ̄n(h)− χ̄n(0)]2 ≤ Kχh
2 for 0 ≤ h ≤ 1, n ≥ 1. (6.13)

From Lemmas 3.2 and 3.4, var[χn(t)] = 
(n2kp2(k+1
2 )−1). Hence, to prove (6.13), it suffices

to show that there exists Kχ > 0 such that

�n,k(h) := E[χn(2h)− χn(h)]2[χn(h)− χn(0)]2

n4kp4(k+1
2 )−2

≤ Kχh
2.

Using (1.4) and the triangle inequality, we have

√
�n,k(h) ≤

∑
0≤i,j≤n−1

√
ξij (h)

n4kp4(k+1
2 )−2

,

where ξij (h) is as in (6.1). Collecting terms based on the sum (i + j), we have

√
�n,k(h) ≤

∑
0≤
≤2(n−1)

∑
(i+j)=


√
ξij (h)

n4kp4(k+1
2 )−2

.

This implies that √
�n,k(h) ≤

∑
0≤
<∞

∑
(i+j)=


√
ξij (h)

n4kp4(k+1
2 )−2

.

From this, it follows that
√
�n,k(h) ≤ term1 + term2, where

term1 :=
∑

0≤
<16k+15

∑
(i+j)=


√
ξij (h)

n4kp4(k+1
2 )−2
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and

term2 :=
∑

16k+15≤
<∞

∑
(i+j)=


√
ξij (h)

n4kp4(k+1
2 )−2

.

As {(i, j) : i, j ≥ 0, i + j = 
} has 
 + 1 elements, using Lemma 6.6(i), we have term1 ≤√
γ h2K1, whereK1 := ∑

0≤
<16k+15(l + 1)15/2+1. Note thatK1 is a constant independent of
n and 0 ≤ h ≤ 1. Similarly, using Lemma 6.6(ii), we obtain term2 ≤ √

γ h2K2(n), where

K2(n) :=
∑

16k+15≤
<∞

(
+ 1)9

nk+(
−16k−15)
.

Clearly, K2(n) is finite for each n ≥ 2 and is monotonically decreasing. Consequently, if we
let Kχ := γ (K1 +K2(2))2 then the desired result follows. �
Theorem 6.1. Fix k ≥ 1. Let p = nα , α ∈ (−1/k,−1/(k + 1)). Then, for the sequence
{β̄n,k : n ≥ 1}, condition (C2) holds with ϒ1 = ϒ2 = 2, i.e. for any T > 0, there exists
Kβ > 0 such that, for all n ≥ 1, 0 ≤ t ≤ T + 1, and 0 ≤ h ≤ t ,

E[β̄n,k(t + h)− β̄n,k(t)]2[β̄n,k(t)− β̄n,k(t − h)]2 ≤ Kβh
2.

Proof. From Lemmas 3.2, 3.4, and 3.6, we have var[βn,k(t)] = 
(n2kp2(k+1
2 )−1). Hence, as

discussed in Lemma 6.3, to prove the desired result it suffices to show that there existsKβ > 0
such that

�n,k(h) := E[βn,k(2h)− βn,k(h)]2[βn,k(h)− βn,k(0)]2

n4kp4(k+1
2 )−2

≤ Kβh
2 for all n ≥ 1, 0 ≤ h ≤ 1.

Now fix an arbitrary h ∈ [0, 1] and consider the event

E = {(−1)kχn(0) = βn,k(0)} ∩ {(−1)kχn(h) = βn,k(h)} ∩ {(−1)kχn(2h) = βn,k(2h)}.
(6.14)

Then, observe that

E[βn,k(2h)− βn,k(h)]2[βn,k(h)− βn,k(0)]2 = term1 + term2, (6.15)

where
term1 = E[βn,k(2h)− βn,k(h)]2[βn,k(h)− βn,k(0)]2 1E

and
term2 = E[βn,k(2h)− βn,k(h)]2[βn,k(h)− βn,k(0)]2 1Ec . (6.16)

Clearly,
term1 = E[χn(2h)− χn(h)]2[χn(h)− χn(0)]2 1E

and, hence, using Lemma 6.3, it follows that

term1

n4kp4(k+1
2 )−2

≤ Kχh
2. (6.17)

To obtain a bound on term2, we consider an alternate but equivalent description of the
dynamic Erdős–Rényi graph. Specifically, to each edge e, independently associate two in-
dependent sequences T e := {T ei }i≥1 and I e := {I ei }i≥0, where the T e are arrival times of
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a Poisson process with parameter λ and the I e are independent and identically distributed
Bernoulli random variables which take the ‘on’ state with probability p and ‘off’ state with
probability 1 − p. Let T e0 = 0. If we define the state of the edge e at time t as

e(t) :=
∑
i≥0

1{T ei ≤t<T ei+1} I
e
i ,

then it follows that the behaviour of edge e is that of an edge in the dynamic Erdős–Rényi
graph. Firstly, the initial configuration e(0) = I e0 almost surely and so P{e(0) = on} = p,
as required. Fix t1 < t2. Let #T be the cardinality of {i : T ei ∈ (t1, t2]} and, if #T > 0, let
ilast := arg max{i : T ei ∈ (t1, t2]}. Then

P{e(t2) = on | e(t1) = on} = P{#T = 0} +
∑

>0

P{#T = 
, T eilast
= on}

= e−λ(t2−t1) +
∑

>0

e−λ(t2−t1) [λ(t2 − t1)]


! p,

where the last equality follows due to independence of T e and I e. From this, it is easy to see
that (1.1) holds. Similarly, one can check that (1.2) also holds. This verifies the equivalence of
the two descriptions of the dynamic Erdős–Rényi graph.

Let S0,h := ∑
e

∑
i≥1 1{T ei ≤h} denote the sum of arrivals that occurred across each edge in

time (0, h]. Let τ1, τ2, . . . , with τi ≤ τi+1, denote the sequence of arrival times in (0, h] at
which these S0,h arrivals occurred. Note that τi and τi+1 could correspond to arrivals along
different edges. Separately, let τ0 = 0. Let P0 denote the event that no arrival occurs at time 0,
i.e. for all i ≥ 1, τi > 0. Then,

|βn,k(h)− βn,k(0)| 1P0 ≤
S0,h∑
i=1

|βn,k(τi)− βn,k(τi−1)| 1P0 .

Using [23, Lemma 2.2], it then follows that

|βn,k(h)− βn,k(0)| 1P0

≤
S0,h∑
i=1

|fn,k(τi)− fn,k(τi−1)| 1P0 +
S0,h∑
i=1

|fn,k+1(τi)− fn,k+1(τi−1)| 1P0 .

However, |fn,k(τi)− fn,k(τi−1)| ≤ (
n
k+1

)
and |fn,k+1(τi)− fn,k+1(τi−1)| ≤ (

n
k+2

)
. Hence,

|βn,k(h)− βn,k(0)| 1P0 ≤
[(

n

k + 1

)
+

(
n

k + 2

)]
S0,h 1P0 ≤ 2nk+2S0,h.

Similarly, if we let Sh,2h denote the total number of arrivals across edges in (h, 2h], then

|βn,k(2h)− βn,k(h)| 1Ph ≤ 2nk+2Sh,2h,

where Ph denotes the event that no arrivals happened at time h. Since 1P0 and 1Ph are almost
sure events, the above inequalities, combined with (6.16), show that

term2 ≤ 16n4k+8E[S2
0,hS

2
h,2h 1Ec ].
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Now, using (6.14), note that

1Ec ≤ 1{(−1)kχn(0)�=βn,k(0)} + 1{(−1)kχn(h)�=βn,k(h)} + 1{(−1)kχn(2h)�=βn,k(2h)}.

Consequently, we have

term2 ≤ 16n4k+8{E[S2
0,hS

2
h,2h 1{(−1)kχn(0)�=βn,k(0)}] + E[S2

0,hS
2
h,2h 1{(−1)kχn(h)�=βn,k(h)}]

+ E[S2
0,hS

2
h,2h 1{(−1)kχn(2h)�=βn,k(2h)}]}.

However, for any t ≥ 0, note that 1{(−1)kχn(t)�=βn,k(t)} is a function of onlyG(n, p, t) which,
in turn, is a function of only {I eie(t)}, where

ie(t) := min{i : T ei ≤ t < T ei+1}.
Since for each e, the independent and identically distributed sequence {I ei } and the sequence
{T ei } are independent, it is not difficult to see that

⋃
e{I eie(t)} is independent of

⋃
e{T ei }. So,

S0,h, Sh,2h (both of which depend only upon ∪e{T ei }) and 1{(−1)kχn(t)�=βn,k(t)} (which depends
only upon

⋃
e{I eie(t)}) are mutually independent for any t ≥ 0. Since S2

0,h and S2
h,2h are Poisson

with parameter
(
n
2

)
λh, we have

E[S2
0,h] = E[S2

h,2h] =
(
n

2

)
λh+

(
n

2

)2

λ2h2 ≤ 2n4λ2h,

where the last inequality follows since 0 ≤ h ≤ 1. Consequently, we have

term2 ≤ 64n4k+16λ2h2{P{(−1)kχn(0) �= βn,k(0)}
+ P{(−1)kχn(h) �= βn,k(h)} + P{(−1)kχn(2h) �= βn,k(2h)}}.

However, from Theorem 1.1,

P{(−1)kχn(t) �= βn(t)} = o(n−M) for any M > 0.

Using this, it is not difficult to see that there exists K ′
β > 0 such that

term2

n4kp4(k+1
2 )−1

≤ K ′
βh

2. (6.18)

Combining (6.15), (6.17), and (6.18), the desired result follows. �
Combining Lemma 6.1 and Theorem 6.1 shows that the sequence of processes {β̄n,k : n ≥ 1}

is tight. Combining this with Theorem 5.1 completes the proof for Theorem 1.3, as desired.
Note that along the way we have also proved that if p = nα with α ∈ (−1/k,−1/(k + 1)),
then the sequences of processes {f̄n,k : n ≥ 1} and {χ̄n : n ≥ 1} converge in distribution to the
stationary Ornstein–Uhlenbeck process.

Appendix A. The processes β̄n,k are not Markovian

Although the dynamic Erdős–Rényi graph {G(n, p, t) : t ≥ 0} is a continuous-time Markov
chain, and the processes {βn,k(t) : t ≥ 0} are pointwise functions of them, they themselves are
not Markovian. To prove this, we need the following result from [5, Theorem 4].
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Theorem A.1. Let {X(t) : t ≥ 0} be a Markov chain on the state space M = {1, . . . , m}, with
arbitrary initial distribution, and stationary transition probability function P(t) = (pij (t)),
continuous in t . Assume that limt→0 P(t) = I. Letψ be a functionM onY (t) = ψ(X(t)). If the
states if Y are y1, . . . , yr , r ≤ m, define r disjoint subsets of M by Sj = {i ∈ M : ψ(i) = yj }.
Then Y is Markovian if, and only if, for each j = 1, . . . , r , either one of the following conditions
holds.

(i) pi,Sj (t) ≡ 0 for all i /∈ Sj .

(ii) pi,Sj (t) = CSj ′ , Sj (t) for every i ∈ Sj ′ for j ′ = 1, . . . , r , where CSj ′ ,Sj (t) is a constant
that depends only on Sj ′ , Sj , and t .

(Note that (ii) implies (i), and so (i) is irrelevant for the ‘only if’ part of the theorem.)

An example which shows that the process {βn,k(t) : t ≥ 0} is not Markov for finite n is the
following. Consider the dynamic Erdős–Rényi graph with n = 4, arbitrary p ∈ (0, 1), and
arbitrary λ > 0. At any given time t , each of its six edges, say e1, . . . , e6, can be either in
‘on’ or ‘off’ state. Thus, G(4, p, t) has m = 64 possible configurations. However, the process
{β4,1(t) : t ≥ 0} can only take r = 2 values, i.e. 0 or 1. This can be inferred from Figure 1, in
which we show the different edge configurations when β4,1(t) = 1, and the fact that if more
than one of these configurations occur simultaneously then the resulting complex will have
β4,1(t) = 0. Hence, using (1.1) and (1.2), we have

P{β4,1(t + s) = 1 | e1(s) = · · · = e6(s) = off} = 3p4(1 − e−λt )4((1 − p)+ pe−λt )2,

while

P{β4,1(t + s) = 1 | e1(s) = · · · = e6(s) = on} = 3(p + (1 − p)e−λt )4(1 − p)2(1 − e−λt )2.

Clearly, for a generic p and t , the above two equations are not equal. On the other hand,
β4,1(s) = 0 when either e1(s) = · · · = e6(s) = off, or e1(s) = · · · = e6(s) = on. These facts
along with Theorem A.1 show that the process {β4,1(t) : t ≥ 0} is not Markovian.

Appendix B. Exact expression for E[g(h; Ā)]
Consider the notations defined below Lemma 6.3. Clearly,

g(h; Ā) = 1A1(2h) 1A2(2h) 1A3(h) 1A4(h)+ 1A1(h) 1A2(h) 1A3(0) 1A4(0)

+ 1A1(2h) 1A2(2h) 1A3(0) 1A4(0)+ 1A1(h) 1A2(h) 1A3(h) 1A4(h)

+ 1A1(2h) 1A2(h) 1A3(h) 1A4(0)+ 1A1(h) 1A2(2h) 1A3(h) 1A4(0)

+ 1A1(2h) 1A2(h) 1A3(0) 1A4(h)+ 1A1(h) 1A2(2h) 1A3(0) 1A4(h)

− 1A1(2h) 1A2(2h) 1A3(h) 1A4(0)− 1A1(2h) 1A2(2h) 1A3(0) 1A4(h)

− 1A1(h) 1A2(h) 1A3(0) 1A4(h)− 1A1(h) 1A2(h) 1A3(h) 1A4(0)

− 1A1(2h) 1A2(h) 1A3(h) 1A4(h)− 1A1(h) 1A2(2h) 1A3(h) 1A4(h)

− 1A1(2h) 1A2(h) 1A3(0) 1A4(0)− 1A1(h) 1A2(2h) 1A3(0) 1A4(0). (B.1)
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Figure 1: Configurations of G(4, p, t) with β4,1(t) = 1 (no vertices at intersections).

Using (1.1) and (1.3), it is not difficult to see that if τ(h) := p+(1−p)e−λh then E[g(h; Ā)] =
ppair(Ā)�(h; Ā), where

�(h; Ā) = [τ(h)](a13
2 )+(a14

2 )+(a23
2 )+(a24

2 )−(a123
2 )−(a124

2 )−(a134
2 )−(a234

2 )+(a1234
2 )

+ [τ(h)](a13
2 )+(a14

2 )+(a23
2 )+(a24

2 )−(a123
2 )−(a124

2 )−(a134
2 )−(a234

2 )+(a1234
2 )

+ [τ(2h)](a13
2 )+(a14

2 )+(a23
2 )+(a24

2 )−(a123
2 )−(a124

2 )−(a134
2 )−(a234

2 )+(a1234
2 ) + 1

+ [τ(h)](a12
2 )+(a13

2 )+(a24
2 )+(a34

2 )−(a234
2 )−(a123

2 )[τ(2h)](a14
2 )−(a124

2 )−(a134
2 )+(a1234

2 )

+ [τ(h)](a12
2 )+(a23

2 )+(a14
2 )+(a34

2 )−(a134
2 )−(a123

2 )[τ(2h)](a24
2 )−(a124

2 )−(a234
2 )+(a1234

2 )

+ [τ(h)](a12
2 )+(a14

2 )+(a23
2 )+(a34

2 )−(a234
2 )−(a124

2 )[τ(2h)](a13
2 )−(a123

2 )−(a134
2 )+(a1234

2 )

+ [τ(h)](a12
2 )+(a24

2 )+(a13
2 )+(a34

2 )−(a134
2 )−(a124

2 )[τ(2h)](a23
2 )−(a123

2 )−(a234
2 )+(a1234

2 )

− [τ(h)](a13
2 )+(a23

2 )+(a34
2 )−(a123

2 )[τ(2h)](a14
2 )+(a24

2 )−(a124
2 )−(a134

2 )−(a234
2 )+(a1234

2 )

− [τ(h)](a14
2 )+(a24

2 )+(a34
2 )−(a124

2 )[τ(2h)](a13
2 )+(a23

2 )−(a123
2 )−(a134

2 )−(a234
2 )+(a1234

2 )

− [τ(h)](a14
2 )+(a24

2 )+(a34
2 )−(a124

2 )−(a134
2 )−(a234

2 )+(a1234
2 )

− [τ(h)](a13
2 )+(a23

2 )+(a34
2 )−(a123

2 )−(a134
2 )−(a234

2 )+(a1234
2 )

− [τ(h)](a12
2 )+(a13

2 )+(a14
2 )−(a123

2 )−(a124
2 )−(a134

2 )+(a1234
2 )

− [τ(h)](a12
2 )+(a23

2 )+(a24
2 )−(a123

2 )−(a124
2 )−(a234

2 )+(a1234
2 )

− [τ(h)](a12
2 )+(a23

2 )+(a24
2 )−(a234

2 )[τ(2h)](a13
2 )+(a14

2 )−(a123
2 )−(a124

2 )−(a134
2 )+(a1234

2 )

− [τ(h)](a12
2 )+(a13

2 )+(a14
2 )−(a134

2 )[τ(2h)](a23
2 )+(a24

2 )−(a123
2 )−(a124

2 )−(a234
2 )+(a1234

2 ).

(B.2)
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