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Stewardship—Observational Studies
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Observational studies compare outcomes among subjects with and without an exposure of interest, without intervention from study investi-
gators. Observational studies can be designed as a prospective or retrospective cohort study or as a case-control study. In healthcare epide-
miology, these observational studies often take advantage of existing healthcare databases, making them more cost-effective than clinical trials
and allowing analyses of rare outcomes. This paper addresses the importance of selecting a well-defined study population, highlights key
considerations for study design, and offers potential solutions including biostatistical tools that are applicable to observational study designs.
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background

Observational studies are a common study design in healthcare
epidemiology, in large part due to the increasing accessibility of
electronic data to clinicians, infection preventionists, and
administrators. In contrast to randomized controlled trials, the
investigator does not intervene with the exposure, and generally,
the resources required for the study are far less intensive.
Observational studies provide an opportunity to define and
elucidate potential cause-and-effect relationships when it is not
feasible to perform a randomized controlled trial. In this review,
we discuss strategies for designing and conducting observational
studies to maximize reliability and validity. We encourage read-
ers to review the Strengthening the Reporting of Observational
Studies in Epidemiology (STROBE) Statement, or any of several
other helpful tools, when planning an observational study.1,2

Best practices in reporting your study begin with careful atten-
tion to the design of the study.

designing an observational study

Like any investigation attempting to explore the relationship
between an exposure and potential outcome, the objective of
most observational studies is to test the counterfactual, ie, what
the outcome would have been if the subject had not received
the exposure of interest.3 To do this, all observational studies
start with a cohort (ie, the population, or a specified subset of
the population) at risk for the outcome of interest and then

compare the likelihood of the outcome among subjects with
and without the exposure of interest.
To this end, observational studies may have a wide range of

designs, including retrospective cohort, prospective cohort,
and case-control studies. In cohort studies, all individuals in
the defined population at risk for the outcome are followed for
a specified period of time to ascertain these events. Subjects in
the cohort may be defined by a shared characteristic, location,
and/or time period (eg, all residents of a skilled nursing facility
during the 2010–2011 influenza season). All individuals at risk
for the outcome are included in the analysis. Retrospective
cohorts include a study population for whom the outcome of
interest has occurred at the time of study design and enroll-
ment; in contrast, subjects in a prospective cohort are enrolled
before the occurrence of outcomes. The choice of retrospective
versus prospective design is often dictated by the circum-
stances under which the study is performed. Prospective
cohort studies may afford the investigator an opportunity to
improve the completeness and reliability of the data collected,
though the time to complete the study may be longer.
Although some studies may involve both retrospective and
prospective data collection,4 within the realm of healthcare
epidemiology, a completely retrospective design for cohort
studies is often most convenient to conduct. Debate some-
times ensues regarding the definitions of “retrospective” and
“prospective” observational studies. A distinction between
timing and directionality may be made: the timing of a study is
the relationship between the occurrence of outcomes and data
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collection (retrospective vs prospective), whereas the
directionality of the study refers to the order in which the
exposure and outcome are identified in the study cohort
(forward vs backward). In a case-control study, individuals
who developed the outcome (cases) and did not develop the
outcome (controls) are first identified from the same base
population as an investigator would define the source
population for a cohort study. There are various ways to select
controls, but regardless of the selection method, it is critical to
ensure that controls are drawn from the same source
population as the cases to help mitigate biases.5–7 After
appropriately defining the cohort and selecting cases and
controls, the association between the exposure of interest and
the outcome may be analyzed.

advantages and disadvantages

Observational studies in healthcare epidemiology benefit from
the widespread use of electronic data collection (Table 1). Data
collected for clinical or administrative purposes may come
with potential limitations.8,12 However, the availability of these
data, the relatively low cost of conducting an observational
study, and the ability to evaluate infrequent outcomes make
cohort and case-control studies the most commonly
implemented study designs in the field.

Observational studies are highly susceptible to commonly
encountered biases such as selection, assessment, time-
dependent, loss to follow-up, and recall biases. These biases
may be introduced by a mis-specified or poorly defined source
population, use of a non-standard or subjective definition of
the outcome, difficulty in ascertaining covariates that impact
the outcome of interest, incomplete accounting of time at risk,
and confounding from both measured and unmeasured
confounders.9,12

pitfalls and tips

A “perfect” observational study is difficult, if not impossible, to
achieve due to the intrinsic nature of observational study
designs. For this reason, investigators should aim to design and
conduct a study with the fewest limitations feasible, and readers
should carefully consider the impact of study limitations while
evaluating the conclusions of the study. Table 1 enumerates
potential pitfalls to avoid and tips to resolve these limitations.

It is important to start with a clearly defined study premise:
does the study define a discrete hypothesis that is testable with the
data available (or to be collected), and does the study address a
meaningful question not sufficiently answered in the existing
peer-reviewed published literature?While a cohort or case-control
study may be chosen for cost and convenience and is often the
appropriate design for healthcare epidemiology research, alter-
native designs such as time-series analysis or controlled trial may
be more appropriate for some hypotheses and conditions.

As discussed in the introduction, selection of cases and
controls is an important and underappreciated consideration.

Defining the outcome and consideration of covariates (mea-
surable and unmeasurable) are important to ensure validity
and avoid potential biases, including confounding. Outcomes
in healthcare epidemiology may be a measure of incidence or
prevalence, with or without consideration of recurrence. As
prevalence is influenced not only by incidence but also by
duration of disease, it is preferable to use incidence as an
outcome in most circumstances, though the data collection
and analysis may be more complex.13

The precise and accurate collection of data is an essential
aspect of internal validity (how well the study was designed and
performed). If multiple reviewers collect data, a calculation of
the inter-rater reliability may be used to assess the precision
and internal validity of the study.14,15 External validity (the
generalizability of the study findings to other populations) can
be limited if variables or the cohort are poorly defined. Stan-
dard objective definitions of exposures and other variables, but
particularly the outcome, allow for optimal interpretation of
the study findings. In hospital epidemiology, a number of
resources for standard surveillance definitions are available,
such as National Healthcare Safety Network guidance and
criteria for identifying and defining healthcare-associated
infections.16 Table 2 provides a condensed checklist of key
considerations that may help identify and address potential
pitfalls in the design phase of a study.

statistical considerations

Because the “assignment” of exposures and potential con-
founders to patients in the study population is beyond the
control of the investigator conducting an observational study,
statistical tools are often employed to account for associations
that may affect the measured relationship between the
exposure and the outcome. These analyses may be complex and
require the assistance of a biostatistician, including both before
initiating a study and during the analysis phase. A biostatistician
and/or an epidemiologist trained in study design may advise on
complex situations: recurrent outcomes per unique subject (eg,
recurrent Clostridium difficile colitis); nonbinary risk categories
(eg, the risk of healthcare associated infection due to Staphylo-
coccus aureus among patients with a baseline history of infec-
tion, a positive colonization screen, a negative screen, and/or
unknown colonization status); or exposure variables that are
time dependent (eg, determining association between the
duration of antimicrobial exposure and risk of infection due to
carbapenem-resistant Enterobacteriaceae). In Table 3, we have
outlined examples some of the fundamental tools used in the
analysis of observational studies.

observational studies in healthcare
epidemiology and antimicrobial
stewardship

While there are no limitation-free observational studies, sev-
eral examples will help illustrate key principles of this review.
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table 1. Advantages, Disadvantages, and Potential Pitfalls of Using Observational Studies in Healthcare Epidemiology and Antimicrobial Stewardship Research

Advantages Notes

“Natural” experiments may allow studies not feasible through clinical
trials.

“Natural” experiments ideally include assignment to an exposure group for reasons unrelated to potential
confounders.21

Data are often readily available in existing sources. The expansion of electronic medical records has improved data accessibility and ease of use.
Lower costs compared with a randomized controlled trial with
similar exposure and outcome of interest

Costs of data acquisition and review may still be substantial.

Allows for evaluation of low-frequency outcomes Case-control study may improve efficiency without significant loss in power.
Allows for flexibility based upon practical variables Retrospective or prospective designs may be chosen based upon available resources.
Cohort design allows for calculation of risk ratio Risk ratio is more intuitive than odds ratio or hazard ratio (generally required for case-control studies).22

Disadvantages Notes

Data collection may be time-consuming if manual review is required. Measurement of variables including exposure and outcome may be beyond the control of investigators.
Existing datasets may include substantial missing or erroneous data. Various methods are available to partially accommodate missing data.23

Unmeasured variables may confound the relationship between
exposure and outcome.

Not all potential confounders may be measurable; some advanced statistical methods may attempt to quantify
unmeasured confounding, or the study may be conducted through a randomized design.

A significant relationship may only support a statistical association
rather than demonstrating causality.

Support for causality requires biological plausibility, consistency, previous evaluations of alternative
explanations and potentially other supporting evidence.

Prone to type I errors (detecting an association between exposure
and outcome that does not exist)

These errors may include chance associations (particularly when there are a large number of associations
tested) or reflect 1 or more biases.

Potential pitfalls Tips and solutions

Lack of a discrete aim and hypothesis, including defined exposure
and outcomes

“Exploratory” studies may be appropriate if judiciously planned prior to conducting the study.

Aim does not address a problem of interest to the community. Ensures that the research question has not already been sufficiently reported in the literature, or addressed by a
substantially more rigorous study (eg, a randomized controlled trial)

Multiple concomitant interventions or a composite outcome may
limit interpretability.

Multiple interventions may be appropriate to undertake (eg, response to an outbreak); if sequential, analytic
methods such as time-series analysis may be useful.

Cases and controls are not drawn from the same source population. Clearly define a population for which cases and controls may be present and at risk of the outcome
Cases and controls are not at risk for the outcome for the follow-up
duration, or for the same amount of time.

Ensure that for the period of time that both cases and controls are considered for the outcome, they are truly at
risk for the outcome.

Choose a time period from exposure to outcome that is biologically plausible.
Consider carefully defining the outcome as a prevalent, incident, or recurrent event.

Use of nonstandard outcome definitions, or inadequate outcome
ascertainment

Must be reliable (eg, assessed through inter-rater reliability) and valid (outcome measures what is intended)
Consider pros/cons of clinically defined versus surveillance definitions

Use of surrogate (or proxy) measures rather than the event of interest The defined outcome should be a meaningful end point, or use a surrogate outcome that is proven to predict
the end point of interest (e.g., defining nosocomial acquisition as colonization versus infection).

Bias due to unmeasured confounding variables Consider and quantify to the extent feasible all variables that may be confounders, based on proven or
theoretical relationship.

Consider possible unmeasured confounders and their potential impact.
Insufficient power, or type 2 error (failing to detect a difference
when one exists)

Perform a power or sample size calculation based on published data to plan a study size adequate for the
frequency of the outcome

Potential statistical complexity Consider employing the assistance of a biostatistician, during the planning stages of the study
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For case-control studies, appropriately identifying cases and
controls is essential to testing the counterfactual: did every
subject have the same opportunity to be exposed to risk factors
of interest and to develop the outcome? In a study that aimed
to investigate risk factors for the acquisition of extended-
spectrum β-lactamase–producing Klebsiella pneumoniae in an
intensive care unit (ICU), cases were defined as patients for
whom the organism was isolated during the ICU admission,
and controls were selected from the same ICU population with
a similar length of exposure in the ICU (and who were not
defined as a case), and were matched on age, gender, severity of
illness score, and underlying disease.17 Having defined cases
and controls in this fashion—including consideration of con-
trol group selection and adjustment for time at risk— allowed
the investigators to be more confident that subjects who did
not develop the outcome had the potential to become a case
had their exposures been different.18

In prospective cohort studies, by controlling which data
elements or specimens to collect, investigators may have the
opportunity to improve the internal validity and overall quality
of the study. In a 2011 study, Dutch investigators included in
their prospective cohort consecutive patients admitted to 1 of 4
ICUs for at least 48 hours during the study period. Investiga-
tors collected surveillance cultures from the respiratory tract
(on admission, twice weekly, and on discharge) to identify
patients (cases) who acquired a multidrug-resistant Pseudo-
monas aeruginosa or Enterobacter sp. With this design, the
investigators were able to confidently identify subjects in the
cohort at risk for colonization with a resistant strain, and they
had full case ascertainment in investigating variables associated
with the development of resistance.19

Using a large, validated, multicenter, quality improvement
database, investigators in California studied a cohort of 20,934

very-low-birth-weight infants born between 2002 and 2006 in
a study hospital.4 The exposure of interest was birth in a hos-
pital participating in a quality improvement project (vs not
participating in the project), and the outcome was nosocomial
infection events. The outcome was carefully defined using a
standardized definition and a defined at-risk period (because
nosocomial infection could not occur within 4 days of birth by
definition, those with length of stay <4 days were excluded).
Authors accounted for the potential impact of mis-specified
outcomes by excluding infants with abdominal surgery or
necrotizing enterocolitis (because nosocomial bloodstream
infection may be confounded by these events). The investiga-
tors acknowledged the challenges of handling missing data and
determining exposure when patients were transferred between
hospitals.20

While there exists no “perfect” study, in every study it is
important to design the study to minimize factors that impact
the quality of the study and to acknowledge not only the lim-
itations present but also the significance of the impact these
limitations may have on the validity and the interpretation of
the results.

major take-home points

Observational studies are frequently employed in healthcare
epidemiology research due to the increasing availability of
electronic databases, which may be more accessible to the field
due to feasibility limitations of randomized controlled trials.
An observational study may be designed as a prospective or
retrospective cohort study, or as a case-control study, but a
unifying characteristic of these designs is the comparison of an
outcome among subjects exposed and unexposed to a variable
of interest without intervention from study investigators.

table 2. Checklist of Key Considerations When Developing an Observational Study in Healthcare Epidemiology

1. What is the research question you hope to answer?
(Establish the study hypothesis prior to initiation of the study.)

2. Which type of observational study best addresses the research question and accommodates the data available or to be collected?
3. What type of participants or groups will be studied?

(Clearly define and identify the type of individual subjects or groups that will be included. Specify inclusion and exclusion criteria.)
4. How many subjects will be required?

(Power or sample-size calculations based on existing data will help avoid a type 2 error.)
5. What outcomes will be evaluated? Is the outcome meaningful, generalizable, and does it reflect a measure that will improve patient care?
6. How will an association between the exposure and outcome be analyzed?
7. What potential confounding variables should be addressed?

(Develop a statistical analysis plan prior to collection of outcome data. The study plan should include consideration of the time at risk for the
outcome and potential confounders, including those that are measurable and unmeasurable.)

8. What important biases is the study design susceptible to?
(Consider the important biases and ensure that the biases are not large enough to negate the value of performing the study.)

9. For case-control studies, have the controls been selected from the base population of interest?
(Controls should be subjects who could be considered among the same group of individuals as the cases, and at similar risk of the outcome.)

10. For cohort studies, is the study design able to identify subjects lost to follow-up?
(Ensure that loss to follow up does not negate the value of performing the study and try to minimize loss to follow-up.)

11. Will you be able to report your study design and findings completely?
(Consider using a systematic checklist.1)
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Researchers contemplating an observational trial in hospital
epidemiology should carefully consider the design of the study
before collecting and analyzing data, and researchers should be
particularly vigilant when defining the study cohort at risk of
the outcome. Sources of bias should be considered first in the
design stage, and various statistical tools are available to aid in
the analysis to accommodate bias resulting from a lack of
randomized comparison groups.

conclusions

Cohort and case-control studies represent the observational
designs most frequently employed in healthcare epidemiological
research. Although data might be readily available and the

analysis of exposures and outcomes might seem straightforward,
these studies are subject to many sources of bias. Limitations of
these observational studies can be addressed by careful planning,
definition of subjects at risk for the outcome, and inclusion of
patients with and without the exposure of interest.
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table 3. Statistical Tools Useful for the Analysis of Observational Studies

Statistical Tool Key Points

χ2 or Fisher’s exact test Allows comparison of proportions.
Useful in case-control studies and to determine baseline differences in cohorts.
Example: Establishing the difference in proportions ofClostridium difficile colitis among surgical andmedical patients.

T-test
Mann-Whitney U test
(Wilcoxon rank-sum test)

Allows comparison of the distribution of a continuous variable among 2 different groups (referenced to the
mean for T-test, median for Wilcoxon rank-sum test).

Useful in case-control studies and to determine baseline differences in cohorts.
Example: Determining the difference in ages (means) between intensive care unit (ICU) A patients and ICU B
patients.

Linear regression Estimates the association between one or more exposure and a continuous outcome.
May also be used to estimate and account for the effects of multiple variables concomitantly.
Infrequently used in hospital epidemiology.
Example: Evaluating the association between the number of patients in unit A and the bacterial growth
(in colony-forming units) on the unit’s nursing station.

Logistic regression Estimates the association between 1 or more exposure and binary (yes or no) outcome.
Allows for considering the concomitant effects of multiple variables at the same time.
Widely used in hospital epidemiology given that the outcomes observed tend to be binary.
Example: Estimate the association between age, gender, and/or smoking status with the development of
surgical-site infections.

Survival analysis/Cox
proportional hazards

Estimates the association between 1 or more variables and the occurrence of an outcome while accounting for
the amount of time to the outcome or end of follow-up.24

Allows the incorporation of the amount of time a subject is at risk, and accounts for censoring (patients lost to
follow-up).

Allows for the consideration of concomitant effects of multiple variables at the same time.
Example: Determine the association between time to development of ventilator-associated pneumonia and
proton pump inhibitors during ICU stay.

Time dependent variables
(Time-varying covariate)

Accounts for timing of the exposure and change in a subject’s assignment to an exposure during follow-up,
within a survival analysis framework.

Example: Including renal replacement therapy (which may start or stop during follow-up) among factors that
may be associated with nosocomial infections during ICU stay.

Multistate models A model that moves subjects from one state to another, including in a bidirectional fashion.25

Contrasts the hazards of competing risks.
Example: Outcome states for a multistate model may include discharged without an infection, discharged
with an unresolved infection, and death.

Propensity score A specific logistic regression model that may be used in several ways to take into account multiple variables.26

Two common methods of using propensity scores:
∙ Develop a model that predicts the exposure, matches exposed and unexposed subjects on similar scores,

and determines the relationship between exposure and outcome after matching.
∙ Develop a model that predicts the exposure and stratifies and analyzes exposed and unexposed subjects

in groups (eg, deciles) of propensity scores.
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