Probability in the Engineering and Informational Sciencg&g 2003 137-142 Printed in the USA.

ON STOCHASTIC ORDERS
FOR THE LIFETIME OF A
k-OUT-OF-n SYSTEM

RAMESH KORWAR

University of Massachusetts
Amherst, MA 01003
E-mail: korwar@math.umass.edu

Let 7 » denote the lifetime of &-out-of-n system where then components have
independent lifetime¥; with completely arbitrary distributiof;,i =1,...,n. Itis
shown that7k+l\n =hr Tk|n> Tkin =hr Tk—1|n—1, and Tkin—1 =hr Tk|n it Ti =p Tn,
i=1..,n—1 Tk+1/n =rh Tk|ns Tk—1/n =rh Tk|ns andi\n =rh Tk—1|n—1 if Ty=m T,
i=1,...,n—1.These results are available in the literature for the special cdsis of
being absolutely continuoualso, even in this casehe proofs are often tedious and
use the concept of “totally positive of order infinity in difference«dfin contrast

the proofs given here are simple and elegant and do not use the above concept

1. INTRODUCTION

Let 7, denote the lifetime of &-out-of-n system whose components have indepen-
dent lifetimesT; with an arbitrary distribution functiorid.f.) F; (not necessarily
identical and not necessarily absolutely continypius 1,..., n. Recall that &-out-
of-n system functions if and only if at leakt(1 = k = n) out of then components
function In the literature various stochastic orders foy, are consideredThe
known results all assume that thegs are absolutely continuou#n contrast the
results in Theorem.1 make no such assumptidincery, = T,—i+ 1.0, WhereTy, =

- = T,., are the order statistics correspondingTioi = 1,...,n, the results in
Theorem 11 have important consequences for order statiskost, we need the
following definitions of stochastic orders

Let X andY be two random variablgs.v.'s) with d.f.’s F andG, survival func-

tionsF =1 — FandG = 1 — G, and probability functiongp.f.’s) or probability
density functiongp.d.f.’s) f andg (whenever they exigt respectively Then we
have the following definitions
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DEeriNITION 1.1: The r.v. X is said to be stochastically smaller than Y, written
X =4Y,ifE(t) =< G(t) for all t.

DEFINITION 1.2: The r.v. X is said to be smaller than Y in the hazard rate order,
written X=,, Y, if G(t)/F(t) is increasing in t.

DEerINITION 1.3: The r.v. X is said to be smaller than Y in the reversed hazard rate
order, written X=,, Y, if G(t)/F(t) is increasing in t.

If F andG have pd.f.’s f andg, respectivelythen Definition 12 is equivalent
to g(t)/G(t) = f(t)/F(t) for all t. If, however X and Y are integer-valued
taking values L, ..., then Definition 12 is equivalent tdP(Y = k)/P(Y = k) =
P(X=Kk)/P(X=Kk), fork=0,1,.... Similar remarks apply to Definition.3.

DerinITION 1.4: LetF and G have p.f.'s or p.d.f.'s fand g, respectively. Ther.v. X is
said to be smaller than Y in the likelihood ratio order, writtem=X Y, if g(t)/f (t) is
increasing in t or, equivalently, if

g(ty) f(ty) =gt f(t,) forallt, =t,.
We are now ready to state the main results

THEOREM 1.1: Letry, be the lifetime of a k-out-of-fl = k = n) system whose n
components have independent lifetimesvith arbitrary d.f.'s K, not necessarily
identical and not necessarily absolutely continuous 1i...,n. Then, we have the
following:

(a) (I) 7-kJrllnSher\n, k=1,...,.n—1;

(i) Tkin =nr Tk—an-, K=2,...,m;

(i) if Ty =p T, i =1,...,n—1, thentpn—1 =p 7, K=1,...,n— L.
() (@ Tk+1|n§rh7—k\n,k:]-,---,n_l;

(II) Tk‘n_lfrhTHn,k:].,...,n—l;

(|||) |an SrhTi’ i :1,...,n_1, then’Tk‘n Srh Tk—1|n—1’k: 2,...,n.

Results &) and diii) were proved by BolandEl-Newihi, and Proschaf3].
They also proved@ ) under the restrictiof, <y, T;,i =1,...,n— 1. Results i§i) and
b(iii) were derived by BlockSavits and Singh[2]. Results &i) and Kii) were
proved by Hu and H¢4]. Bapat and Kochafl] and Hy Zhu, and Wei[5] have
extended the results in Results a and b to(gtengey likelihood ratio order when
theF;’s are absolutely continuous with a differentiabld.fp f, andT; =, T, =<, ---
= Th. Using methods similar to those in this articllee author can prove the same
results wher; = F,i = 1,...,n, whereF is completely arbitrary

The results in Theorem.1 are available only foF;'s absolutely continuous
Also, the proofs in this case are often tedious and use the concept of “totally positive
of order infinity in differences of K The aim of this article is twofold(1) to remove
the absolute continuity requirement Bfs from these results an@) to give ele-
mentary and elegant proofs of the results without using the concept of total positivity
of order infinity in differences ok.
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Note that sincey, = T,—k+1.n, the results in Theorem.1 can be translated to
give results for order statisticor example

Ti:nShrTH—lzm i=1,...,n—1

if the T;’s are independent

2. PROOFS

The proof of Theorem .1 rests on the following resultet T, i = 1,...,n, be inde-
pendent.r.’'s, T; having distributionF;. Define for two arbitrary numbers = t,,
1 ifTi>g

(1) 2.1
a {o fT=<t,j=12i=1...,n @

Then we have the following

Lemma 2.1: Fort; =t,, (Xi(ty) and X(t,)),i =1,...,n, are independent pairs of
increasing failure rate (IFR) r.v.’s,and form 1,...,n,

m

;Xi (t2) =nr E Xi(ty). (2.2)

i=1

Proor: Fort; = t,, we haveF,(t,) = Fi(t;) and it follows from the definition of
Xi(t1) andX;(t,) thatX;(t,) =g X;(t1). However for Bernoulli r.v.’s, stochastically
smaller implies hazard rate small@hus X;(t,) =< Xi(t1),i = 1,...,n. Now, the
result follows from Theorem.B.6 of Shaked and Shanthikumat]. u

Proor orF THEOREM 1.1: Part di). Since

P(i X () = k>

P(Tgiqn > 1) -
P

P(Tk\n > t)

’

-

Xi(t)2k+1>

i=1

we must show that fol; < t,

P<ixi(t1)2k> P(ixi(t2)2k>

’

P<_§n‘,xi(t1)2k+1> P<_§n‘,xi(t2)2k+l>
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or, equivalently

P(En‘, Xi(tl)2k> P<ixi(tl)zk+1>

(2.3)

S

P(ixi(t2)2k> P<_ Xi(t2)2k+1>

i=1

However (2.3) is true since from (2.2),

P(i X, (t,) = k)
- Tk

P<2 Xi(tp) = k)
i=1
Part dii). We must prove that
n—1
P(Z Xi(t) = k—1>
P(Tk—1jn-1>1) _ i=1

P(rn>1) <
P

=3

X (t) = k)

P(_HElxi(t)zk—1>

ﬁn(t)P<nEl Xi(t) = k- 1) + Fn(t)P<nZl Xi(t) = k)

i=1 i=1

1
1— Fn(t)PClXi(t) -~ k—1>/P(§jlxi(t) = k—1>

is increasing irt. This is true sincdl) F,(t) is increasing it and(2) from (2.2)
P(SMEXi (1) =k — 1)/P(SM1E X (t) = k — 1) is increasing irt.

Part diii ). As in part dii), we can show that

ﬁn(t)P<nZ Xi(t) =k— 1)
P(rin>1t) i=1

P(fin_1>1)

(2.4)

P(rﬁ Xi(t)2k>

It will now be shown by mathematical inductiqithat the right-hand side ¢2.4) is
increasing irt. For this purposgdet us recast the problem
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LetT, =, T%i=1,...,m and letr,, denote the lifetime of thk-out-of-m+ 1
system made up of the components and the component with lifetimie~ F*.
Then we want to show that

P(Tlf\m > t) = . (m)
— =1+ F*(t)r™k-1)Tt forallk=1,...,mandm=1,2,...,
P(Tk‘m>t)
(2.5)
where
P(EXi(t)=k—1>
i=1
Fm (k- 1) = . (2.6)

P<2Xi(t)2k>

i=1

Form=1andk=1,

Fr(Or®(0) =

Fr(P(Xy() =0 [ F*(1)
- = Fl(t),
P(Xai(t) = 1) Fa(t)
which is certainly increasing in, since by hypothesis T, =, T* implies

F*(t)/Fy(t) T tandFy(t) T t. Thus (2.6) is increasing irt and hence (2.5) holds
for m = 1. Next, assume thaf2.5) holds form = ¢. Now, we use the identity

(f—k+2)P<§xi(t) = k—l) =§P<xi(t)=o, %l x,-(t)zk—1>,

j=1,j#i
(2.7)

which can be easily proved by mathematical deductadso sed3, p. 190]). We
have foreachi =1,...,¢ + 1,

lf*(t)P(xi (t) =0, i X;(t) =k— 1)
i=1

J#i

€+1
P( > Xt = k>
=1

i=1 i=1
j#i j#i

€+1 €+1 -1
Fi(t)lf*(t)P(Z X(t) = k—l) 1+ Ifi(t)P(Z X;(t) = k—1)

€+1 ¢+1

P(ij(t)zk) P(ij(t)zk)

=1 =1

j#i J#i

_ Fi(t) ’g
" Un(k- DF O + ROF® 29)
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where
{+1
P(S X(t)=k-1

=1
r(k—1) = ——

€+1

Pl > X(t) =k
=1
j#i

Now, the last equality ifi2.8) is increasing itbecausé&; (t)/F *(t) and ¥/r;(k—1) X
F*(t) are both decreasing irby the hypothesi3; =, T* and the induction hypoth-

esisrespectivelyStatemen(2.5) follows from(2.7) and from mathematicalinduction
[ ]

No proof of part b is required since Nanda and Shdli&dhave shown that the
results in part b hold whenever those in part a hold

Remark 2.1:Lemma 21 and the identity T,y 1., > t} ={X2; X; (t) = k} hold for
alltand allT;’s. The stated results for the order statisfigg can be derived directly
from the above results instead of deriving first the corresponding resultg f@nd
then usingry, = Th—x+1,n- HENce the results for the order statistics hold for arbitrary
independent;’s and not just for lifetimeg;’s, which are nonnegative
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