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We study a system of two coupled parabolic equations that models the spreading of a

drop of an insoluble surfactant on a thin liquid film. Unlike the previously known results,

the surface diffusion coefficient is not assumed constant and depends on the surfactant

concentration. We obtain sufficient conditions for finite speed of support propagation and

for waiting-time phenomenon by application of an extension of Stampacchia’s lemma for a

system of functional equations.

AMS subject classification: 35K55, 35K35, 35K65, 76A20, 76D45, 76D08

Key words: System of parabolic equations, thin liquid films, surfactant spreading, free bound-

ary, fluid interface, waiting-time phenomenon, finite speed of support propagation.

1 Introduction

We study the interface dynamics of thin liquid films influenced by an insoluble surfactant

(a surface-tension-reducing agent) on a horizontal plane in the presence of gravity. The

motion of the film is modelled in the lubrication approximation by a coupled system of

two non-linear parabolic equations.

The investigation of surfactant spreading on a thin liquid film goes back several decades,

and includes experiments, asymptotic analysis and numerical simulations. For example,

in [18], the first quantitative, spatio-temporally resolved measurements were performed

for the spreading of an insoluble surfactant on a thin fluid layer. They directly observed
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the radial height profile of the spreading droplet and the spatial distribution of the

fluorescently tagged surfactant. It was discovered that the leading edge of a spreading

circular layer of surfactant forms a Marangoni ridge on the underlying fluid. A peak in

the surfactant concentration was observed that trailled the leading edge.

The authors of [32] implemented a Godunov scheme for the lubrication approximation

to the Stokes system to study numerically the development of the leading order insoluble

surfactant for two different equations of state (dependence of the surface tension σ on

the surfactant concentration Γ ): linear σ(Γ ) = 1 − Γ and non-linear σ(Γ ) = (1 + θΓ )−3,

where θ is an empirical material parameter. They showed that the leading edge of the

surfactant travels with speed which is equal to the surface fluid velocity at that point. It

was shown numerically and confirmed experimentally in [34] that the spreading dynamics

of an insoluble surfactant on a thin liquid film confined by chemical surface patterns can

be represented locally in time by a power law. They determined the time evolution of the

liquid film thickness and the corresponding spreading exponents both from experiments

using interference microscopy and by numerical finite element simulations. It was also

shown in [29] that, with the exception of monolayers with strong cohesive interactions

(strong intermolecular bounds) which tend to retard the spreading process, an insoluble

monolayer increases the rate of drop spreading. Simulation results (with surface equation

of state based on the Frumkin adsorption framework) for small Bond numbers indicated

the existence of a power-law region for the time-dependence of the basal radius of the

drop, consistent with experimental measurements.

Interesting results from experimental study of the spreading of an insoluble surfactant

over a thin liquid layer were reported in [36]. Initial concentrations of surfactant above

and below critical micelle concentration were considered. If the concentration was above

critical, two distinct stages of spreading were found: The first stage was connected with

micelle dissolution; the second one was the transfer stage and this stage was much

slower than the first one. When the surfactant concentration was in the second stage, the

formation of a dry spot in the middle of the film was observed.

Recent modelling work has incorporated aspects of micelle formation into the govern-

ing equations and resulted in trends that are qualitatively consistent with experimental

observations. The following model of a thin film of viscous, incompressible, Newtonian

fluid lying on a horizontal plane, with a monolayer of an insoluble surfactant on its

surface, was derived by Jensen and Grotberg (see [21]):

(S)

⎧⎪⎪⎨⎪⎪⎩
ht +

1

3
(h3(Shxxx − Ghx + 3Ah−4hx))x +

1

2
(h2σx)x = 0, (1.1)

Γt +
1

2
(Γh2(Shxxx − Ghx + 3Ah−4hx))x + (Γhσx)x = (D(Γ )Γx)x, (1.2)

where h is the film height; Γ is the surfactant concentration in the monolayer; σ(Γ ) is

the surface tension; G is a parameter representing a gravitational force directed vertically

downwards; A is related to the Hamaker constant, being connected with intermolecular

van der Waals forces; S is connected with capillarity forces; D is related to the surface

diffusion and is assumed constant in [21].
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Neglecting temperature effects, a fundamental equation of chemical thermodynam-

ics (see [44]) relates the concentration-dependent surface tension σ to the free energy,

Φ, and the chemical potential, Φ′, where both functions depend on the surfactant

concentration Γ :

σ(Γ ) = Φ(Γ ) − ΓΦ′(Γ ). (1.3)

By convexity of the free energy, this relation implies a monotone decrease of surface

tension for non-negative concentration. It seems more realistic to assume that the surface

diffusivity of surfactant is not a constant [16, 17, 22], and given by a non-linear function

of the surfactant concentration Γ (see, e. g. [8, (6.1) and (6.2), pp. 158–159]), namely in

the dimensionless form

σ(Γ ) = (1 + θΓ )−3, D(Γ ) = (1 + τΓ )−k, (1.4)

where θ, τ and k are positive empirical parameters. It was shown that the parameter θ

depends on the material properties of the monolayer (cf. [8] for details). The empirical

relation (1.4) is based on experimental data obtained for the subinterval 0 < σ � 1. For

example, if θ = 0.15, then (1.4) well describes an oil layer on water [8, Figure 2, p. 159].

The main goals of this paper are to study waiting-time and finite-speed phenomena

for surfactant-driven flows. Our approach is based on now well established non-linear

PDE analysis for degenerate higher order parabolic equations [1, 4, 9, 12, 27, 33, 39]. We

find power-law behaviour for finite-speed propagation and define sufficient conditions for

waiting-time phenomena.

The sufficient conditions: h0(x) � A|x| 4
n for 0 < n < 2, |h0x(x)| � B|x| 4

n
−1 for 2 � n < 3

(where A and B are some positive constants) on non-negative initial data, h0, for the

occurrence of waiting-time phenomenon were derived by Dal Passo, Giacomelli and

Grün [13] for the classic multi-dimensional thin-film equation:

ht + ∇ · (|h|n∇�h) = 0. (1.5)

For the multi-dimensional case and 2 � n < 3, see [26].

In [7], the waiting-time phenomenon in the classic one-dimensional thin-film equation

(1.5) was identified for h0(x) ∼ |x|α for 2 < α < 4
n
. The result was obtained by means

of matching asymptotic methods and was supported by numerous numerical simulations.

The upper bounds on the waiting time of solutions to the thin-film equation in the regime

of weak slippage was obtained by Fischer in [20]. Fischer also derived lower bounds

on asymptotic support propagation rates for strong solutions to the thin-film equation

in [19].

For more general non-linear degenerate parabolic equations with non-linear lower order

terms, the waiting-time phenomenon was analysed in [24,31,33,39]. In the present paper,

we find sufficient conditions on initial data (h0, Γ0) such that interfaces of the liquid film

and of the surfactant do not move. These conditions were not known before and would

be interesting to investigate experimentally.

The first finite-speed results for non-negative generalised solutions of the classic thin-film

equation (1.5) were obtained in [2, 3] for the cases 0 < n < 2 and 2 � n < 3, respectively.

For more general types of thin-film equations, the finite speed of support propagation
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phenomenon was studied in [5,6,25,38,40,41] (see also references therein). In this paper, we

analyse the speed of interface propagation, γ(t), for a model (P ), defined below. This model

is a generalisation of the original system (S) for partial-slip regimes. The original system

(S) is a special case (no-slip regime) of the model (P ) which corresponds to n = 3 and does

not possess a finite-speed propagation property. For the subcritical case n
2
< m < n + 2

in the partial wetting regime 2 � n � 5
2
, and 0 < q < 4n + 7 + 3min{0, 6m − 5n + 2},

we prove that the speed is finite (q is a parameter related to the type of diffusion). Note

that our threshold 5/2 is connected with existence of strong solutions (C1 smooth ones)

as we use this regularity to prove finite speed. Therefore, we leave the question open for

the range 5/2 < n < 3. For a subset n− 1 < m < n + 2, we obtain an upper bound on it:

γ(t) � K(t
1

n+7 + t
1

3(q+2) ),

where K is a positive constant depending only on the parameters in the problem and

on the initial data. The first term t
1

n+7 to the best of the authors’ knowledge is new, and,

apparently, cannot be obtained from standard self-similar type solutions as they have the

asymptotic behaviour t
1

n+4 , see for example [2, 3]. The new asymptotic t
1

n+7 for n = 3 has

better agreement with the spreading rate t
1
10 that was experimentally observed for the

leading edge of the surfactant in [37]. The last term t
1

3(q+2) coincides with t
1
6 as q → 0.

This asymptotic behaviour was discovered in [21] for self-similar solutions of (S) with

constant diffusion.

We also prove finite-speed propagation of the support in critical and supercritical cases

for 2 � n � 5
2
, n+2 � m < n+2+3min{n, 2q} and 0 < q < 4n+7+3min{0, 6m−5n+2}.

Under appropriate flatness conditions on the initial data and 2 � n < 3, we prove

existence of a waiting-time phenomenon in the subcritical case for 2n
3

< m < n + 2

and 0 < q < 4n + 7 + 3min{0, 6m − 5n + 2} and in critical and supercritical cases for

n + 2 � m < n + 2 + 2min{n, 3q} and 0 < q < 4n + 7 + 3min{0, 6m− 5n + 2}.
An outline of the paper is as follows. Section 2 is devoted to a generalised version of

the original system and to the description of our main results. In Section 3, we prove the

finite-speed interface propagation. In Section 4, we find sufficient conditions for waiting-

time phenomena. In the Appendixes A and B, we collect technical proofs of the paper’s

statements.

2 Main results

We will consider the generalisation of (S) for the case of partial-slip conditions in a

dimensionless form introduced in [10], namely, the following problem:

(P )

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ht + (fn(h)(hxxx − hx + F ′′
n,m(h)hx))x + (fn−1(h)σx)x = 0, (2.1)

Γt + (Γfn−1(h)(hxxx − hx + F ′′
n,m(h)hx))x +

(Γfn−2(h)σx)x = (D(Γ )Γx)x, (2.2)

hx(±a, t) = hxxx(±a, t) = Γx(±a, t) = 0 for t > 0, (2.3)

h(x, 0) = h0(x), Γ (x, 0) = Γ0(x), (2.4)
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in QT = (0, T ) × Ω, where Ω = (−a, a), n � 2, fn(z) = |z|n
n
, f0(z) = 1, and

Fn,m(z) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

n |z|m−n+2

(m− n + 1)(m− n + 2)
− n z

m− n + 1
+

n

m− n + 2
if m− n < −1,

n(z − ln |z| − 1) if m− n = −2,

n(z ln |z| − z + 1) if m− n = −1,

n |z|m−n+2

(m− n + 1)(m− n + 2)
if m− n > −1,

(2.5)

F ′′
n,m(z) = |z|m

fn(z)
� 0, Fn,m(z) ∈ C2

loc(�
1) when m � n and Fn,m(z) ∈ C2

loc(�
1
− ∪ �1

+) when

m < n. The well-known physical situation corresponds to n = 3, m = −1 (see (S )), hence,

F3,−1(z) = 1
2
z−2 + z − 3

2
. Moreover,

∫
Ω

h(x, t) dx =

∫
Ω

h0(x) dx = M,

∫
Ω

Γ (x, t) dx =

∫
Ω

Γ0(x) dx = S. (2.6)

We assume that the initial data satisfy the conditions:

0 � h0 ∈ H1(Ω), Fn,m(h0) ∈ L1(Ω),

Γ0 ∈ L2(Ω), 0 � Γ0 � 1, Φ(Γ0) ∈ L1(Ω),
(2.7)

where Φ is from (1.3).

Before we state our main result, we need to recall certain restrictions on the regularity

of the coefficients that we introduced in [10]. Namely, it was assumed that

(A1) the function Φ : [0, 1] → �+
0 is convex, and

lim
z→0+

z Φ′′(z) = C0 (⇒ lim
z→0+

z Φ′(z) = 0), (2.8)

where 0 < C0 < +∞;

(A2) the function D : [0, 1] → �+
0 is non-increasing and

lim
z→1−

D(z)Φ′′(z) = C1, (2.9)

where 0 < C1 � ∞ if D(1) = 0.

Note that the conditions above are in good agreement with many equations of state given

in the fluid mechanics literature, for example, see the Frumkin equation, the Langmuir

equation and the Borgas–Grotberg equation of state (for more examples, see [30]).
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Definition 2.1 Let n � 2, m ∈ �1. A generalised weak solution of the problem (2.1)–(2.4)

with initial data (h0, Γ0) ∈ H1(Ω) × L2(Ω), h0 � 0, 0 � Γ0 � 1 is a pair (h, Γ ) satisfying

h � 0, 0 � Γ � 1 a. e. in QT , (2.10)

h ∈ C
1/2,1/8
x, t (QT ) ∩ L∞(0, T ;H1(Ω)) ∩H1(0, T ; (H1(Ω))∗), (2.11)

Γ ∈ L6(QT ) ∩ L∞(0, T ;L2(Ω)) ∩H1(0, T ; (H1(Ω))∗), (2.12)√
fn(h)(hxxx − hx + F ′′

n,m(h)hx) ∈ L2(PT ), (2.13)

fn−1(h)σx, Γfn−2(h)σx ∈ L2(PT ), D(Γ )Γx ∈ L2(QT ), (2.14)

Γfn−1(h)(hxxx − hx + F ′′
n,m(h)hx) ∈ L2(PT ), (2.15)

where PT := {(x, t) ∈ Q̄T : h > 0} and (h, Γ ) satisfies (2.1), (2.2) in the following sense:

T∫
0

〈ht(·, t), φ〉 dt−
∫∫
PT

fn−1(h)σxφx dxdt

−
∫∫
PT

fn(h)(hxxx − hx + F ′′
n,mhx)φx dxdt = 0, (2.16)

T∫
0

〈Γt(·, t), φ〉 dt−
∫∫
PT

Γfn−2(h)σxφxdxdt +

∫∫
QT

D(Γ )Γxφxdxdt

−
∫∫
PT

Γfn−1(h)(hxxx − hx + F ′′
n,mhx)φx dxdt = 0, (2.17)

for all φ ∈ L4(0, T ;H2
N(Ω)), where H2

N(Ω) := {v ∈ H2(Ω) : vx = 0 on ∂Ω};

h(·, t) → h(·, 0) = h0 pointwise and strongly in L2(Ω) as t → 0, (2.18)

Γ (·, t) → Γ (·, 0) = Γ0 strongly in (H1(Ω))∗ as t → 0; (2.19)

and hx(±a, t) = hxxx(±a, t) = 0 and Γx(±a, t) = 0 at all points of the lateral boundary,

where {h = 0} and {Γ = 1} correspondingly.

In two cases – m > n−2 for n ∈ [2, 4) and m � n
2

for n ∈ [4,∞) – local in time existence

of a weak solution (h, Γ ) of the problem (P ) in the sense of the Definition 2.1 was proved

in [10, Theorem 1] when the assumptions (A1), (A2) hold. In addition, the global in

time existence was shown if m � n + 2 (and M < Mc for m = n + 2, where Mc is some

critical mass). Unfortunately, we cannot show finite speed of the support propagation for

all possible forms of surface tension dependence on surfactant concentration and for all

values of parameters n, m where existence of non-negative weak solutions was obtained.

This is primarily due to the additional smoothness requirements for the weak solutions

in a neighbourhood of a touchdown point that will lead to finite-speed result. Our main

goal is to find the condition on the surface tension behaviour which will guarantee this

additional smoothness property.
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Theorem 1 Let functions D(z) and Φ(z) satisfy

D(z)Φ′′(z) � C2Φ
q−1(z)(Φ′(z))2, where 0 < C2 < +∞, (2.20)

∣∣∣∣∫ z

1

D(s)Φ′(s)ds

∣∣∣∣ � C3Φ
q+1(z), |z Φ′(z)| � C4Φ

ν(z), (2.21)

where ν ∈
(

2
n+2

,min
{

1, 2(q+1)
n+2

}
) and Φ(z) ∈ C[0, 1] ∩ C1(0, 1] : Φ(1) = Φ′(1−) = 0. Assume

also that

2 � n �
5

2
,
n

2
< m < n + 2 + 3 min{n, 2q},

0 < q < 4n + 7 + 3min{0, 6m− 5n + 2}
(2.22)

and (h0, Γ0) satisfies to (2.7), supp h0 ⊂ (−r0, r0) � Ω,

suppΦ(Γ0) ⊂ (−r0, r0) � Ω, and the conditions (A1), (A2) hold. Then, there exists

a time T0 > 0 such that a weak solution (h, Γ ) of the Definition 2.1 has finite speed

of propagation for all t � T0 := γ−1(a − r0), i. e. there exists a continuous function

γ(t) ∈ C[0, T0], γ(0) = 0 such that supp h(t, .), suppΦ(Γ (t, .)) ⊂ (−r0 − γ(t), r0 + γ(t)) � Ω.

Moreover, if Ω = �1, n− 1 < m < n+ 2, then there exist a solution of the Cauchy problem

(h, Γ ) and small enough time T0 > 0 such that following upper estimate

γ(t) � K
(
t

1
n+7 + t

1
3(q+2)

)
(2.23)

holds for t � T0. Here, the constant K depends only on the parameters of the problem and

on the initial data.

The theorem above provides control over rate of expansion of domain where {h > 0, Γ <

1} by analysing the time evolution of the free boundary, where {h = 0, Γ = 1}. This

model assumes that the concentration of the surfactant is equal to Γ = 1 if it covers

the dry area of the thin film. After the thin film spreading towards this dry area with

the highest surfactant concentration, the concentration of the surfactant starts decreasing

Γ < 1.

Remark 2.1 Note that our admissible σ and D satisfying (2.20) and (2.21) have at least

such asymptotic σ(z) ∼ 1 − C0z as z → 0+, σ(z) ∼ (1 − z)r as z → 1−, D(z) ∼ (1 −
z)k , with 2

n
< r < 1, 0 < k � 1 − r, q = k

r+1
, 2

n+2
< ν � min

{
r

r+1
, 2(q+1)

n+2

}
. Such

behaviour was observed experimentally in [42] for the case when the surface tension depends

on concentration of surfactant in the presence of a polymer. Also, we note that our restrictions

on physical parameters are inconsistent with the Frumkin equation of state.

Remark 2.2 Note, the assumption suppΦ(Γ0) ⊂ (−r0, r0) means that Γ0 = 1 for all x ∈
Ω̄ \ (−r0, r0).

Remark 2.3 Note, the assumption suppΦ(Γ0) ⊂ (−r0, r0) means that Γ0 = 1 for all x ∈
Ω̄ \ (−r0, r0).
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Let Ω(s) = {x : x � s}, QT (s) = (0, T ) × Ω(s) for all s ∈ �1, and

k0(s) :=

∫
Ω(s)

{1

2
h2

0x + Φ(Γ0)}dx, k0(s) = 0 ∀ s � r0. (2.24)

Let us assume that the function k0(s) satisfies a flatness condition. Namely, for every

s : 0 < s < r0, the estimate

k0(s) � χ(r0 − s)γ−1
+ (2.25)

is valid, where χ > 0 and

γ =

⎧⎪⎨⎪⎩
2(n + 6)

n
for m � n,

3m− n + 12

3m− 2n
for m > n.

(2.26)

Theorem 2 Let

2 � n �
5

2
,

2n

3
< m < n + 2 + 2 min{1, 3q},

0 < q < 4n + 7 + 3min{0, 6m− 5n + 2}.
(2.27)

Assume that (h0, Γ0) satisfies to (2.7) with Ω = �1, and meas{Ω(s) ∩ supp h0} = ∅,
meas{Ω(s) ∩ suppΦ(Γ0)} = ∅ for all s � r0, i. e. condition (2.24) is valid, and the flat-

ness condition (2.25) holds.

Then, for a weak solution (h, Γ ) of the Definition 2.1 (with Ω = �1), there exists sometime

T ∗ = T ∗(χ) > 0 depending on the known parameters only such that

supp h(t, ·), suppΦ(Γ (t, ·)) ∩ Ω(r0) = ∅ ∀ 0 � t � T ∗, (2.28)

where χ is the constant from the flatness condition. Note that T ∗ → +∞ as χ → 0.

Note that the condition (2.24) is the interplay between the thin-film flatness and the

surfactant concentration. The higher level of the concentration the less flatness of the thin

film is required for the waiting-time phenomenon to occur.

3 Finite speed of propagation

To prove the Theorem 1, we use the following energy inequality, Appendix A contains

the proof of it.

3.1 Proof of finite speed

Lemma 3.1 Let 2 � n � 5
2
, m � 2(n−1)

3
, q � 0 and β > 1−n

3
. Let ζ ∈ C

2,1
x,t (QT ) be an

arbitrary non-negative function (T � Tloc if m > n + 2) such that ζx = 0 on ∂Ω. Then,

there exists a solution (h, Γ ) in the sense of the Definition 2.1, constants C1, C2 dependent
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on n, m and q but independent of Ω, such that for all t � T

1

2

∫
Ω

(h2
x + 2Φ(Γ ))ζ6 dx +

∫
Ω

ζ4hβ+1 dx

−1

2

∫∫
Qt

(h2
x + 2Φ(Γ ))(ζ6)t dx−

∫∫
Qt

hβ+1(ζ4)t dx

+C1

∫∫
Qt

(
(h

n+2
2 )2xxx + (Φ

q+1
2 (Γ ))2x + fn−2(h)σ

2
x

)
ζ6 dxdt

�
1

2

∫
Ω

(h2
0x + 2Φ(Γ0))ζ

6 dx +

∫
Ω

ζ4h
β+1
0 dx

+C2

∫∫
Qt

Φ
ν(n+2)

2 (Γ )ζ4ζ2
x dxdt + C3

∫∫
Qt

Φq+1(Γ )ζ4(ζ2
x + ζ|ζxx|) dxdt

+C4

∫∫
Qt

(hn+2(ζ6 + ζ6
x + ζ4ζ2

x + ζ
9
2 |ζxx|

3
2 + ζ3|ζxx|3) dxdt

+C5

∫∫
Qt

{χ{ζ>0}h
n+3β−1 + h3m−2n+2ζ6} dxdt. (3.1)

The proof of Lemma 3.1 is in Appendix A.

For an arbitrary s ∈ (0, a− r0) and δ > 0, we consider the families of sets

Ω̃(s) = Ω \ (−r0 − s, r0 + s), QT (s) = (0, T ) × Ω̃(s). (3.2)

We also define

K(s, δ) = {x ∈ Ω̄ : r0 + s � |x| < r0 + s + δ}, KT (s, δ) = (0, T ) ×K(s, δ).

We introduce a non-negative cut-off function η(τ) from the space C2(�1) with the following

properties:

η(τ) =

⎧⎪⎨⎪⎩
0 τ � 0,

τ3(6τ2 − 15τ + 10) 0 < τ < 1,

1 τ � 1.

(3.3)

Next, we introduce our main cut-off functions ηs,δ(x) ∈ C2(Ω̄) such that 0 � ηs,δ(x) �
1 ∀ x ∈ Ω̄ that possess the following properties:

ηs,δ(x) = η
( |x| − (r0 + s)

δ

)
=

{
1 , x ∈ Ω̃(s + δ),

0 , x ∈ Ω \ Ω̃(s),
|(ηs,δ)x| �

15

8δ
, |(ηs,δ)xx| �

5(
√

3 − 1)

δ2

(3.4)
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for all s ∈ [0, a − r0), δ > 0 : r0 + s + δ < a. Setting ζ(x) = ηs,δ(x) into (3.1), after simple

transformations, we obtain

LHS :=

∫
Ω̃(s+δ)

{h2
x(x, T ) + 2Φ(Γ (T )) + hβ+1(x, T )} dx

+C

∫∫
QT (s+δ)

{(h n+2
2 )2xxx + (Φ

q+1
2 (Γ ))2x} dxdt �

C

δ6

∫∫
KT (s,δ)

hn+2 dxdt

+C

∫∫
KT (s,δ)

{hn+3β−1 + h3m−2n+2} dxdt +
C

δ2

∫∫
KT (s,δ)

(Φ
ν(n+2)

2 (Γ ) + Φq+1(Γ )) dxdt

= C

3∑
i=1

δ−αi

∫∫
KT (s,δ)

hξi + C δ−2

∫∫
KT (s,δ)

(Φ
ν(n+2)

2 (Γ ) + Φq+1(Γ )) dxdt (3.5)

for all s ∈ [0, a− r0), δ > 0 : r0 + s + δ < a, where we use that

∫
Ω̃(s)

{h2
0x + 2Φ(Γ0) + h

β+1
0 }dx = 0 ∀ s � 0,

and α1 = 6, α2 = α3 = 0.

Next, we apply the Nirenberg–Gagliardo interpolation inequality (see Lemma B.3) in

the region K(s, δ) to a function v := h
n+2
2 with a = 2ξi

n+2
, b = 2(β+1)

n+2
, d = 2, k = 0, j = 3,

d2 = c∗ δ
− (n+2)(ξi−β−1)

2ξi(β+1) and θi = (n+2)(ξi−β−1)
ξi(n+5β+7)

under the conditions:

β < ξi − 1 for i = 1, 3. (3.6)

Moreover, we apply Lemma B.3 in the region K(s, δ) to a function v := Φ
q+1
2 (Γ ) with

a = ν(n+2)
q+1

(or a = 2), b = 2
q+1

, d = 2, k = 0, j = 1, d2 = c δ−
(q+1)(ν(n+2)−2)

2ν(n+2) (or d2 = c δ−
q
2 )

and θ4 = (q+1)(ν(n+2)−2)
ν(q+2)(n+2)

, ν > 2
n+2

(or θ5 = q
q+2

). Integrating the resulted inequalities with

respect to time, applying the Young inequality and taking into account (3.5), we arrive at

the following relations:

δ−αi

∫∫
KT (s,δ)

hξi � εiC

∫∫
KT (s,δ)

(
h

n+2
2

)2

xxx

+Cδ
−αi

(
1− ξiθi

n+2

)−1
T∫

0

( ∫
K(s,δ)

hβ+1

) ξi(1−θi)

β+1

(
1− ξiθi

n+2

)−1

+C δ−αi− ξi−β−1

n+2

T∫
0

( ∫
K(s,δ)

hβ+1

) ξi
β+1

, (3.7)

https://doi.org/10.1017/S0956792516000474 Published online by Cambridge University Press

https://doi.org/10.1017/S0956792516000474


666 M. Chugunova et al.

δ−2

∫∫
KT (s,δ)

Φ
ν(n+2)

2 (Γ ) � ε4C

∫∫
KT (s,δ)

(
Φ

q+1
2 (Γ )

)2

x

+Cδ−2
(
1− ν(n+2)θ4

2(q+1)

)−1
T∫

0

( ∫
K(s,δ)

Φ(Γ )

) ν(n+2)(1−θ4)

2

(
1− ν(n+2)θ4

2(q+1)

)−1

+Cδ−2− ν(n+2)−2
2

T∫
0

( ∫
K(s,δ)

Φ(Γ )

) ν(n+2)
2

, (3.8)

δ−2

∫∫
KT (s,δ)

Φq+1(Γ ) � ε5C

∫∫
KT (s,δ)

(
Φ

q+1
2 (Γ )

)2

x

+Cδ−2−q

T∫
0

( ∫
K(s,δ)

Φ(Γ )

)q+1

, (3.9)

where i = 1, 2, 3, νi = 6(ξi−β−1)
n+5β+7

, 2
n+2

< ν < 1 < 2(q+3)
n+2

. Substituting these estimates into

(3.5) and making the standard iterative procedure similar to [19, Lemma 4.2] for small

enough 0 < εi < 1, we arrive at the inequality

LHS � C

3∑
i=1

[
δ−αi

(
1− ξiθi

n+2

)−1
T∫

0

( ∫
Ω̃(s)

hβ+1

) ξi(1−θi)

β+1

(
1− ξiθi

n+2

)−1

+Cδ−αi− ξi−β−1

n+2

T∫
0

( ∫
Ω̃(s)

hβ+1

) ξi
β+1

]

+Cδ−2
(
1− ν(n+2)θ4

2(q+1)

)−1
T∫

0

( ∫
Ω̃(s)

Φ(Γ )

) ν(n+2)(1−θ4)

2

(
1− ν(n+2)θ4

2(q+1)

)−1

+Cδ−2− ν(n+2)−2
2

T∫
0

( ∫
Ω̃(s)

Φ(Γ )

) ν(n+2)
2

+Cδ−2−q

T∫
0

( ∫
K(s,δ)

Φ(Γ )

)q+1

=: RHS, (3.10)

where

ξi(1 − θi)

β + 1

(
1 − ξiθi

n + 2

)−1
= 1 +

6(ξi − β − 1)

n + 6β + 8 − ξi
> 1,

ν(n + 2)(1 − θ4)

2

(
1 − ν(n + 2)θ4

2(q + 1)

)−1
= 1 +

2[ν(n + 2) − 2]

2(q + 3) − ν(n + 2)
> 1. (3.11)
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Let us denote by G(s) :=
∫
Ω̃(s)

(hβ+1 + 2Φ(Γ ))dx. Then, from (3.10), we deduce that

G(s + δ) � C(T )δ−α Gk(s),

where

α := max

{
αi

(
1 − ξiθi

n + 2

)−1

, αi +
ξi − β − 1

n + 2
,

2

(
1 − ν(n + 2)θ4

2(q + 1)

)−1

, 2 +
ν(n + 2) − 2

2
, 2 + q

}
,

1 < k := min

{
ξi(1 − θi)

β + 1

(
1 − ξiθi

n + 2

)−1

,
ξi

β + 1
,

ν(n + 2)(1 − θ4)

2

(
1 − ν(n + 2)θ4

2(q + 1)

)−1

,
ν(n + 2)

2
, q + 1

}
. (3.12)

These inequalities hold provided that

θiξi

n + 2
< 1 ⇔ β >

ξi − n− 8

6
for i = 1, 3. (3.13)

Simple calculations show that inequalities (3.6) and (3.13) are valid with some β such that

max{1 − n

3
,
2 − n

2
,
m− n− 2

6
,
q − n− 7

6
} < β < min{n

2
, q, 3m− 2n + 1},

then the inequalities (3.6) and (3.13) hold if and only if the restrictions (2.22) are true.

Note that for small enough T , taking into account the boundedness of RHS by a

constant depending on the initial data (namely, ‖h0,x‖2 and ‖Φ(Γ0)‖1) and the known

parameters, we can estimate the second summands in (3.7)–(3.9) using the first ones.

Moreover, as Φ
q+1
2 (Γ ) is bounded in L2(0, T ;H1(Ω)), then Φ(Γ ) is bounded in L

ν(n+2)
2 (QT )

provided ν � 2(q+1)
n+2

. Without loss of generality, we can take G(s) = 0 for all s � a − r0,

therefore G(s) is defined for all s � 0. So, finite speed of propagations follows from

(3.7)–(3.9) by Lemma B.2 with s1 = 0 and sufficiently small T . Hence,

supp h(T , .), suppΦ(Γ (T , .)) ⊂ (−r0 − γ(T ), r0 + γ(T )) � Ω (3.14)

for all T ∈ [0, T0], where T0 := γ−1(a− r0).

Using pseudo-spectral Galerkin method, we computed weak solutions of the system (S )

numerically (see Figure 1). As initial data, we took Γ0(x) = 0.5−0.5 cos(π x/0.7) smoothly

continued by 1 for |x| > 0.7 and h0(x) = 0.16 + 0.12 cos(π x). All coefficients S ,G,A are

taken equal to 1. Non-linearity powers are n = 2.3 and m = 3 (partial slip conditions).

The diffusion coefficient D(Γ ) = (1 − Γ )
1/23
+ , q = 1/44 and σ(Γ ) = (1 − Γ )

21/23
+ . This

numerical result illustrates decreasing of thin-film thickness in the middle point where the

concentration of the surfactant is growing.
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Figure 1. Numerical evaluation of the surfactant concentration Γ (x, t) and of the thin-film drop

height h(x, t) from (S ). Snap shorts of the solutions are given at times t = 0, 0.02, 0.08 by solid,

dotted and dashed lines, respectively.

3.2 Upper bound for the speed of the interface propagation

Now, we establish an exact upper estimate for γ(t) for a solution of the corresponding

Cauchy problem with a compactly supported non-negative initial data such that h0 ∈
H1(�1) and Φ(Γ0) ∈ L1(�1). Using the uniform bound of ‖h‖H1 in Ω for n−1 < m � n+2

(see [10, Lemma 3.2, p. 112]), we can show that the upper bound of γ(T ) is independent of

Ω; therefore, the solution can be extended for h by zero and for Γ by 1 on |x| > r0 + γ(T )

and thus is a solution on the line for all T � T0. Performing a similar procedure

in [T0, 2T0], . . . , [mT0, (m + 1)T0], . . ., we obtain a compactly supported solution of the

Cauchy problem for all T � 0.

Suppose that Ω(s) = �1 \ {x : |x| < s}, QT (s) = (0, T ) × Ω(s) for all s > r0, supp h0 ⊆
(−r0, r0), and γ(T ) = r(T ) − r0. Since the time interval is small, we can assume that

r(T ) < 2r0. Hence, for all s ∈ (r0, 2r0), we can take (up to a smooth C2 approximation)

ζ(x) = (|x| − s)+ in (A.28). As a result, we obtain

1

2

∫
Ω(s)

(|x| − s)6+h
2
x dx + δ6

∫
Ω(s+δ)

Φ(Γ ) dx + δ6C1

∫∫
QT (s+δ)

(h
n+2
2 )2xxx dxdt

+ δ6C1

∫∫
QT (s+δ)

(Φ
q+1
2 (Γ ))2x dxdt � C3

∫∫
QT (s)

(r(T ) − s)6+h
3m−2n+2 dxdt

+C3

∫∫
QT (s)

{hn+2 + Φ
ν(n+2)

2 (Γ ) + Φq+1(Γ )} dxdt (3.15)

for all T � T0, s ∈ (r0, 2r0). Using the Hardy type inequality∫
Ω(s)

(|x| − s)α+f
2 dx � C0

∫
Ω(s)

(|x| − s)α+2
+ f2

x dx, (3.16)
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where fx is an integrable function such that
∫
Ω(s)

(|x| − s)α+2
+ f2

xdx < ∞, C0 = 4
(α+1)2

(this

constant is sharp) and α = −1, we deduce that

∫
Ω(s+δ)

h dx �
( ∫
Ω(s+δ)

(|x| − s)4+h
2 dx

) 1
2
( ∫
Ω(s+δ)

(|x| − s)−4
+ dx

) 1
2

� (
C0

3δ3
)1/2

(∫
Ω(s)

(|x| − s)6+h
2
x dx

) 1
2

,

whence ( ∫
Ω(s+δ)

h dx
)2

�
C0

3
δ−3

∫
Ω(s)

(|x| − s)6+h
2
x dx (3.17)

for all δ > 0, s ∈ (r0, 2r0). Substituting (3.17) in (3.15), we get

3

2C0
sup
t

( ∫
Ω(s+δ)

h dx
)2

+ δ3

∫
Ω(s+δ)

Φ(Γ ) dx + C1δ
3

∫∫
QT (s+δ)

(h
n+2
2 )2xxx dxdt

+ C1δ
3

∫∫
QT (s+δ)

(Φ
q+1
2 (Γ ))2x dxdt �

C3

δ3

∫∫
QT (s)

{hn+2 + Φ
ν(n+2)

2 (Γ ) + Φq+1(Γ )} dxdt

+
C3

δ3
γ6(T )

∫∫
QT (s)

h3m−2n+2 dxdt (3.18)

for all T � Tloc, s ∈ (r0, 2r0). By the Nirenberg–Gagliardo, Hölder and Young inequalities,

after simple transformations, for εi > 0 and 2n−1
3

< m < n + 2, we have

C6

δ3

∫∫
QT (s)

hn+2 dxdt � ε1δ
3

∫∫
QT (s)

(h
n+2
2 )2xxx dxdt +

C(ε1)

δn+4

T∫
0

(∫
Ω(s)

h dx
)n+2

dt, (3.19)

C3γ
6(T )

δ3

∫∫
QT (s)

h3m−2n+2 dxdt � ε2δ
3

∫∫
QT (s)

(h
n+2
2 )2xxx dxdt

+C(ε2)
γ(T )

2(n+7)
n−m+2

δ
3m−n+8
n−m+2

T∫
0

(∫
Ω(s)

h dx
) 5m−3n+4

n−m+2

dt. (3.20)

C3

δ3

∫∫
QT (s)

Φ
ν(n+2)

2 (Γ ) dxdt � ε3δ
3

∫∫
QT (s)

(Φ
q+1
2 (Γ ))2x dxdt

+
C(ε3)

δ
3[2(q+1)+ν(n+2)]
2(q+3)−ν(n+2)

T∫
0

(∫
Ω(s)

Φ(Γ ) dx
) 2(q+1)+ν(n+2)

2(q+3)−ν(n+2)

dt, (3.21)
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C3

δ3

∫∫
QT (s)

Φq+1(Γ ) dxdt � ε4δ
3

∫∫
QT (s)

(Φ
q+1
2 (Γ ))2x dxdt

+
C(ε4)

δ3(q+1)

T∫
0

(∫
Ω(s)

Φ(Γ ) dx
)q+1

dt. (3.22)

Substituting the estimates (3.19)–(3.22) to (3.18) and making the standard iterative pro-

cedure similar to [19, Lemma 4.2] for small enough 0 < εi < 1, we arrive at the inequality

3

2C0
sup
t

( ∫
Ω(s+δ)

h dx
)2

+ δ3 sup
t

∫
Ω(s+δ)

Φ(Γ ) dx

+C4δ
3

∫∫
QT (s+δ)

{(h n+2
2 )2xxx + (Φ

q+1
2 (Γ ))2x} dxdt � C5

4∑
i=1

Gi(s)

δαi
, (3.23)

where

G1(s) :=

T∫
0

(∫
Ω(s)

h dx
)n+2

dt, α1 = n + 4,

G2(s) := γ
2(n+7)
n−m+2 (T )

T∫
0

(∫
Ω(s)

h dx
) 5m−3n+4

n−m+2

dt, α2 =
3m− n + 8

n− m + 2
,

G3(s) :=

T∫
0

(∫
Ω(s)

Φ(Γ ) dx
) 2(q+1)+ν(n+2)

2(q+3)−ν(n+2)

dt, α3 =
3[2(q + 1) + ν(n + 2)]

2(q + 3) − ν(n + 2)
,

G4(s) :=

T∫
0

(∫
Ω(s)

Φ(Γ ) dx
)q+1

dt, α4 = 3(q + 1).

Thus, taking into account Gi(s) = 0 for all s � 2r0, (3.23) yields

Gi(s + δ) � C6T γμi (T )
( 4∑
k=1

Gk(s)

δαk+3

)βi
(3.24)

for all s > r0 and δ > 0, where μ1 = μ3 = μ4 = 0, μ2 = 2(n+7)
n−m+2

, β1 = n+2
2
, β2 =

5m−3n+4
2(n−m+2)

, β3 = 2(q+1)+ν(n+2)
2(q+3)−ν(n+2)

, β4 = q+1. By Lemma B.2 with s1 = 0, we find that Gi(s0) = 0,

where

γ(T ) � s0(T ) = C7

(
T

1
α1+3 + T

1
α2+3 γ

μ2
α2+3 (T ) + T

1
6 + 2−ν(n+2)

12(q+2) + T
1

α4+3

)
.

As μ2

α2+3
= 1, then we obtain (2.23) for enough small T0 > 0 and for any 0 < T � T0.

https://doi.org/10.1017/S0956792516000474 Published online by Cambridge University Press

https://doi.org/10.1017/S0956792516000474


The interface dynamics of a surfactant drop 671

4 Waiting-time phenomenon

Similarly to (3.15) using the Hardy inequality (3.16), we find that

C0

2

∫
Ω(s+δ)

h2 dx + δ2

∫
Ω(s+δ)

Φ(Γ ) dx + δ2C1

∫∫
QT (s+δ)

(h
n+2
2 )2xxx dxdt

+ δ2C1

∫∫
QT (s+δ)

(Φ
q+1
2 (Γ ))2x dxdt � δ−4H0(s)

+
C3

δ4

∫∫
QT (s)

{hn+2 + Φ
ν(n+2)

2 (Γ ) + Φq+1(Γ ) + h3m−2n+2} dxdt (4.1)

for all T � T0, s ∈ �1 and δ > 0, where, due to (2.24),

H0(s) :=
1

2

∫
Ω(s)

(x− s)6+{h2
0x + 2Φ(Γ0)}dx, H0(s) = 0 ∀ s � r0. (4.2)

By the Nirenberg–Gagliardo, Hölder and Young inequalities, after simple transformations,

for εi > 0, we have

C3

δ4

∫∫
QT (s)

hn+2 dxdt � ε1δ
2

∫∫
QT (s)

(h
n+2
2 )2xxx dxdt +

C(ε1)

δ
n+8
2

T∫
0

(∫
Ω(s)

h2 dx
) n+2

2

dt, (4.3)

C3

δ4

∫∫
QT (s)

h3m−2n+2 dxdt � ε2δ
2

∫∫
QT (s)

(h
n+2
2 )2xxx dxdt

+
C(ε2)

δ
2(m+8)
n−m+4

T∫
0

(∫
Ω(s)

h2 dx
) 2(q+1)+ν(n+2)

2(q+3)−ν(n+2)

dt (4.4)

for 2n
3
< m < n + 4,

C3

δ4

∫∫
QT (s)

Φ
ν(n+2)

2 (Γ ) dxdt � ε3δ
2

∫∫
QT (s)

(Φ
q+1
2 (Γ ))2x dxdt

+
C(ε3)

δ
2[4(q+2)+ν(n+2)−2]

2(q+3)−ν(n+2)

T∫
0

(∫
Ω(s)

Φ(Γ ) dx
) 2(q+1)+ν(n+2)

2(q+3)−ν(n+2)

dt, (4.5)

C3

δ4

∫∫
QT (s)

Φq+1(Γ ) dxdt � ε4δ
2

∫∫
QT (s)

(Φ
q+1
2 (Γ ))2x dxdt

+
C(ε4)

δ3q+4

T∫
0

(∫
Ω(s)

Φ(Γ ) dx
)q+1

dt. (4.6)

Substituting the estimates (4.3)–(4.6) to (4.1) and again making the standard iterative

procedure similar to [19, Lemma 4.2] for small enough 0 < εi < 1, we arrive at the
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inequality

C0

2

∫
Ω(s+δ)

h2 dx + δ2

∫
Ω(s+δ)

Φ(Γ ) dx + C8δ
2

∫∫
QT (s+δ)

(h
n+2
2 )2xxx dxdt

+C8δ
2

∫∫
QT (s+δ)

(Φ
q+1
2 (Γ ))2x dxdt � δ−4H0(s) + C9

4∑
i=1

G
(i)
T (s)

δαi
, (4.7)

where

G
(1)
T (s) :=

T∫
0

(∫
Ω(s)

h2 dx
) n+2

2

dt, α1 =
n + 8

2
,

G
(2)
T (s) :=

T∫
0

(∫
Ω(s)

h2 dx
) 5m−3n+4

n−m+4

dt, α2 =
2(m + 8)

n− m + 4
,

G
(3)
T (s) :=

T∫
0

(∫
Ω(s)

Φ(Γ ) dx
) 2(q+1)+ν(n+2)

2(q+3)−ν(n+2)

dt, α3 =
2[4(q + 2) + ν(n + 2) − 2]

2(q + 3) − ν(n + 2)
,

G
(4)
T (s) :=

T∫
0

(∫
Ω(s)

Φ(Γ ) dx
)q+1

dt, α4 = 3q + 4.

Hence, from (4.7), we deduce

G
(i)
T (s + δ) � C10T

( 4∑
k=1

G
(k)
T (s)

δαk+2
+ δ−6H0(s)

)βi

= C10T

( 4∑
k=1

δ−(αk+2)
(
G

(k)
T (s) + δαk−4H0(s)

))βi

(4.8)

for all s ∈ �1 and δ > 0, where β1 = n+2
2
, β2 = 5m−3n+4

n−m+4
, β3 = 2(q+1)+ν(n+2)

2(q+3)−ν(n+2)
, β4 = q + 1.

From (4.2) and (2.25), we find

H0(s) � (r0 − s)6+k0(s) � χ(r0 − s)γ+5
+ . (4.9)

Assume that s + δ � r0. As αk > 4, then from (4.8), due to (4.9), we arrive at

G
(i)
T (s + δ) � C10T

( 4∑
k=1

δ−(αk+2)
(
G

(k)
T (s) + χ(r0 − s)αk+1+γ

+

))βi

(4.10)

for all s + δ � r0, δ > 0. Let us denote by

Ḡ
(i)
T (s) := G

(i)
T (s) + χ(r0 − s)αk+1+γ

+ � 0.
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Then, (4.10) can be rewritten in the form

Ḡ
(i)
T (s + δ) � C10T

( 4∑
k=1

δ−(αk+2)Ḡ
(k)
T (s)

)βi

+ χ(r0 − s)αi+1+γ
+

� C10T

( 4∑
k=1

δ−(αk+2)Ḡ
(k)
T (s) +

( χ

C10T

) 1
βi (r0 − s)

αi+1+γ

βi
+

)βi

, (4.11)

where we use the simple inequality am + bm � (a + b)m for positive a, b and m > 1. Let us

now check that all conditions of Lemma B.4 are satisfied. We denote

Gmax(s) := max
i=1,4

{c02
β+1(

4∑
k=1

(
Ḡk(s)

)βk

)βi−1(s)}
1

(αi+2)β ,

gmax(s) := max
i=1,4

{2
β+1

(αi+2)β

(
2β−1

4∑
k=1

(C10T )βk

) βi
(αi+2) (( χ

C10T

) 1
βi (r0 − s)

αi+3+γ

βi
+

) βi−1

αi+2 },

c0 = 2β−1
4∑

k=1

(C10T )βk , β = β1β2β3β4.

Taking s = −2δ in (4.11) and passing to the limit δ → ∞, due to the boundedness of

functions Ḡk(s), we deduce

Ḡk(−∞) � χr
αk+1+γ
0 . (4.12)

This implies that the condition (i) of Lemma B.4 is fulfilled for s0 = r0. Because of the

assumption (2.25) on the function k0(s) and

γ � min
i,k=1,4

{βk(αi + 2)

βi − 1
− αk − 1

}
= min

{
2(n + 6)

n
,
3m− n + 12

3m− 2n
, 1 +

6(q + 2)

ν(n + 2) − 2
, 4 +

6

q

}
= min

{
2(n + 6)

n
,
3m− n + 12

3m− 2n
, 1 +

6(q + 2)

ν(n + 2) − 2

}
, (4.13)

we can find T ∗ such that the condition (ii) of Lemma B.4 is valid for all T ∈ [0, T ∗].

Here, T ∗ = T ∗(χ) goes to infinity as χ → 0. Hence, the application of Lemma B.4 ends

the proof.
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Appendix A Proof of lemma 3.1

Given δ, ε > 0, a regularised parabolic problem, similar to that of [10], is considered:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ht + (fδεn (hxxx − hx + (Fε
n,m)′′hx))x + (fεn−1σ

ε
x)x = 0, (A.1)

Γt + (Γfεn−1(hxxx − hx + (Fε
n,m)′′hx))x + (Γfεn−2σ

ε
x)x

+ δ(
1

Φ′′
ε (Γ )

Γxxx)x = (Dε(Γ )Γx)x, (A.2)

hx(±a, t) = hxxx(±a, t) = Γx(±a, t) = Γxxx(±a, t) = 0 for t > 0, (A.3)

h(x, 0) = h0,ε(x), Γ (x, 0) = Γ0,ε(x), (A.4)

where

fδεk (z) := fεk(z) + δ =
|z|sfk(z)

|z|s + εfn(z)
+ δ, (Fε

n,m)′′(z) :=
|z|m

fn(z) + ε|z|m , (A.5)

Dε(z) ∈ C1+γ(�1) : Dε(z) � ε, (A.6)

Φ′′
ε (z) �

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Φ′′(ε) for z < ε,

Φ′′(z) for ε � z � 1 − ε,

Φ′′(1 − ε) for z > 1 − ε,

1

Φ′′
ε (z)

∈ C1+γ(�1),

(σε)′(z) = −zΦ′′
ε (z)

(A.7)

∀ z ∈ �1, δ > 0, ε > 0, 2 � k � n, s � max{n, 8}, γ ∈ (0, 1). Note that the parameter n is

fixed in the definition of fδεk (z).

We construct Φε(z) that satisfy (A.7) and also satisfy Φε(z) = Φ(z) if ε � z � 1− ε. The

δ > 0 in (A.5) and (A.6) makes the system (A.1)–(A.2) regular (i. e. uniformly parabolic).

The parameter ε is an approximating parameter which has the effect of increasing the

degeneracy from fk(h) ∼ |h|k to fεk(h) ∼ ε−1|h|s+k−n. This will allow us to construct positive

approximations hε > 0 when δ → 0. The initial data, (h0, Γ0), are approximated via

h0 + εθ � h0,ε ∈ C4+γ(Ω) for some 0 < θ < 2/(s− 4)

h0,ε →
ε→0

h0 strongly in H1(Ω),

Γ0,ε ∈ C4+γ(Ω) : Γ0,ε ∈ [ε, 1 − ε], Γ0,ε →
ε→0

Γ0 strongly in L2(Ω).

(A.8)

The ε term in (A.8) “lifts” the initial data so that they are smoothing from H1(Ω)×L2(Ω)

to C4+γ(Ω)×C4+γ(Ω). Note that the system (A.1)–(A.2) without the term δ( 1
Φ′′

ε (Γ )
Γxxx)x is

uniformly parabolic in the sense of Douglis–Nirenberg because fδεn (h) � δ > 0 and

fδεn (h)
(
Dε(Γ ) − Γfεn−2(h)(σ

ε)′(Γ )
)

+ Γ (fεn−1(h))
2(σε)′(Γ )

= fδεn (h)Dε(Γ ) + Γ 2Φ′′
ε (Γ )

(
fδεn (h)fεn−2(h) − (fεn−1(h))

2) � δε > 0.

The term δ( 1
Φ′′

ε (Γ )
Γxxx)x makes this system uniformly parabolic in the sense of Petrovskii.

Moreover, the boundary conditions (A.3) are of Lopatinskii–Shapiro type. This implies

existence of a proper continuation on the whole line (cf. [35] for example). Using the

parabolic Schauder estimates from [35], one can generalise [15, Theorem 6.3, p. 302] and
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show that the regularised problem has a unique classical solution (hδε, Γδε) ∈ C
4+γ,1+γ/4
x,t (Ω×

[0, τδε]) × C
4+γ,1+γ/4
x,t (Ω × [0, τδε]) for sometime τδε > 0.

Now, we assume that τδε is the local existence time from [15, Theorem 6.3, p. 302].

Following Kamin and Vazquez, we introduce change of variables (see [28, p. 41])

vδε(x, t) :=

x∫
−a

(hδε(y, t) − h̄ε) dy, uδε(x, t) :=

x∫
−a

(Γδε(y, t) − Γ̄ε) dy,

where h̄ε := 1
|Ω|

∫
Ω

h0ε(x) dx, Γ̄ε := 1
|Ω|

∫
Ω

Γ0ε(x) dx. Then, (vδε, uδε) is a solution of the

following problem:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vδε,t + fδεn (vδε,x + h̄ε)Jδε(vδε)

+ fεn−1(vδε,x + h̄ε)(σ
ε(uδε,x + Γ̄ε))

′uδε,xx = 0, (A.9)

uδε,t + (uδε,x + Γ̄ε)f
ε
n−1Jδε(vδε)

+ ((uδε,x + Γ̄ε)f
ε
n−2(vδε,x + h̄ε)(σ

ε(uδε,x + Γ̄ε))
′

−Dε(uδε,x + Γ̄ε))uδε,xx +
δ

Φ′′
ε (uδε,x + Γ̄ε)

uδε,xxxx = 0, (A.10)

vδε(±a, t) = vδε,xx(±a, t) = uδε(±a, t) = uδε,xx(±a, t) = 0, (A.11)

where Jδε(vδε) := vδε,xxxx − vδε,xx + (Fε
n,m(vδε,x + h̄ε))

′′vδε,xx.

The problem (A.9)–(A.11) has a unique classic solution (vδε, uδε) ∈
C

4+γ,1+γ/4
x,t (Ω × [0, τδε]) × C

4+γ,1+γ/4
x,t (Ω × [0, τδε]). It follows that ‖vδε‖

C
3
2
, 3
8 (QT )

and

‖uδε‖
C

1
2
, 1
18 (QT )

are uniformly bounded with respect to δ, ε and τδε. Note that these uniform

bounds follow from

(vδε, uδε) ∈ L∞(0, T ;H2(Ω)) × L∞(0, T ;H1(Ω))

and

(vδε,t, uδε,t) ∈ L2(QT ) × L
4
3 (0, T ; (H1(Ω))∗)

(cf. for details [43, Lemma 7.19, p.175] to vδε and [1, Lemma 2.1, p.183] to uδε). Therefore,

for any fixed values of δ, ε and Tloc > τδε, by Eĭdelman [15, Theorem 9.3, p.316], we

can continue our local in time solution (vδε, uεδ), and as a consequence (hδε, Γεδ) from

[0, τδε] to [τδε, Tloc]. Indeed, since (vδε, uδε) is continuous with (vδε,x, uδε,x) continuous, then

(vδε,x + h̄ε, uδε,x + Γ̄ε) is a solution of (A.1)–(A.4) and (hδε, Γεδ) = (vδε,x + h̄ε, uδε,x + Γ̄ε).

Hence, we can continue a solution (hδε, Γεδ) of the original problem (A.1)–(A.4) until time

Tloc that does not depend on δ and ε, see [10] for details. We also omit the details of the

limit process, positivity of hε and upper and lower bounds 0 � Γ � 1.

Lemma A.1 (entropy estimate) Let (hε, Γε) be a solution of the problem (A.1)–(A.4), where

δ = 0, 2 � n � 5
2
, m � 2n−3

2
. Then, there exist independent of ε, positive constants c1, c2 and
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c3 such that the following entropy estimate∫
Ω

Gε(h) dx + c1

∫∫
QT

hαh2
xx dxdt + c2

∫∫
QT

hα−2h4
x dxdt �

∫
Ω

Gε(h0) dx + c3 (A.12)

holds for any α ∈ [max{−2(m− n + 1), 2
3
(n− 1)}, 1], where c2 = 0 if α = 1.

Proof of Lemma A.1. First, we obtain the entropy estimate for the solution (hε, Γε), where

hε > 0 (see for a proof of positivity [10, Section A.4, p.122]. Multiplying (A.1) with δ = 0

by G′
ε(h), where G′′

ε (z) = zα

fεn(z)
, and integrating over Ω, we deduce that

d

dt

∫
Ω

Gε(h) dx +

∫
Ω

(hαh2
xx + hαh2

x) dx +
α(1 − α)

3

∫
Ω

hα−2h4
x dx

=

∫
Ω

hα(Fε
n,m)′′(h)h2

x dx +

∫
Ω

hαfεn−1(h)

fεn(h)
σε
xhx dx. (A.13)

Due to the Cauchy inequality, we arrive at the estimates∫
Ω

hα(Fε
n,m)′′(h)h2

x dx � n

∫
Ω

hm−n+αh2
x dx = − n

m− n + α + 1

∫
Ω

hm−n+α+1hxx dx

� ε1

∫
Ω

hαh2
xx dx +

n2

4ε1(m− n + α + 1)2

∫
Ω

h2(m−n+1)+α dx,

∫
Ω

hαfεn−1(h)

fεn(h)
σε
xhx dx � ε2

∫
Ω

h2α−nh2
x dx +

n2(n− 2)

4ε2(n− 1)2

∫
Ω

fεn−2(h)(σ
ε
x)

2 dx

= − ε2

2α− n + 1

∫
Ω

h2α−n+1hxx dx +
n2(n− 2)

4ε2(n− 1)2

∫
Ω

fεn−2(h)(σ
ε
x)

2 dx

� ε3

∫
Ω

hαh2
xx dx +

ε2
2

4ε3(2α− n + 1)2

∫
Ω

h3α−2n+2 dx

+
n2(n− 2)

4ε2(n− 1)2

∫
Ω

fεn−2(h)(σ
ε
x)

2 dx

for arbitrary εi > 0. Using these estimates in (A.13), we find that

d

dt

∫
Ω

Gε(h) dx + (1 − ε1 − ε3)

∫
Ω

hαh2
xx dx +

α(1 − α)

3

∫
Ω

hα−2h4
x dx

�
n2

4ε1(m− n + α + 1)2

∫
Ω

h2(m−n+1)+α dx +
ε2
2

4ε3(2α− n + 1)2

∫
Ω

h3α−2n+2 dx

+
n2(n− 2)

4ε2(n− 1)2

∫
Ω

fεn−2(h)(σ
ε
x)

2 dx. (A.14)
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Choosing εi > 0 such that ε1 + ε3 < 1, integrating (A.14) in time, and taking into account

uniform boundedness of ‖hε‖L∞(0,T ;H1(Ω)) and ‖(fεn−2(hε))
1/2σε

x‖L2(QT ) in ε > 0 (see [10]),

from (A.14), we deduce the entropy estimate. �

By (A.12), we have

{h
α
2
ε hε,xx}ε>0 is uniformly bounded in L2(QT ), (A.15)

{h
α−2

4
ε hε,x}ε>0 is uniformly bounded in L4(QT ). (A.16)

In particular, using (A.15) and (A.16) with ε → 0, we can show that our solution h ∈ C1(Ω̄)

for a. e. t > 0 (proof is similar to [1,Theorem 3.1, p.190]). Note that this regularity allows

us to take limit in local energy estimate when ε → 0 on the set {h � μ}.
Next, we obtain the local energy estimate for the solution (hε, Γε), where hε > 0.

Multiplying (A.1) with δ = 0 by −(φhx)x and integrating in QT , we find

1

2

∫
Ω

h2
xφ dx− 1

2

∫∫
QT

h2
xφt dxdt +

∫∫
QT

fεn(h)h
2
xxxφ dxdt

=
1

2

∫
Ω

h2
0,xφ dx +

∫∫
QT

fεn(h)(1 − (Fε
n,m)′′(h))hxhxxxφ dxdt

−
∫∫
QT

fεn(h)(hxxx − hx + (Fε
n,m)′′(h)hx)(2hxxφx + hxφxx) dxdt

−
∫∫
QT

fεn−1(h)σ
ε
x(hxxxφ + 2hxxφx + hxφxx) dxdt. (A.17)

It is easy to check, using a priori estimates obtained in [10], that the integrals on the

right-hand side of (A.17) are uniformly bounded with respect to ε > 0. For arbitrary μ > 0,

hε → h strongly in the space C
4,1
x,t ({h > μ}). Therefore, passage to the limit ε → 0 in all of

the integrals in (A.17) over the domain {h > μ} is straightforward. As to integrals over

the domain {h � μ}, we have, for example, by virtue of (A.15) and uniform boundedness

of ‖(fεn−2(hε))
1/2σε

x‖L2(QT ) in ε > 0,∫∫
{h�μ}

fεn−1(h)σ
ε
xhxxφx dxdt

�
(∫∫
QT

fεn−2(h)(σ
ε
x)

2φ2
x dxdt

) 1
2
(∫∫
{h�μ}

(fεn−1(h))
2

fεn−2(h)
h2
xx dxdt

) 1
2

� Cμ
n−α

2

(∫∫
QT

hαh2
xx dxdt

) 1
2

� Cμ
n−α

2 → 0 as μ → 0.

Analogously, it is easy to check that all of the other integrals in (A.17) over {h � μ} are

bounded from above by some continuous function, k(μ), such that k(μ) → 0 as μ → 0.
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Therefore, first passing to the limit ε → 0, and afterwards letting μ → 0, we easily obtain

1

2

∫
Ω

h2
xφ dx− 1

2

∫∫
QT

h2
xφt dxdt +

∫∫
{h>0}

fn(h)h
2
xxxφ dxdt

�
1

2

∫
Ω

h2
0,xφ dx +

∫∫
{h>0}

fn(h)(1 − F ′′
n,m(h))hxhxxxφ dxdt

−
∫∫

{h>0}

fn(h)(hxxx − hx + F ′′
n,m(h)hx)(2hxxφx + hxφxx) dxdt

−
∫∫

{h>0}

fn−1(h)σx(hxxxφ + 2hxxφx + hxφxx) dxdt

=
1

2

∫
Ω

h2
0,xφ dx + I1 + I2 + I3. (A.18)

Now, we bound the terms Ii. First,

I1 = −
∫∫

{h>0}

fn(h)h
2
xxφ dxdt +

1

3

∫∫
{h>0}

f′′n (h)h4
xφ dxdt +

5

6

∫∫
{h>0}

f′n(h)h
3
xφx dxdt

+
1

2

∫∫
{h>0}

fn(h)h
2
xφxx dxdt−

∫∫
{h>0}

fn(h)F
′′
n,m(h)hxxxhxφ dxdt

� −
∫∫

{h>0}

fn(h)h
2
xxφ dxdt + ε1

∫∫
{h>0}

(fn(h)h
2
xxx + hn−4h6

x)φdxdt

+C(ε1)

∫∫
QT

hn+2(φ +
φ2
x

φ
+

|φxx|
3
2

φ
1
2

) dxdt + C(ε1)

∫∫
QT

h3m−2n+2φdxdt, (A.19)

I2 = 2

∫∫
{h>0}

fn(h)hxxxhxxφx dxdt− 2

∫∫
{h>0}

fn(h)hxxhxφx dxdt

+ 2

∫∫
{h>0}

fn(h)F
′′
n,m(h)hxxhxφx dxdt +

∫∫
{h>0}

fn(h)hxxxhxφxx dxdt

−
∫∫

{h>0}

fn(h)h
2
xφxx dxdt +

∫∫
{h>0}

fn(h)F
′′
n,m(h)h2

xφxx dxdt

� ε2

∫∫
{h>0}

(fn(h)h
2
xxx + hn−1|hxx|3 + hn−2h2

xh
2
xx + hn−4h6

x)φdxdt

+C(ε2)

∫∫
QT

hn+2(
φ6
x

φ5
+

φ2
x

φ
+

|φxx|
3
2

φ
1
2

+
|φxx|3
φ2

) dxdt + C(ε2)

∫∫
QT

h3m−2n+2φdxdt,

(A.20)
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I3 = −
∫∫

{h>0}

fn−1(h)σxhxxxφ dxdt− 2

∫∫
{h>0}

fn−1(h)σxhxxφx dxdt

−
∫∫

{h>0}

fn−1(h)σxhxφxx dxdt � ε3

∫∫
{h>0}

fn(h)h
2
xxxφ dxdt

+ ε3

∫∫
{h>0}

fn(h)h
2
xx

φ2
x

φ
dxdt + ε3

∫∫
{h>0}

fn(h)h
2
x

φ2
xx

φ
dxdt +

3n(n− 2)

2ε3(n− 1)2

∫∫
QT

fn−2(h)σ
2
xφ dxdt

� ε3

∫∫
{h>0}

(fn(h)h
2
xxx + hn−1|hxx|3 + hn−4h6

x)φdxdt

+C(ε3)

∫∫
QT

hn+2(
φ6
x

φ5
+

|φxx|3
φ2

) dxdt +
3n(n− 2)

2ε3(n− 1)2

∫∫
QT

fn−2(h)σ
2
xφ dxdt, (A.21)

where fn−1(z) =
(
n(n−2)
(n−1)2

fn(z)fn−2(z)
) 1

2 , 0 < n(n−2)
(n−1)2

< 1.

Multiplying (A.2) with δ = 0 by Φ′
ε(Γ )φ and integrating in QT , we deduce

∫
Ω

Φε(Γ )φdx−
∫∫
QT

Φε(Γ )φt dxdt

+

∫∫
QT

Dε(Γ )Φ′′
ε (Γ )Γ 2

xφ dxdt +

∫∫
QT

fεn−2(h)(σ
ε
x)

2φdxdt =

∫
Ω

Φε(Γ0)φdx

+

∫∫
QT

D̃ε(Γ )φxxdxdt +

∫∫
QT

fεn−2(h)ΓΦ′
ε(Γ )σε

xφx dxdt

−
∫∫
QT

fεn−1(h)σ
ε
x(hxxx − hx + (Fε

n,m)′′(h)hx)φdxdt

+

∫∫
QT

ΓΦ′
ε(Γ )fεn−1(h)(hxxx − hx + (Fε

n,m)′′(h)hx)φx dxdt, (A.22)

where D̃ε(z) :=
∫ z

1
Dε(s)Φ′

ε(s)ds. Without loss of generality, we will assume that estimates

(2.20), (2.21) are valid for approximations Dε(z) and Φε(z) for all z ∈ �1. Then from

(A.22) with φ = 1, we arrive at the uniform boundedness in ε > 0 of ‖Φ
q+1
2

ε (Γ )‖L2(0,T ;H1(Ω)),

‖Φε(Γ )‖Lq+1(QT ) and, in particular, ‖ΓΦ′
ε(Γ )‖

L
q+1
ν (QT )

for ν ∈ (0, 1). Using this information,

it is easy to check that the integrals on the right-hand side of (A.22) are uniformly bounded

with respect to ε. For arbitrary μ > 0, hε → h strongly in the space C4,1
x,t ({h > μ}). Therefore,

passage to the limit ε → 0 in last two integrals from the right-hand side of (A.22) over the

domain {h > μ} is straightforward. As to integrals over the domain {h � μ}, we have, for

example, by virtue of uniform boundedness of ‖(fεn(hε))1/2(hxxx − hx + (Fε
n,m)′′(h)hx)‖L2(QT )
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and ‖ΓΦ′
ε(Γ )‖

L
q+1
ν (QT )

in ε > 0,

∫∫
{h�μ}

ΓΦ′
ε(Γ )fεn−1(h)(hxxx − hx + (Fε

n,m)′′(h)hx)φx dxdt

�
(∫∫
QT

fεn(h)(hxxx − hx + (Fε
n,m)′′(h)hx)

2φ2
x dxdt

) 1
2
(∫∫
{h�μ}

(fεn−1(h))
2

fεn(h)
(ΓΦ′

ε(Γ ))2 dxdt
) 1

2

� Cμ
n−α

2

(∫∫
QT

(ΓΦ′
ε(Γ ))2 dxdt

) 1
2

� Cμ
n−α

2 → 0 as μ → 0

for ν ∈ (0, q+1
2

). Analogously, it is easy to check that the another integral in (A.22) over

{h � μ} is bounded from above by some continuous function, k(μ), such that k(μ) → 0

as μ → 0. Therefore, first passing to the limit ε → 0, and afterwards letting μ → 0, taking

into account (2.20), (2.21) and 0 � Γ � 1 a.e. in QT , we easily derive

∫
Ω

Φ(Γ )φdx−
∫∫
QT

Φ(Γ )φt dxdt

+
4C2

(q + 1)2

∫∫
QT

(Φ
q+1
2 (Γ ))2xφ dxdt +

∫∫
QT

fn−2(h)σ
2
xφ dxdt �

∫
Ω

Φ(Γ0)φdx

+C3

∫∫
QT

Φq+1(Γ )|φxx|dxdt +

∫∫
QT

fn−2(h)ΓΦ′(Γ )σxφx dxdt

−
∫∫

{h>0}

fn−1(h)σx(hxxx − hx + F ′′
n,m(h)hx)φdxdt

+

∫∫
{h>0}

ΓΦ′(Γ )fn−1(h)(hxxx − hx + F ′′
n,m(h)hx)φx dxdt

=:

∫
Ω

Φ(Γ0)φdx + C3

∫∫
QT

Φq+1(Γ )|φxx|dxdt + J1 + J2 + J3. (A.23)

Now, we bound the terms Ji.

J1 � δ1

∫∫
QT

fn−2(h)σ
2
xφ dxdt + C(δ1)

∫∫
QT

fn−2(h)(ΓΦ′(Γ ))2
φ2
x

φ
dx

� δ1

∫∫
QT

fn−2(h)σ
2
xφ dxdt + C(δ1)

∫∫
QT

hn+2φ
2
x

φ
dxdt + C(δ1)

∫∫
QT

|ΓΦ′(Γ )| n+2
2
φ2
x

φ
dxdt,

(A.24)
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J2 = −
∫∫

{h>0}

fn−1(h)σxhxxxφ dxdt +

∫∫
{h>0}

fn−1(h)σxhxφ dxdt

−
∫∫

{h>0}

fn−1(h)σxF
′′
n,m(h)hxφ dxdt � δ2

∫∫
{h>0}

fn(h)h
2
xxxφ dxdt + δ2

∫∫
{h>0}

fn(h)h
2
xφ dxdt

+δ2

∫∫
{h>0}

fn(h)((F
′′
n,m(h))2h2

xφ dxdt +
3n(n− 2)

4δ2(n− 1)2

∫∫
QT

fn−2(h)σ
2
xφ dxdt

� δ2

∫∫
{h>0}

(fn(h)h
2
xxx + hn−4h6

x)φdxdt + C(δ2)

∫∫
QT

hn+2φdxdt

+C(δ2)

∫∫
QT

h3m−2n+2φdxdt +
3n(n− 2)

4δ2(n− 1)2

∫∫
QT

fn−2(h)σ
2
xφ dxdt, (A.25)

J3 =

∫∫
{h>0}

ΓΦ′(Γ )fn−1(h)hxxxφx dxdt−
∫∫

{h>0}

ΓΦ′(Γ )fn−1(h)hxφx dxdt

+

∫∫
{h>0}

ΓΦ′(Γ )fn−1(h)F
′′
n,m(h)hxφx dxdt � δ3

∫∫
{h>0}

fn(h)h
2
xxxφ dxdt

+δ3

∫∫
{h>0}

fn(h)h
2
xφ dxdt + δ3

∫∫
{h>0}

fn(h)(F
′′
n,m(h))2h2

xφ dxdt

+C(δ3)

∫∫
QT

fn−2(h)(ΓΦ′(Γ ))2
φ2
x

φ
dxdt � δ3

∫∫
{h>0}

(fn(h)h
2
xxx + hn−4h6

x)φdxdt

+C(δ3)

∫∫
QT

hn+2(φ +
φ2
x

φ
) dxdt + C(δ3)

∫∫
QT

h3m−2n+2φdxdt

+C(δ3)

∫∫
QT

|ΓΦ′(Γ )| n+2
2
φ2
x

φ
dxdt. (A.26)

Summing (A.18) and (A.23), in view of estimates (A.19)–(A.21), (A.24)–(A.26) and

(2.20), (2.21), using Lemma B.1, we arrive at

1

2

∫
Ω

(h2
x + 2Φ(Γ ))φdx− 1

2

∫∫
QT

(h2
x + 2Φ(Γ ))φt dxdt

+C1

∫∫
QT

(h
n+2
2 )2xxxφ dxdt + C0

∫∫
Qt

(Φ
q+1
2 (Γ ))2xφ dxdt

+C2

∫∫
QT

fn−2(h)(σx)
2φdxdt �

1

2

∫
Ω

(h2
0x + 2Φ(Γ0))φdx
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+C3

∫∫
QT

Φ
ν(n+2)

2 (Γ )
φ2
x

φ
dxdt + C4

∫∫
QT

Φq+1(Γ )φxx dxdt

+C5

∫∫
QT

hn+2(φ +
φ6
x

φ5
+

φ2
x

φ
+

|φxx|
3
2

φ
1
2

+
|φxx|3
φ2

) dxdt

+C6

∫∫
QT

h3m−2n+2φdxdt. (A.27)

Taking φ = ζ6 in (A.27), we deduce that

1

2

∫
Ω

(h2
x + 2Φ(Γ ))ζ6 dx− 1

2

∫∫
QT

(h2
x + 2Φ(Γ ))(ζ6)t dx

+C1

∫∫
QT

{(h n+2
2 )2xxx + (Φ

q+1
2 (Γ ))2x + fn−2(h)(σx)

2}ζ6 dxdt

�
1

2

∫
Ω

(h2
0x + 2Φ(Γ0))ζ

6(x, 0) dx + C3

∫∫
QT

Φ
ν(n+2)

2 (Γ )ζ4ζ2
x dxdt

+C4

∫∫
QT

Φq+1(Γ )ζ4(ζ2
x + ζ|ζxx|) dxdt + C6

∫∫
QT

h3m−2n+2ζ6 dxdt

+C5

∫∫
QT

(hn+2(ζ6 + ζ6
x + ζ4ζ2

x + ζ
9
2 |ζxx|

3
2 + ζ3|ζxx|3)) dxdt. (A.28)

Multiplying (A.1) with δ = 0 by ζ4(h + γ̃)β , β > 1−n
3
, γ̃ > 0 and integrating on QT , using

Young’s inequality, and letting γ̃ → 0 and ε → 0, we obtain the following estimate:∫
Ω

ζ4hβ+1(T ) dx−
∫∫
QT

hβ+1(ζ4)t �

∫
Ω

ζ4h
β+1
0 dx

+ ε4

∫∫
{h>0}

ζ6{fn(h)h2
xxx + hn−4h6

x} dxdt + ε4

∫∫
QT

ζ6fn−2(h)(σx)
2 dxdt

+C(ε4)

∫∫
QT

{χ{ζ>0}h
n+3β−1 + hn+2(ζ6 + ζ6

x) + h3m−2n+2ζ6} dxdt, (A.29)

where β > 1−n
3

. Summing (A.29) and (A.28), we obtain (3.1).

Appendix B

Lemma B.1 ( [3, 23, 25]) Let Ω ⊂ �1 be a bounded domain, and let 1
2
< n < 3. Then, the

following estimates hold for any function v ∈ C1(Ω̄)∩H3
loc({v > 0}) such that v � 0, vx = 0
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on ∂Ω and
∫
{v>0} v

nv2
xxxdx < ∞:∫

Ω

ϕ6{vn−4v6
x + vn−2v2

xv
2
xx + vn−1|vxx|3}dx � c

{ ∫
{v>0}

ϕ6vnv2
xxxdx +

∫
{ϕ>0}

vn+2ϕ6
xdx

}
,

∫
Ω

ϕ6(v
n+2
2 )2xxxdx � c

{ ∫
{v>0}

ϕ6vnv2
xxxdx +

∫
{ϕ>0}

vn+2{ϕ6
x + ϕ2ϕ2

xϕ
2
xx + ϕ3|ϕxx|3}dx

}
,

where ϕ ∈ C2(Ω) is an arbitrary non-negative function such that ϕx = 0 on ∂Ω, and the

constants c > 0 are independent of v.

Lemma B.2 (Stampacchia’s Lemma for Systems [23]) Let (β1, . . . , βm) ∈ �m, m � 1, and let

β =
∏m

j=1 βj, βi = β
βi

=
∏m

j=1,j �=i βj . Assume that Gi(s) are non-negative non-increasing

functions satisfying the inequalities

Gi(s + δ) � ci

( m∑
k=1

Gk(s)

δαk

)βi
∀ s > 0, δ > 0, i = 1, m

with real constants ci > 0, βi > 1, and αi � 0 for i = 1, m, and αi > 0 for

i = 1, � for some 1 � � � m. Let G(s) =
∑m

k=1(c
βk

k )
(
Gk(s)

)βk

, and let the function

H(s) = mβ
∑m

k=�+1c
βk

k (c
βk

k )
1−βk(
Gk(s)

)βk−1

be such that H(s1) < 1 at a some s1 � 0. Then, there

exists a positive constant c > 1 depending on m, αi, βi, � and H(s1) such that Gi(s0) ≡ 0

for all i = 1, �, where s0 = s1 + c
∑�

k=1

(
c
βk

k (c
βk

k )
1−βk(

G(s1)
)βk−1) 1

αkβ . Note, if � = m, then

s1 = 0.

Lemma B.3 ( [14]) If Ω ⊂ �N is a bounded domain with piecewise-smooth boundary, a > 1,

b ∈ (0, a), d > 1, and 0 � k < j, k, j ∈ �, then there exist positive constants d1 and d2

(d2 = 0 if Ω is unbounded) depending only on Ω, d, j, b and N such that the following

inequality is valid for every v(x) ∈ Wj,d(Ω) ∩ Lb(Ω):

∥∥Dkv
∥∥
La(Ω)

� d1

∥∥Djv
∥∥θ

Ld(Ω)
‖v‖1−θ

Lb(Ω) + d2 ‖v‖Lb(Ω) , θ =
1
b

+ k
N
− 1

a
1
b

+ j
N
− 1

d

∈
[
k

j
, 1

)
.

Note that if Ω = B(0, R) \B(0, r) and k = 0, where B(0, x) is ball with the radius x and the

origin at 0, then d2 = c(R − r)−
(a−b)N

ab .

Lemma B.4 (see [11]) Let (β1, . . . , βm) ∈ �m, m � 1, and let β =
∏m

j=1 βj, βi = β
βi

=∏m
j=1,j �=i βj . Assume that Gi(s), g(s) are non-negative non-increasing functions satisfying the

inequalities

Gi(s + δ) � ci

( m∑
k=1

Gk(s)

δαk
+ g(s)

)βi
∀ s ∈ �1, δ > 0, i = 1, m (B.1)
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with real constants ci > 0, βi > 1 and αi > 0. Let the functions

Gmax(s) := max
i=1,m

{mc02
β(

m∑
k=1

(
Gk(s)

)βk

)βi−1}
1
αiβ , c0 = 2β−1

m∑
k=1

(ck)
βk ,

and gmax(s) := maxi=1,m

(
m2β

) 1
αiβ

(
2β−1

∑m
k=1 (ck)

βk

) βi
αi
(g(s))

βi−1

αi be such that

(i) for some s1 ∈ (−∞, s0), the inequality Gmax(s) � k1gmax(s) holds for all s < s1,

(ii) gmax(s) � k2(s0 − s) for all s � s0,

where k1 >
(
1−maxi=1,m{2

− βi−1

αiβ }
)−1

and 0 < k2 < k−1
1 (1− k−1

1 −maxi=1,m{2
− βi−1

αiβ }). Then,

Gi(s) ≡ 0 for all s � s0.

https://doi.org/10.1017/S0956792516000474 Published online by Cambridge University Press

https://doi.org/10.1017/S0956792516000474

