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         Abstract:     This article examines privacy threats arising from the use of data mining by pri-
vate Australian health insurance companies. Qualitative interviews were conducted with 
key experts, and Australian governmental and nongovernmental websites relevant to pri-
vate health insurance were searched. Using Rationale, a critical thinking tool, the themes 
and considerations elicited through this empirical approach were developed into an argu-
ment about the use of data mining by private health insurance companies. The argument is 
followed by an ethical analysis guided by classical philosophical theories—utilitarianism, 
Mill’s harm principle, Kant’s deontological theory, and Helen Nissenbaum’s contextual 
integrity framework. Both the argument and the ethical analysis fi nd the use of data mining 
by private health insurance companies in Australia to be unethical. Although private health 
insurance companies in Australia cannot use data mining for risk rating to cherry-pick 
customers and cannot use customers’ personal information for unintended purposes, this 
article nonetheless concludes that the secondary use of customers’ personal information 
and the absence of customers’ consent still suggest that the use of data mining by private 
health insurance companies is wrong.   

 Keywords:     privacy  ;   data mining  ;   health insurance industry  ;   private health insurance      

   Introduction 

 Private health insurance (PHI) companies collect massive amounts of personal infor-
mation about their customers. Data mining allows these companies to segregate cus-
tomers into categories of which the customers themselves are unaware.  1   Data mining 
also allows these companies to cherry-pick customers,  2 , 3 , 4   making the use of this tech-
nique within the PHI industry an area of major privacy concern.  5   The literature on the 
ethics of healthcare data mining, however, is predominately American. PHI compa-
nies are not regulated elsewhere in the same way they are in the United States. Private 
health insurance companies in Australia are tightly controlled by the government, 
and the privacy laws pertaining to the industry differ from those in the United States, 
where PHI companies can set the price of their products based on an assessment of the 
individual customer’s risk. Understanding how data mining is used by PHI compa-
nies outside the United States, particularly in developed nations like Australia, is 
therefore of potential signifi cance, particularly if it raises privacy issues. Of particular 
interest is the role of privacy protection laws in protecting customers from potential 
misuse of information arising from data mining. 

  The author wishes to thank the Faculty of Business at Charles Sturt University for funding this study, 
Deborah Munns (Charles Sturt University) for her assistance with the literature review for this article, 
and Kathryn French (Charles Sturt University) and Mary Rorty (Stanford University) for editing earlier 
drafts of this article  .  
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 Using the Australian PHI industry as a case study, this article explores the 
implications of the use of data mining for the privacy of the customers of PHI 
companies. Classical philosophical theories, specifi cally utilitarianism, Mill’s 
harm principle, Kant’s deontological theory, and Helen Nissenbaum’s contex-
tual integrity framework, are then invoked to arrive at a judgment about the 
ethical implications of the preceding argument.   

 Data Mining in the Context of PHI 

 When consumers apply for private health insurance, the insurers collect personal 
information like age, gender, geographic location, and marital status. The classifi -
cations or categories generated from data mining are based on this nonsensitive 
information and consequently would not seem to directly violate privacy. Data 
mining is a process of searching within large datasets in order to reveal unpre-
dicted correlations, which might then allow the companies to place customers in 
new and nonobvious classifi cations, categories that the customers might not have 
imagined applied to them. The newly discovered classifi cations are generated 
on the basis of inference from the vast amounts of individual personal informa-
tion within larger datasets. As the records of new customers are added to the data-
bases, data mining can suggest the relevance of these discovered classifi cations or 
categories.  6   But because, in reality, the included customers may not actually fall 
into the discovered classifi cations or categories, the criteria used for assignment 
may not be appropriate. 

 Data mining is a well-established practice in many fi elds, including marketing, 
advertising, fi nance, banking, and insurance.  7   Data mining utilizes various tech-
niques such as classifi cation, clustering, association rule mining, and summariza-
tion of data, making it possible to discover trends within the data, extract 
meaningful information, and predict the value of future data. In addition, new 
information generated as a result of data mining techniques can provide busi-
nesses with accurate “profi les” of consumers and their purchasing behavior, 
allowing them to more effectively target their customers. This makes data mining 
an indispensable tool for marketing purposes.  8   

 However, profi ling through data mining can lead to some de-individualization. 
People are treated as group members, rather than as individuals—which makes 
it possible for people to be labeled and discriminated against or stigmatized.  9   
Karpurika Raychaudhuri and Pradeep Ray note that privacy is especially important 
for PHI customers if they suffer from a stigmatized illness.  10   

 Data mining in the context of health insurance has proven to be effective in 
detecting fraud.  11   In the United States, the cost of fraud in national insurance was 
estimated in 2003 at $170 billion. When a health insurance company in the United 
States built a data mining application to detect fraud, it led to savings of $11.5 million 
in one year alone. Data mining can be used to detect underdiagnosed patients, 
thereby avoiding expensive claims. Data mining can also be used to detect high-
risk customers, giving health insurance companies the opportunity to plan appro-
priate intervention and prevention strategies. However, data mining does involve 
the secondary use of personal information, which is one of the areas of major pri-
vacy concern.  Secondary use  is when information provided for one purpose is used 
for an unrelated purpose. Corey Angst notes that information gleaned from linked 
databases can be used in new and unanticipated ways, often without the knowledge 
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of customers.  12   The data could also be linked to other databases as a means of gen-
erating new information, which in turn could be used in the future for applica-
tions that may not yet be fully developed. 

 Raychaudhuri and Ray argue that electronic personal information has the 
potential to be easily duplicated and shared with others who are not party to the 
original disclosure, often without the individual’s knowledge. Shaheen Borna and 
Stephen Avila add that this information may eventually be used by a number of 
other interested parties, such as potential employers.  13   Raychaudhuri and Ray 
concur, adding that data may include information about physical health, genetic 
information, information on mental health, and much more. Information from 
data mining may infl uence employment and employability, credit worthiness, 
and one’s ability to get health insurance—in some cases it may affect the rates paid 
for coverage. 

 Proponents of health information exchange argue that customers’ information 
is usually stripped of all identifi ers prior to being mined. Privacy advocates, how-
ever, argue that simple automated methods can be used to reidentify customers’ 
data by cross-referencing using the data available from public sources, such as 
voter registration databases. Lita Van Wel and Lambèr Royakkers argue that even 
nonidentifi able data can become identifi able when different sources are merged 
together.  14   Proponents of health information exchange argue that linked databases 
can save costs by eliminating duplicate services, improving care, shortening hos-
pital stays, and streamlining treatment and care among all care professionals 
and geographic locations. They add that a massive database of health information 
would allow for improved public health reporting, bioterrorism surveillance, 
quality monitoring, and advances in clinical trials. Health information exchange 
can also help businesses target new customer groups through marketing segmen-
tation, minimize their costs, and sell more products. 

 Data mining can be used to identify individuals on the basis of value. That is, 
data mining can be used to classify consumers based on an estimated or predicted 
valuation of their economic circumstances. It can then be used to impose price 
discrimination, in which the same good is offered to different consumers at differ-
ent prices, or to restrict access to goods or services. This doctrine of “fair discrimi-
nation” holds that an insurer has the right to measure the burden of the policyholder 
on the insurance fund, and to charge appropriately for it. Thus consumers with 
different risk factors will bear different costs for their insurance. Proponents of 
data mining in PHI argue that insurance costs will rise for all if insurance compa-
nies are not sure of the “true” risk they need to underwrite. Privacy advocates, 
however, argue that using data mining techniques in this way can encourage busi-
nesses to engage in discrimination against their customers.  15   Data mining has the 
potential of allowing insurance companies to cherry-pick only those people who 
are healthy and require fewer health services. Privacy advocates argue that if 
insurers, for example, use genetic testing, then insurance will only be affordable to 
those people deemed to have “healthy” genes. Those with “defective” genes may 
be subject to higher premiums or, at worst, may even be denied insurance coverage. 
The respondents to a public opinion survey conducted by Borna and Avila raised 
these concerns. 

 The use of data mining can also be problematic with respect to informed con-
sent, which relates to notice (being aware) and consent (having choice). A person 
whose information is being collected may not be aware that his or her information 
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is being mined, does not know how the results will be used, and has no opportu-
nity to consent to the uses or to withhold the information. Privacy advocates argue 
that projects that rely on individuals voluntarily forfeiting certain elements of 
their private information are misleading, as most nonexpert participants could not 
have a full understanding of what opting-in means, because the possible uses of 
the information are still evolving. A further challenge of data mining is that it is 
often not clear what patterns will be revealed from the data. This would make it 
impossible to clearly specify in advance the exact purpose of data collection in 
order to notify the data subjects. As far as customers are concerned, Donald 
Willison et al.  16   found that customers want their consent to be sought before their 
personal information is used for a second purpose. Insurance companies, on the 
other hand, say that if individuals are concerned about their privacy, they should 
refrain from purchasing insurance policies. 

 The issues surrounding customer privacy are further complicated by the absence 
of laws regulating data mining. Herman Tavani argues that the current privacy 
laws do not offer individuals any protection for how information obtained through 
data mining will subsequently be used.  17   This is particularly problematic if mak-
ing decisions about who can become a customer is conditional on categories dis-
covered by data mining.   

 The Australian PHI and Privacy Laws in  Australia  

 PHI in Australia is provided by private health insurers registered under the PHI 
Act of 2007.  18   The operations of all registered private health insurers are moni-
tored by the PHI Administration Council (PHIAC), an independent Australian 
government body that ensures that the insurers are able to meet their fi nancial 
obligations to their customers. By law, private health insurers cannot and should 
not engage in risk rating, in which a price set on an insurance product is based on 
the likelihood of an individual making a claim. Private health insurers instead 
must follow a principle known as “community rating.” According to this prin-
ciple, everyone is entitled to buy the same product at the same price,  19   and health 
insurers cannot offer different prices according to age, gender, state of health, or 
the size of one’s family. Life insurance, trauma insurance, and disability insurance 
can be risk rated, however. The PHIAC gave the following example: “A single, 
healthy 20 year-old and a single, unwell 60 year-old will both pay the same pre-
mium for the same cover [from the same insurer]. However, the cost of premiums 
for similar cover may vary between insurers.” In addition, private health insurers 
cannot refuse to insure a customer, and everyone also has the right to have their 
policy renewed by their private health insurer. 

 The PHI Act of 2007 also regulates the gathering and disclosure of customers’ 
personal information by private health insurers. All PHI bodies in Australia, 
including Private Heath Care Australia, the PHIAC, PHI Ombudsman, and 
Consumers Health Forum of Australia, must comply with the national privacy 
principles set out in the Privacy Act of 1988. The Privacy Act of 1988 sets out clear 
rules about information handling, including how businesses may collect, use, 
store, and disclose personal information. In addition, the Healthcare Identifi ers 
Act of 2010 provides an additional layer of protection for PHI customers’ personal 
information. The act contains clauses that exclude the use of the healthcare identi-
fi er of a healthcare recipient for the purpose of communicating or managing health 
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information as part of a contract of insurance for the healthcare recipient.  20   
However, the Privacy Act of 1988 does not adequately protect customers’ records 
from nonconsensual secondary use of data, such as data mining. The information 
privacy principles (IPPs), which apply to businesses with a turnover of three million 
dollars or more, do not explicitly mention the threats of data mining to privacy. 
But the IPPs do state that personal information shall not be used for a purpose to 
which the information is not relevant, meaning that using personal information 
for purposes other than those for which it was originally gathered and intended is 
against the law.   

 The Research Approach  

 The Empirical Component 

 The aim of this study is to explore the implications of data mining for the privacy 
of customers of PHI companies in Australia. To achieve this aim, qualitative inter-
views with key experts were conducted during the months of July and September 
2013 and February 2014. The data from these interviews were analyzed immedi-
ately after collection. 

 In addition, a search of Australian governmental and nongovernmental web-
sites relating to PHI was conducted in October 2013. The terms or keywords used 
were obtained after a comprehensive literature review conducted in January 2013. 
More than 10 governmental and nongovernment websites were visited. The results 
from the qualitative interviews and the searches of Australian websites are incor-
porated into the subsequent argument.   

 The Philosophical Component 

 To develop the argument, critical thinking software frequently used for argu-
ment mapping was employed. This technique is widely used in work in the 
fi elds of information technology ethics, English, social studies, history, and 
philosophy and has been adopted by several universities in Australia. Argument 
mapping is a philosophy-based method of representing ethical problems and 
working toward logical arguments and is effective in representing ethical argu-
ments diagrammatically.  21   Argument mapping is useful in formulating well-
reasoned arguments and writing clear and concise essays, so long as the 
diagram is developed before the essay is written. The program Rationale, pro-
vided by Austhink Software, was used to develop the argument map. This 
program helps to build a model of the argument, allowing the user to clearly 
see the logical structure. The developed argument can then be converted into 
an essay and can be used as a basis for making a moral judgment about the 
ethical issue raised. 

 First, a diagram was constructed using Rationale to map the argument, present-
ing the main premise and the supporting reasons for it and objections to it, with 
the intention of developing a rational argument. Then the diagram was converted 
into textual form, adhering closely to the generated map of the argument. Finally, 
four philosophical formulations—utilitarianism, Mill’s harm principle, deontology, 
and contextual integrity—were applied to the main premise of the argument to 
arrive at a moral judgment about the main premise.   
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 Rationale 

 In Rationale, an argument is like an upside-down tree, with the roots being the 
main contention. It is made up of simple, linked arguments that constitute the 
justifi cation for affi rming or denying the main contention. Each argument is a 
claim with a single reason supporting it or an objection to it. Each reason or objec-
tion is made up of one or more claims that work hand in hand to provide the jus-
tifi cation for the claim above them. The main contention starts the argument and 
needs to be evaluated as either true or false. The contention has to be a full, gram-
matical, declarative sentence. It should also be normative or moral; it should make 
an evaluative judgment about the rightness or wrongness of the action in question. 

 Reasons should directly address the idea in the claim above them; that is, they 
should answer “why” or serve as “because” for the claim above them.  22   Reasons 
or objections should observe three rules: the golden rule, the rabbit rule, and the 
holding hands rule. The golden rule states that every argument has at least two 
supporting premises. This is to ensure that even obvious or hidden supporting 
premises are explicated. The rabbit rule states that any important term or concept 
that appears in the contention must also appear in one of the premises. This is to 
make sure that the contention is appropriately tied to the premises. The holding 
hands rule states that if something appears in a premise but not in the contention, 
it must appear in at least another premise, to make sure that the premises are tied 
to each other.    

 The Argument 

 The argument, presented here in text format, was developed based on the Rationale 
argument; the diagrammatic version is available online.  23 , 24   The argument proceeds 
as follows:

  Contention: The use of data mining by PHI companies in Australia is 
ethical.  25   There are three reasons for this: (1) PHI companies in Australia 
cannot use data mining to perform risk rating; (2) the use of data mining 
by PHI companies in Australia can help improve the products and ser-
vices; and (3) the use of data mining by PHI companies in Australia can 
help with fraud detection. However, there are fi ve objections to this line 
of reasoning: (1) data mining can be used by PHI companies in Australia 
in an unethical manner; (2) the use of data mining by PHI companies in 
Australia can violate customers’ privacy; (3) the use of data mining by 
PHI companies in Australia is done without the consent of customers; 
(4) the use of data mining by PHI companies in Australia may involve the 
secondary use of data; (5) and the use of data mining by PHI companies 
in Australia may involve using data for unintended purposes. These rea-
sons and their support or objections are detailed below.  

  The use of data mining by PHI companies in Australia does not raise 
an ethical issue because PHI companies in Australia cannot use data min-
ing to perform risk rating. Indeed, risk rating is illegal in Australia, as the 
Health Insurance Companies Act 2007 prohibits it. Data mining will not 
be used in this unethical manner, as the illegality of risk rating means 
there is no incentive to use it to risk rate customers. However, there are 
other incentives to perform data mining. For example, data mining can 
be used to detect fraud or improve the products and services. This means 
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that PHI companies in Australia can still use data mining, possibly in an 
unethical manner, which suggests that unless risk rating is the only pos-
sible unethical use of data mining, we cannot exclude possible unethical 
uses.  

  Data mining by PHI companies in Australia can be potentially used 
to help with fraud detection. Detecting fraud can reduce fi nancial loss 
and protect revenue, which, in turn, can result in savings to customers. 
Moreover, detecting fraud can help PHI companies in Australia to 
remain fi nancially sound, which is important for existing customers 
so PHI companies can pay their claims into the future. Similarly, the 
use of data mining by PHI companies in Australia can facilitate the 
provision of tailored products and services and help improve products 
and services. This can reduce PHI companies’ costs and, in turn, reduce 
premiums for customers.  

  Conversely, data mining can be used by PHI companies in Australia 
in an unethical manner. For example, data mining can be used to classify 
a customer as belonging to a group that is likely to default on payments, 
a classifi cation that may not be fair. What if, in reality, the customer 
does not belong to the group the classifi cation assigned to him or her? 
This potentially devalues a customer who does not know, and so cannot 
correct, an inaccurate conclusion about him or her. The inability of the 
customers to correct their information contravenes their right to control 
their own data, thereby violating their privacy. Similarly, data mining 
can be used by PHI companies to classify a customer as belonging to a 
group that is likely to develop a certain disease. If this is true, a cus-
tomer may not want others to know this. For this reason this classifi ca-
tion violates the customer’s privacy.  

  However, PHI companies in Australia are obligated to de-identify cus-
tomers’ data, thereby protecting against this type of breach of privacy. 
Furthermore, PHI companies in Australia cannot use this information to 
deny the customer insurance or charge him or her higher premiums.  

  Still, the use of data mining by PHI companies in Australia may be 
performed without the consent of customers. Indeed, not seeking per-
mission from customers is unethical, as using data without customers’ 
consent violates their human rights. Their rights to be autonomous 
agents, to be free (the right to liberty), to feel secure, and to be treated 
with respect have all been contravened. The violation of these human 
rights is wrong. Furthermore, the use of data mining by PHI companies 
in Australia may involve the secondary use of data. Secondary use of 
data breaches customers’ right to have control over their own data. This 
violates their privacy and is wrong. It is worth noting that the secondary 
use of data is not protected by Australian privacy laws, as the laws pro-
tect only the fi rst use of the data. This makes the secondary use of data 
even more problematic, prompting a need for its protection by law. A fur-
ther objection to the use of data mining by PHI companies in Australia 
involves using data for an unintended purpose. This use of data is prob-
lematic for two reasons. First, using data for an unintended purpose 
could expose data to abuse, causing harm to individuals. Second, using 
data for an unintended purpose is against the Australian privacy laws. 
The IPPs specifi cally state that data should not be used for a purpose for 
which the information is not relevant. Both subjecting individuals to 
harm and breaching the Australian privacy laws make using data for an 
unintended purpose wrong.  
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    The Ethical Analysis 

 The preceding section laid out the argument for and against the use of data mining 
by PHI companies in Australia. The aim of this section is to draw on classical 
philosophical theories such as utilitarianism, Mill’s harm principle, Kant’s deon-
tological theory, and Helen Nissenbaum’s contextual integrity framework to high-
light the important aspects in the preceding argument about privacy. Using a 
philosophical perspective provides a philosophical basis for our attempt to arrive 
at a moral judgment about the threat data mining by PHI companies poses to pri-
vacy. However, a defi nition of and an overview of the value of privacy are given 
to provide context to the ethical analysis. 

 There are three standard theories of privacy: accessibility privacy defi nes pri-
vacy in terms of one’s right to be physically left alone. Decisional privacy focuses 
on freedom from interference in one’s choices and decisions. Informational pri-
vacy defi nes privacy as control over the fl ow of one’s personal information.  26   
Because this article is concerned with the use of customers’ personal information 
by PHI companies for data mining purposes, it is this third defi nition that is most 
relevant for this article. The defi nition of informational privacy focuses on the 
customers’ ability to restrict access to and maintain control over the fl ow of their 
personal information, including the transfer and exchange of that information. 

 Privacy is important for many reasons, including such human ends as trust, 
friendships, security, love and marriage relationships, respect and dignity, free-
dom of expression and liberty, autonomy, democracy, solitude, anonymity, secrecy, 
data protection, and self-confi dence.  27   Privacy is also valued because it can protect 
individuals from such various harms as defamation, harassment, manipulation, 
blackmail, theft, subordination, and exclusion. James Moor  28   considers privacy as 
the articulation of the value of security. Privacy is also important because it affords 
individuals the ability to selectively disclose information relating to their self.  29   
This control over and management of self-presentation is vital for individuals to 
be able to successfully create and maintain different kinds of personal relationships. 
In other words, our ability to navigate a variety of social interactions depends 
on our ability to control information about our self. Without privacy, the variety of 
relationships individuals can participate in would disintegrate. So basic is the 
need for privacy, it is often simply assumed to be an individual right. 

 According to Kant’s means-to-an-end categorical imperative, it would appear 
that the use of data mining by PHI companies is wrong because customers were 
used as a means to an end—the means being the customers’ personal information, 
and the end being such secondary goals as the detection of fraud or the improve-
ment of products and services. Respect for people requires that customers be 
treated as ends in themselves, and not only as means to some other end. To treat 
customers with respect obliges companies to treat them as persons who have 
value in themselves, not just as sources of pieces of information that PHI compa-
nies could feed to a data mining application to add value to their business. 

 Taking a utilitarian perspective—the morally right action is that which produces 
the greatest good—may yield a different outcome. If using data mining in the PHI 
context produces considerable good, then using data mining is not wrong. It has 
already been found that data mining can help with detecting fraud, improving 
products and services, streamlining advertising, and improving companies’ 
understanding of customer’s behavior—outcomes that all appear to help PHI 

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/S

09
63

18
01

14
00

06
07

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/S0963180114000607


The Use of Data Mining by PHI Companies and Customers’ Privacy

289

companies to remain fi nancially sound. This is important for existing customers, 
because it means PHI companies can pay their claims into the future. In addition, 
given that risk rating is illegal and de-identifi cation protects customers’ privacy, it 
would appear data mining does little, if any, harm to their customers, suggesting 
that the use of this technique would be acceptable. 

 However, in analyzing the use of data mining using Mill’s harm principle,  30   it 
would appear that the secondary use of customers’ personal information for unin-
tended purposes and without the consent of the customers is unfair, wrong, and 
illegal. Secondary use of personal information could expose data to abuse, which, 
in turn, could result in harm to customers. Using customers’ data for unintended 
purposes and without the consent of the customers also violates their basic human 
rights and their privacy. 

 Helen Nissenbaum’s contextual integrity framework has two types of informa-
tional norms: (1) norms of appropriateness and (2) norms of distribution.  31    Norms 
of appropriateness  dictate the nature of the information about an individual that is 
permissible to reveal in a particular context. For example, it is proper for Mrs. X’s 
professor to inform the dean of the college of Mrs. X’s misconduct, but it is not 
acceptable for the professor to share this information with her husband.  Norms of 
distribution  govern the fl ow of information from one party to another—whether or 
not that distribution of information respects contextual norms of information fl ow. 
Using the same example, it is acceptable for Mrs. X’s professor to email the dean 
of the college the evidence of misconduct, but it is inappropriate for the professor 
to email it to her friend. The contextual integrity of the fl ow of information is 
maintained when both kinds of norms are respected; otherwise, a breach of pri-
vacy occurs. 

 In analyzing the use of data mining by PHI companies in Australia, it would 
appear that the secondary use of customers’ personal information by PHI compa-
nies in Australia is not appropriate, because this use is for a context other than the 
one for which the information was gathered. The absence of consent from the 
customers for their personal information to be used in other contexts makes this 
secondary use even more inappropriate. Although the norms of distribution have 
not been violated in this case, because distribution of personal information did not 
occur, the norms of appropriateness have been violated; thus the use of data min-
ing by PHI companies in Australia breaches customers’ privacy and is therefore 
wrong.   

 Conclusion 

 The aim of this article was to examine the threats to the privacy of the Australian 
PHI customers arising from the use of data mining. To achieve this aim, qualita-
tive interviews with key experts and a search within Australian governmental and 
nongovernmental websites relevant to PHI were conducted. Using the results 
from these empirical approaches, the article then developed an argument to delib-
erate on the ethicality of the use of data mining by PHI companies. The argument 
was developed using Rationale, a critical thinking tool, and was followed by an 
ethical analysis that utilized four classical ethical theories—utilitarianism, Mill’s 
harm principle, Kant’s deontological theory, and Helen Nissenbaum’s contextual 
integrity framework—to arrive at a moral judgment about the use of data mining 
by PHI companies. 
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 The argument found that the use of data mining by PHI companies in Australia 
is unethical. It is true that the risk to the privacy of PHI customers emanating from 
the use of data mining is signifi cantly reduced because Australian privacy laws 
prevent PHI companies from using data mining to perform risk rating and from 
using personal information for an unintended purpose, and also because the 
Australian PHI companies are obligated to de-identify customers’ data before 
sharing them with a third party. However, there are other incentives to perform 
data mining on customers’ data, and there are gaps in the Australian privacy laws 
that allow PHI companies to apply data mining applications to their customers’ 
personal information. 

 Other incentives for the use of data mining are improvement of products and 
services, detection of fraud, and streamlining of marketing efforts. Australian pri-
vacy laws don’t appear to prevent the secondary use of data. This may mean that 
data mining could be used by PHI companies in Australia in an unethical manner, 
such as to classify a customer as belonging to a group of customers who are likely 
to default on payments or are likely to develop a certain disease. Both of these 
scenarios entail a threat to the customers’ privacy, even if PHI companies can’t use 
this information to discriminate against the customer. The use of data mining by 
PHI companies in Australia is also wrong because it is done without the consent 
of customers, which violates the customers’ basic human rights. 

 The results of the philosophical analysis appear to back up the contention of the 
argument. Although the utilitarianism perspective supported the view that data 
mining in PHI may not be wrong, because it can produce considerable good in 
comparison to the adverse effects, applying the three other theories yielded a dif-
ferent conclusion. The secondary use and the absence of consent violated both 
Kant’s means-to-an-end categorical imperative and Helen Nissenbaum’s contex-
tual integrity norms of appropriateness. The secondary use of customers’ data is 
also wrong according to Mill’s harm principle, because it could expose data to 
abuse, which in turn could result in harm to customers. It is also a violation of 
customers’ human rights, given that it is done without their consent. 

 In the United States, PHI companies are known to use data mining to cherry-
pick their customers,  32   and it is mainly for this reason that data mining in the 
context of PHI is an area of major privacy concern. Although the situation in 
Australia differs from that in the United States, in that data mining cannot be used 
to perform risk rating and personal information cannot be used for unintended 
purposes because these actions are illegal in Australia, data mining can still be 
used in Australia to violate customers’ privacy. This suggests that the concerns 
raised in the predominately American literature about data mining are still valid. 
It also suggests that although the privacy laws in Australia are slightly tighter 
compared to those in the United States, the situation with regard to the use of data 
mining is not much better. 

 To improve the situation in Australia, the Offi ce of the Australian Information 
Commissioner (OAIC), as the independent privacy regulator, may want to con-
sider adding a governing system to its current operations. This will not only make 
monitoring of compliance with the privacy laws more effective but will also limit 
the capacity of data mining to be used for violating customers’ privacy. Thus, in 
addition to conducting annual audits and investigating complaints from the gen-
eral public, which the OAIC currently does, or instead of leaving it, in this case, to 
the health insurance companies to self-regulate the behavior of their employees, 
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the OAIC could take a more proactive approach by introducing a governing 
system that specifi cally monitors the use of data mining within the health insur-
ance sector. 

 Putting restrictions, possibly in the form of laws and regulations, on the use of 
data mining by health insurance companies can also help reduce the harm that 
may be infl icted on customers and protect their basic human rights and their pri-
vacy. Thus, whereas data mining can be used to cause harm to customers or can 
violate their privacy or basic human rights, protecting privacy through laws can 
protect customers from such harms and violations.     
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