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I. Introduction
Artificial intelligence (AI) is revolutionizing healthcare 
from improving diagnostics and imaging to enabling 
precision medicine, pharmaceutical discovery, and 
health management. Particularly, Machine Learning 
(ML) plays a crucial role for extracting complex pat-
terns in data to provide descriptive or predictive infor-
mation relevant to clinical decision making. For these 
benefits of AI/ML to be equal across socioeconomic, 
ethnic, racial, and gender lines, certain fundamental 
challenges must be addressed. Primary among these 
is the potential for algorithmic bias, or the presence of 
systematic and repeatable tendencies in an algorithm 
to generate unequal outcomes and disparate impacts 
across population subgroups.1 In particular, racial bias 
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Abstract: When applied in the health sector, AI-
based applications raise not only ethical but legal 
and safety concerns, where algorithms trained 
on data from majority populations can generate 
less accurate or reliable results for minorities and 
other disadvantaged groups. 
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has been documented across a range of ML-based anal-
yses2 and is increasingly viewed as a civil rights issue.3 

Recent calls for regulatory standards and review of 
large technology companies4 point to the need to pro-
actively mitigate algorithmic bias. However, very few 
of the potential negative impacts of ML are addressed 
by existing legal prohibitions. This is especially con-
cerning for ML applications used in the health sec-
tor, where algorithmic bias raises not only ethical and 
legal issues but also may endanger patients. Algo-
rithms trained on data from majority populations may 
generate less accurate or reliable results for minorities 
and other disadvantaged groups.5

New regulations and tools for identifying and miti-
gating algorithmic bias are emerging across the world,6 
yet they often do not include specific or concrete steps 
for developers to self-regulate and audit their systems. 
Meanwhile, they overemphasize developers’ responsi-
bility for mitigating bias, even though many sources 
of bias found in algorithms may be systemic, requir-
ing context-dependent and system-level rather than 
product-focused solutions.7 

This article describes a specific example that illus-
trates some of the challenges in applying existing 
guidelines for mitigating algorithmic bias in a ML tool 
for real-world clinical decision making by physicians 
and patients. We then discuss the existing legal regu-
lation of AI/ML racial bias and future directions.

II. A Case Study Highlighting Regulatory 
Gaps and Difficult Normative Questions 
Our team developed a decision support framework for 
patients with severe heart failure that includes a prog-

nostic ML algorithm employing Bayesian probability 
models to calculate personalized estimates for patients 
about their likely outcomes after receiving a left ven-
tricular-assist device (LVAD). An LVAD is a mechani-
cal circulatory assist device that helps to propel blood 
from the heart’s left ventricle to the body to prolong 
survival and improve functioning and quality of life 
for select patients. By providing personalized proba-
bilities of survival and adverse events, our risk predic-
tion tool is designed to help clinicians identify suitable 
candidates for LVAD and help inform patients about 
treatment decisions. Our efforts to identify potential 
for racial bias in the tool’s algorithms identified prac-
tical challenges regarding algorithmic bias that other 
developers may also face. These challenges, in turn, 
highlight gaps in existing regulations to guide devel-
opers and mitigate algorithmic bias.

Addressing Technical Sources of Bias
demographic imbalance in the dataset
Given the importance of data quality for mitigating 
bias, our first step was to examine whether our algo-
rithms’ training dataset contains any potential for 
racial bias due to statistical disproportions by race in 
the data. The algorithm is trained on data from the 
Interagency Registry for Mechanically Assisted Circu-
latory Support (INTERMACS) representing outcomes 
of all patients in the U.S. who received an LVAD since 
2006. The latest INTERMACS report (2020) shows 
that, despite recent increases in LVAD implantation 
among Black patients, Black patients still constitute 
only 27% of LVAD patients. Latinx populations make 
up about 8%, and Asian patients under 3%8 of LVAD 

Table 19

Baseline Characteristics of Patients on Isolated Left Ventricular Assist Device Support*

* Taken from the Society of Thoracic Surgeons INTERMACS 2020 Annual Report 30
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patients, while White patients make up 63%. Despite 
mirroring imbalances in the general population, this 
disproportion creates potential for racial bias in the 
relevance and accuracy of predictions for minorities.

comorbidity imbalance
Other covariates such as comorbidity may complicate 
or bias estimates. Black LVAD patients experience 
higher prevalence of comorbidity with chronic renal 
failure, which strongly predicts in-hospital mortality 

after LVAD.10 However, on the whole, Black patients 
have lower in-hospital mortality compared with 
White patients after adjusting for age and comorbid-
ity.11 Similarly, for patients receiving LVAD as a bridge 
to transplant, certain comorbidities were identified12 
as independent risk factors that mediate an increased 
incidence of graft failure among Black patients com-
pared with White patients.13 However, racial differ-
ences in survival disappear when controlling for these 
independent risk factors.14 Another recent study15 
showed that among patients who received an LVAD 
as a bridge to transplantation, African and Hispanic 
patients had a higher risk of death while waiting for 
transplant or of being delisted due to deteriorating 
health status compared to Whites, even after adjust-
ing for covariates. However, after transplantation, 
5-year survival curves did not differ by race/ethnic-
ity. Other comorbidities such as obesity16 and body 
mass index that are greater on average among Black 
and Latinx patients,17 respectively, may not directly 
impact survival but can be associated with adverse 
events. For example, a meta-analysis found that 
obese patients with LVAD had significantly greater 
risk of device-related infections, right heart failure, 
and pump thrombosis compared with non-obese 
patients.18 However, after adjusting for clinical comor-
bidities, Black patients do not appear to experience 
significantly more adverse events and no differences 
in overall in-hospital mortality after implant19 — find-
ings that have been corroborated by other studies.20 

Our own statistical analysis indicated that race was 
not a significant predictor of outcomes and found no 
identifiable causal mechanisms for racial disparities 
in outcomes among patients selected for LVAD. Our 
analysis shows that the average accuracy of predic-
tions for survival and adverse events is not affected 
by the inclusion of race in the model (Table 2). Fur-
ther, despite non-significant dependencies of some 
variables on race, such as Black patients more likely 
to be working for income (potentially also reflecting 

younger average age at implant), no other variables 
were significantly associated with race that might 
indicate the existence of proxy variables influencing 
our model’s results. Out of a list of 82 variables ranked 
by information gain brought to the survival model, 
race ranks among the least informative at 61.

While our findings corroborate the larger literature 
described above suggesting little direct evidence for 
racial and ethnic disparities in LVAD outcomes,21 we 
nevertheless note that a majority of these did detect 
racial differences before adjusting for clinical comor-
bidities and health status. Further, that Black patients 
supported by LVAD on average need the device at a 
much younger age22 and are significantly more likely 
to die or be delisted while waiting for transplant 
due to worsening health status23 suggest that Black 
patients supported by LVAD suffer disproportionately 
from patterned health disparities unrelated to aging. 
New data are emerging that suggest Black patients 
receiving the newest Heartmate 3 device experience 
a higher morbidity burden and smaller gains in func-
tional capacity and quality of life when compared with 
White patients receiving the same device.24

Together, the studies cited above do not offer a clear 
understanding of whether and how race influences 
LVAD outcomes, including bridge to transplant. Our 
attempt to dissect racial bias in our algorithm revealed 
no significant role of race as a direct predictor; how-
ever, certain findings from the literature described 
above suggest an indirect but important relationship 
between race and LVAD outcomes. As the next section 

Together, the studies cited above do not offer a clear understanding  
of whether and how race influences LVAD outcomes, including bridge  

to transplant. Our attempt to dissect racial bias in our algorithm revealed  
no significant role of race as a director predictor; however, certain findings 

from the literature described above suggest an indirect but important 
relationship between race and LVAD outcomes.
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shows, the seeming race-neutrality of the algorithm 
may hide the actual racial injustice in the underlying 
LVAD patient population. 

Potential Societal and Systemic Sources of Bias
What complicates understanding of racial dispari-
ties in LVAD outcomes is the fact that the data sets 
that inform these understandings are comprised 
only of LVAD patients. That may sound like a tautol-
ogy, because one might ask, “Who else would be in 
the dataset?”! But what matters is that individuals 
of all races do not have an equal probability of being 
included in these datasets because there is unequal 
access to LVAD therapy. As Ueyama et al.25 write, 
the absence of substantial differences in survival out-
comes in LVAD patients is likely due to “strict patient 
selection, preoperative work-up, and … assessment 
of patient compliance and rigorous comorbid disease 
control before and after LVAD implantation.” In other 
words, clinicians use strict selection criteria to deter-
mine who is most likely to benefit clinically from an 
LVAD, taking not only clinical but also non-clinical 
factors into account.26 Black individuals may be sub-
ject to selection bias due to lack of access to local car-
diologists whom they trust, lack of established referral 
patterns from their primary care physicians to experi-
enced LVAD clinics, or lack of vigorous, effective pro-
grams for addressing challenges due to compliance, 
social support or RV failure.27 Black patients may fur-
ther experience selection bias on the basis of baseline 
health status and comorbidities and be more often 
deemed ineligible candidates for advanced cardiac 
therapies,28 resulting in lower rates of referral to cardi-
ology care despite demonstrating equal need. Further, 
candidacy for LVAD is influenced not only by clinical 
but also psychosocial and socioeconomic factors, par-
ticularly evaluations of social support,29 which involve 
a high degree of interpretation and lack standardiza-
tion and transparency in terms of how they influence 
clinicians’ decision-making.30 A recent study31 found 
that, despite having similar scores of overall social sup-
port, Black patients were less likely to have a spouse 
as primary support, and that the absence of a spouse 
negatively impacted their eligibility for LVAD com-
pared to white patients matched for the same criteria.

In the context of available literature on LVAD can-
didacy and outcomes, and a technical examination of 
race as a predictor variable in our own data set, our 
critical takeaway is that the apparent absence of racial 
differences may falsely convey equity in outcomes while 
masking socioeconomic inequities in access or distri-
bution. Our calculator — and any calculator based on 
information from an LVAD-only dataset —will inevita-

bly be less useful, accurate, and relevant for individuals 
who are excluded from access to LVAD and thus from 
an algorithms’ training data set(s). The origin of poten-
tial bias appears to be at the point of access and per-
haps attributed to more antecedent socioeconomic fac-
tors generating disparities in health status at the time 
of initial evaluation. Few guidelines exist to help devel-
opers mitigate racial bias whose origins are upstream 
of data collection and linked to systemic factors. 

The normative analysis of such disparities is also 
more complicated than the current discourse on racial 
algorithmic bias might suggest. In the case of LVAD 
patients, does the bias “belong” to the algorithm that 
correctly reflects the “true north” of reduced access 
or distribution by Black patients, or does it “belong” 
to the health care system that produces the reduced 
access or distribution, or both (and to what extent)? 
To put it very practically: if the best dataset with 
which to build an algorithm is likely the LVAD one 
— accurately reflecting the data of LVAD patients but 
neglecting to account for systemic injustice in health 
care distribution and access influencing who becomes 
an LVAD patient — what should the developer do? Is 
it appropriate, desirable or necessary to try to “cor-
rect” the data set to try to reduce the systemic injustice 
in health care distribution? We put “correct” in quotes 
because such manipulations may make the algorithm 
less accurate in terms of reflecting the actual data, 
but perhaps more just in terms of the outcome it 
produces. Indeed, the situation becomes more com-
plicated when one recognizes that the distributional 
consequences are not always so clear cut. For example, 
one could imagine situations where the accuracy loss 
hurts (leads to less accurate predictions for) some vul-
nerable racial or other groups (say, Latinx patients) 
while the distributional gain benefits a different group 
(say, Black patients). How much of this can developers 
determine ex ante, and how well equipped are they to 
make these determinations?

In the next Part we review some of the existing legal 
guidance and proposed initiatives to address racial 
algorithmic bias; but to forefront one of our conclu-
sions: they may not adequately address the kind of 
problem we have flagged using the LVAD example.

III. Existing and Proposed Initiatives to 
Address Racial Algorithmic Bias through 
Regulation
A. Current Hard Law
Precious little current “hard law” in the U.S. speaks to 
racial bias in algorithms, let alone the more subtle ver-
sions of the problem we have identified in the LVAD 
case. Under Section 1557 of the U.S. Affordable Care 
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Act, health entities are prohibited from discriminat-
ing against patients on the basis of race, ethnicity, 
national origin, sex, age, or disability. However, some 
courts have interpreted the provision to prohibit dis-
parate impact theories of liability, a significant prob-

lem for winning a lawsuit in this context.32

Tort law may be similarly unavailing. Andrew 
Selbst33 has argued that ordinary negligence law, as 
currently constituted, will have a hard time grounding 
liability for cases where “medical AI/ML can repro-
duce or potentially exacerbate human biases” for a 
number of reasons, including because negligence law 
is keyed to the notion of foreseeability; however, he 
points out that for medicine the “unforeseeable nature 
of AI errors risks being the exception that swallows 

the rule.” How foreseeable these errors are may change 
as insights into AI performance increase over time.

U.S. Food and Drug Administration (FDA) regula-
tion may solve the issue but is limited to AI/ML sys-
tems that are classified as medical devices under Sec-
tion 201(h) of the Federal Food, Drug, and Cosmetic 
Act. However, many AI/ML systems never undergo 
FDA review because of how Congress has structured 
FDA’s authority in this area and the way that FDA 
has constructed the category of Software as Medical 
Device.34 As we discuss more fully below, even if FDA 
has jurisdiction, the current regulatory approach is 
insufficient to address racial bias.35 

In April 2021, the Federal Trade Commission36 
signaled in a blog post an intent to consider the “sale 
or use of, for example, racially based algorithms” as 
potentially violating Section 5 of the FTCA Act pro-
hibiting “unfair or deceptive practices,” using health-
care ML examples as motivating examples. This may 
suggest a new avenue of legal liability, but it is too soon 
to tell whether the theories of liability the FTC will 
pursue under the Act will capture the kind of case we 
contemplate above. 

State insurance regulators may also have a role to 
play in policing bias in some ML applications in medi-
cine; New York announced it would investigate the 
users of an algorithm that helped payers and health 
systems target patients for high-risk care manage-
ment that was found by a paper published in Science 
to treat Black patients worse than white patients with 
the same health status.37 It is unclear if this was an 
unusual case or whether there will be robust inter-
est in the issue by insurance regulators; but of course 
their jurisdiction is limited to bias related to insurance 
coverage/payment. 

Overall, our assessment is that while there is some 
“hard law,” it does not currently exert much of a push 
on AI/ML developers to detect and avoid racial bias 
in their algorithms. Moreover, what hard law there is 
may not clearly apply to more subtle forms of biased 
algorithms like the LVAD case.

B. Proposed New Directions
The US38 and the European Union (EU)39 have inde-
pendently proposed initiatives for regulatory guide-
lines to ensure diversity, nondiscrimination, fairness 
and equity in ML from design to execution. Numerous 
other governments,40 private companies and institu-
tions41 and non-governmental organizations42 have 
similarly proposed high level standards to improve 
algorithmic fairness and accuracy, many revolving 
around improving data quality. In April 2021, the Euro-
pean Commission issued a Proposal for Regulation 

Table 2
Comparison of Prediction Accuracy In/Excluding Race
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Laying Down Harmonized Rules on AI (AI Act)43 that 
would require that “high-risk AI systems which make 
use of techniques involving the training of models” use 
“high quality” data sets, defined in Recital 44 as data 
that are “sufficiently relevant, representative,” and hav-
ing “the appropriate statistical properties… as regards 
the persons or groups of persons on which the high-risk 
AI system is intended.” As applied to our case, it would 
seem as though this standard may be met — the data-
set includes all patients who receive an LVAD and thus 
appears representative; however, the problem is that 
who becomes an LVAD patient is itself not race-neutral. 

The proposal further states that “… providers should 
be able to process also special categories of personal 
data … to ensure the bias monitoring, detection and 
correction in relation to high-risk AI systems.” Fur-
ther, they should be “complete in view of the intended 

purpose of the system.” However, the AI Act provides 
little guidance about steps to take in cases where rel-
evant data is missing that cannot be easily generated 
or synthesized, as with the LVAD case.

A number of scholars44 have called for a focus on 
larger societal and systemic sources of bias. Gerke et 
al.45 have pointed out that because the performance of 
an algorithm depends on how it is implemented in the 
broader healthcare system, ideally regulators’ focus 
should take a more systemic rather than a product-
focused approach. In some cases, this may require 
developers and regulators to “collect data on a myr-
iad of information beyond its current regulatory gaze 
and perhaps even beyond its legal mandate, requiring 
additional statutory authority …” The authors argue 
that while this expanded gaze seems good in theory, 
it raises difficult questions about how far upstream 
developers and regulators need to go to ensure data 
quality, as well as how far downstream to look to 
account for context-dependent outcomes.46

Specific data quality criteria may be applicable for 
those specifically intended to support decisions about 
treatment, requiring developers and regulators to 
engage in even more due diligence. Evidence-based 
criteria outlined in the International Patient Deci-
sion Aid Standards (IPDAS)47 state that decision aids 
should provide patients with a side-by-side view of 

information relevant to their treatment options. How 
might this latter approach work as applied to the 
LVAD case? It would lead us to provide personalized 
risk estimates for outcomes with versus without LVAD 
to transparently convey the (usually positive) role that 
LVAD therapy can play in ushering patients towards 
their desired treatment goals. 

But notice that this does not solve the problem we 
have identified. A version of our algorithm trained 
only on INTERMACS would only account for patients 
already selected to receive an LVAD, not for those who 
might be suitable candidates (patients under evalua-
tion for candidacy). This latter subset of the patient 
population (and/or their providers) is precisely the 
intended set of end-users for our algorithm. 

An ideal regulatory requirement for decision sup-
port algorithms would thus be to expand the data set 

to ensure they are representative of the full range of 
patients being referred and evaluated (and perhaps 
never achieving candidacy) for a treatment, not just 
people who received the treatment. Doing so requires 
that developers collect further data, an oft-cited strat-
egy for improving data quality.48 However, in our field 
— and in many other fields of study in which devel-
opers may seek additional training data for their 
algorithms — these data are proprietary and require 
additional partnerships (e.g., to create standard-
ized registries) and/or budgeting for data acquisition 
expenditures. While in some cases data acquisition 
needs are evident during the project design phase, 
in others they are realized only after a critical inter-
rogation of the training dataset — precisely the kind 
of context-dependent and iterative validation testing 
that Gerke et al. advocate for. The associated expendi-
tures necessary to realize this goal are a critical chal-
lenge to mitigating bias within development projects 
with time and budgetary constraints. Further, our 
larger point is that these data do not exist to be col-
lected, for the reasons described above.

Price49 has discussed the potential use of labeling as 
a solution to mitigating contextual bias in AI/ML in 
health care (defined as mismatches between a prod-
uct’s design and the characteristics, knowledge or cul-
tural values of its users50 or from structural constraints 

Standards should be developed that clearly articulate what is required from AI/
ML manufacturers to effectively mitigate racial bias. Labeling as such without 

broader regulatory reforms does not address the underlying justice-based 
concern that the algorithm simply does not apply very well to certain groups.
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and biases that shape how it is applied in practice51), 
of which racial bias could be viewed as a subset. Could 
a possible solution to the problem we have identi-
fied be for FDA to use the label of AI/ML to better 
describe for whom it works, e.g., “not cleared for Black 
women under the age of 40”? This may sound desir-
able because it both provides clarification to medi-
cal users and patients and may provide incentives 
to developers to “do the work” to ensure that AI/ML 
works for a broader set of patients or to have its limi-
tations explicitly stated. While labeling is essential to 
create transparency, it must be coupled with a robust 
regulatory approach to AI/ML. In other words, stan-
dards should be developed that clearly articulate what 
is required from AI/ML manufacturers to effectively 
mitigate racial bias. Labeling as such without broader 
regulatory reforms does not address the underlying 
justice-based concern that the algorithm simply does 
not apply very well to certain groups.

We do not purport to be exhaustive in our discus-
sion of all the sources of U.S. law or major proposals 
available to try to regulate racial bias in AI/ML. But 
we are far from optimistic that the current regulatory 
options are likely to make significant headway on the 
general problem of racial bias in AI/ML. While some, 
like possible future FTC action, remain undefined, we 
think most such initiatives are particularly unlikely to 
exert pressure on cases like the LVAD example, where 
the source of the problem lies in the upstream pat-
terns influencing which patients get LVAD and thus 
included in relevant training data sets. 

IV. Bringing Together Our Case Study and 
the Regulatory Space 
The authors are mostly bioethicists with grant fund-
ing to spend significant time and resources determin-
ing how our algorithm should handle issues of race, 
and worked with a team of algorithm developers 
committed to close scrutiny on this issue. However, 
neither will be true for many working in the clinical 
AI/ML space. As described above, there are no legal 
obligations at the moment that would have required 
our team or others like it to undertake the analysis we 
have, and no data on how many other ML systems in 
clinical use have undergone a similar pre-implemen-
tation analysis. If we found good reason that our algo-
rithm should not be used for certain racial or other 
groups, there are currently no obligations to limit 
the label of the algorithm as such, and there does not 
seem to be a standardized way to explain or set out 
such limitations to practitioners or the general public. 
The use of “datasheets for datasets” that Gebru et al.52 
have proposed could potentially outline limitations of 
algorithmic performance for certain population sub-

groups but may be too technical for easy interpreta-
tion in clinical settings. 

It would be nice to be able to close an article like 
this with some easy solutions. We are not so naïve. 
But we do think some directions are more promis-
ing than others. The most promising solutions seem 
to us to involve collecting more data, especially those 
related to larger systemic influences on health access 
and outcomes. However, the challenges in defining 
the scope and navigating availability of these data pose 
roadblocks for both developers and regulators seek-
ing to mitigate algorithmic racial bias. Grant funding 
for AI/ML development in healthcare should inte-
grate funding to examine the underlying data set for 
racial gaps and mitigation strategies. The notion of 
an algorithmic impact assessment is gaining currency 
as an important step in the building and deployment 
of algorithms more generally. Tools and guidelines 
for conducting these assessments of algorithmic bias 
in health already exist. For example, Chicago Booth’s 
Algorithmic Bias Playbook developed by leaders in the 
field is an exemplary step-by-step approach to consid-
ering and rectifying such biases.53 Hospital systems, 
payers, and others could voluntarily commit to only 
implementing AI/ML that has not only gone through 
such an assessment but also to publishing the results 
(and perhaps in some instances, an auditing of the 
process). Furthermore, journal editors could publish 
only AI algorithms that included a rich description of 
the derivation and validation data sets and how they 
differed from likely target populations, as well as a 
standardized assessment of algorithmic bias. Such 
guidelines for reporting on race were recently outlined 
in the Journal of the American Medical Association.54

These steps would be desirable, perhaps necessary, 
but they are not sufficient. Our efforts to examine bias 
potential in our own tool draws attention to hard-to-
address upstream challenges in the fair allocation of 
LVAD and the societal and economic forces contrib-
uting to racial disparities in eligibility. Our findings 
provide cautionary evidence that data-improvement 
strategies are only partial and inadequate solutions. 
Correcting for underestimation and other imbalances 
in data sets cannot correct for what Cunningham et 
al.55 have termed “negative legacy” in datasets, or sce-
narios where there are undesirable patterns in the 
historical factors shaping the datasets on which algo-
rithms are trained. However, the process that devel-
opers engage in in good faith to evaluate racial bias 
in their algorithms can help to point out where the 
“real” targets for bias mitigation may lie (in the case of 
LVAD, at access points of care) and provide leverage 
in calling for greater awareness of and policy solutions 
to enhance inclusivity in these contexts. Without sys-
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tematic investigation into the impacts of race as a pre-
dictor of outcomes, as well as upstream factors (e.g., 
social and structural determinants of health) that pre-
dict racial patterns in candidacy for LVAD, we can only 
speculate as to how greater inclusivity might promote 
algorithmic fairness. Our analysis highlights that even 
where algorithms themselves may not be biased, bias 
may nevertheless exist in the broader social and struc-
tural factors that determine inclusion in the training 
data of the algorithms. 

We recommend that developers seeking to mitigate 
bias in ML use their algorithms as leverage to call 
upon stakeholders (physicians, societies, institutions, 
vendors of EHRs, research funders, and AI develop-
ers, etc.) who are responsible for generating relevant 
data sets to make a concerted effort to document race 
and associated variables (e.g., potential proxies and 
dependent variables) to enable systematic inquiries 
into sources of potential racial bias. Without such 
documentation, developers of ML algorithms are 
left to speculate on how best to balance data sets and 
where to target bias mitigation strategies. We believe 
an effective algorithm based on a critically examined 
dataset can serve as a broader call to researchers for 
a more thorough documentation of race-related vari-
ables and can also provide a tool to promote objectiv-
ity and fairness in clinical decision making.
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