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PROBLEMS AND SOLUTIONS

SOLUTIONS

03.5.1. A Concise Derivation of the Wallace and Hussain Fixed
Effects Transformation— Solution

Badi H. Baltagi(the poser of the problem
Texas A&M University

In vector form the disturbances can be written as
Uu=2Z,pu+2ZA+vw,

whereZ, = Iy ® ¢r, Iy is an identity of dimensiofT, andy is a vector of
ones dimensiolN, Z, =ty &® |y, u is of dimensionN X 1, A is of dimension
T X 1, and v is of dimensionNT X 1. In general if A = [X4, X,] thenP, =

Px, T Proy, x,1» WherePy = A(AN'A)"IA” denotes the projection matrix anand
Qa = | — P4. Applying this result toA =[Z,,Z,], one gets

Py =Pz, + P, ,2,1= P+ Pz, =P+ QZ,(Z] QZ,)7'Z,Q,
whereP = Iy ® Jr with J; = t145/T andQ = Iy ® Er with Er = I+ — J;.

Using the fact thaQZ, =y ® Er, Z,QZ, = NE, (Z,QZ,)” = (1/N)E+, one
getsPyz, = Iy ® Er. Hence

Py =P+ ®Er,
which means that
Q=hr—P,=Q- QW ®Er
=IWQE - ®E;
= Ey® Er

as requiredHereQ, is thefixed effects transformatioderived by Wallace and
Hussain(1969. Note that the order does not mattee., one could have orthog-
onalized onz,.

NOTE

1. An excellent solution has been independently proposed by Franci§edich University
of Valencia

REFERENCE

Wallace T.D. & A. Hussain(1969 The use of error components models in combining cross-
section and time-series dataconometricad7, 55-72

© 2004 Cambridge University Press ~ 0266-4$66 $1200 989

https://doi.org/10.1017/50266466604215092 Published online by Cambridge University Press


https://doi.org/10.1017/S0266466604215092

990 PROBLEMS AND SOLUTIONS

03.5.2. Consistent Standard Errors for Target Variance Approach
to GARCH Estimation— Solution

Dennis Kristensen and Oliver Lintothe posers of the problem
London School of Economics

The problem falls in the framework of two-step generalized method of
moments estimatorsGMM estimator$ as described in Newey and McFadden
(1994 Sec 6). Their general results may be applidtere however we give a
direct derivation of the asymptotic varianéer simplicity assume that consis-
tency of § has already been proveWe choose our parameter space@as:
{0|B + v < 1} to ensure that the second moment exik&t 6, andoZ denote
the true parameter values and I&f(6,) and N (o@), respectively denote
(shrinking neighborhoods of these

By a standard Taylor expansion

(0,67 9r(0h,62) . 9%6(0,62)

60,
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for someé € [6,6,] and
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we have that

\/T(é - 00) = N(05 H0791(200 + HBO'EU'H + 200' HU'G + HO()’EUU HUH)HJHl)' (2)

If & are normally distributedvar[] is larger than the variance of the full max-
imum likelihood estimatoMLE) of 6, but in the absence of normality the

comparison could go either walf o2 were known instead of estimateithen
the asymptotic variance would simplify ta,,'2,, Hygt.
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In the following we show thati)—(iii ) hold: First, derive the first and second
derivatives off:

(0,02 1 T dlogo? 2
T( 0'):_2 g oy Ltz_l’ 3)
20 2T

920 (0,0%) 1 éazlog(rt2 y2 L
0000 2T & 0606

1 T odlogo? dlogo? y2
- P (4)
2T & 90 00" o
9%0r(0,0%) 1 L 9%logo? [ y¢ 1
90902 2T & 960002 \ o
1 J aloga aloga y2
= t t 12’ (5)

2T = 06 80’2 y

wherea? = 02(6,02). The derivative of logr? with respect tax = (6, 02) is
given byd log o?/da = d02/da - o 2 where

do? do2 do? do
_t:_0.2+0_[2+3_tl, _t:_0-2+yt271+ﬁ_tl
B B ay 0
dod o2,

— =14+8—.

do-? B do?

Iterating the preceding expressions yields

80'2 l Bt 1 t—1

— = —o? + 2 IB O-t 1-s

B 1-B o

60_2 1 Bt 1 t—1 (')0_2 1_Bt—l
— = _0' + 2 IB yt 1-s» _tz = f7
87 1 B s=0 dJdo 1 B

where we have taken?|,_, to be given From these expressionene can
check that(see Lee and Hansgh994 Lemmas 8 and 10

dlogo?
2

=C, (6)

’

dlogo?
a0

do

uniformly over(8,02) € N(6y) X N(o@) for some constan€, < co. Also,
there existL, < oo such that

Ey—t2 <;E C,E 7
O_tg _0'2(1_’}/ ,8 [y]— 2 [y]<OO ()
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uniformly over (6,02) € N(6y) X N(o@). This proves that4) and (5) both
are uniformly bounded by functions with finite expectatiombey are further-
more continuous irid, o2), so by standard results concerning uniform conver-
gence(seg e.g., Tauchen1985 (ii) and (iii) follow.

To show(i), we first observe that undéi), we have thaty,, 02(6,, o&)} is
B-mixing with exponentially decaying mixing coefficien{sf. Carrasco and
Chen 2002. A standard central limit theorefCLT) for mixing sequences may
therefore be applied to obtain the desired result given Yhexists Note that
the weak convergence of T (341 (6, 0¢)/06) alone can be proved using mar-
tingale argumentsbut 62 — ¢ is not a martingale so we have to appeal to
CLT for mixing sequences insteafihe asymptotic variance matrix is given by

. E[(M(eo,aé))(af(eo,a&) ”
a0 a0

and

> I (60,05)
S = Var(Y) + 23 coV(Y,¥2),  Tea= EK%) a]
s=1

Using the inequalities established eatlieis easily seen tha,, is well defined
if E[e/'] < co. But for 3, to be finite we must requir&[ y;*] < c. A neces-
sary and sufficient condition for this i, = E[ ;'] < o0 and

vyl +2yB+p2<1

(cf. He and Teréasvirtal999. This is a stronger condition thai). In effect
we need to restrict our parameter spéctirther to obtain asymptotic normality
As a result of the correlation structumexplicit expressions fok will require
tedious and rather lengthy algepaad the resulting expressions will most likely
be very complicatedBut we are still able to derive a simple estimator of the
asymptotic variancewe have already found consistent estimatordgf and
Hy., SO we only need to find an estimator bf Herg we use the general covari-
ance estimator proposed by Newey and W&$9i87) and check that their con-
ditions are satisfied in our casbefine the function

dlogo? [ y? '
m(6,0?) = {?(a—;—l J(yZ—o?)
t

that satisfies

1 T 200 200'
V — 2 = = .
ar(_l_ i:Elmt(a,a )) 3 (200 E(m>

We then apply the conditions of Newey and WéE®87, Theorem 2 on m,
which are as follows(i) There exists a functiom such that|m(8,02?)| =
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m(yi, ;1) uniformly over(0,02) € N(6y) X N(a@) andE[M(y, yi_1)?] <
oo; (i) E[m, (6, cd)|***] < oo for somes > 0; and(iii) {y;} is ¢-mixing
with mixing coefficients of size &/(2r — 1) for somer > 1. If these are satis-
fied, we may choose

Ny
2 =00+ 2 W(NpQ,
i=1

A 12 A .
QJ ? 2 rnl(e’o/\-z)rntfj(ei&z)’

as an estimator of the variance Bfwherew;(N;) are weights and\; is an
increasing sequencelnder certain conditions ow;(Nr) and Ny (see Newey
and West 1987, p. 705), 3 is consistentBy the inequalities established in
(6) and (7) together with the assumption thE{ y{*] < oo, |Mm(6,0?)| = m
uniformly over (0,02) € N(6,) X N(o@) for some random variable with
E[M?] < oo, which proves(i). If E[ y**®] < o for somes > 0 then(ii) is
satisfied Finally, (iii) holds by the aforementioned result of Carrasco and Chen
(2002.

We conclude that iE[y{] < oo, we have asymptotic normality @, if fur-
thermoreE[ y8*9] < oo, we may estimate its asymptotic variance by

ASVar{NT (6 — 6o)} = Ho VHyqh,
where
V=30 +HowSos 200 Fos + oo S0 o,
. 026+(0,62) . 024(6,52)
©= opeer 0 0T agegz

and withS given previously
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