
PROBLEMS AND SOLUTIONS

SOLUTIONS

03.5.1. A Concise Derivation of the Wallace and Hussain Fixed
Effects Transformation1—Solution

Badi H+ Baltagi ~the poser of the problem!
Texas A&M University

In vector form the disturbances can be written as

u 5 Zm m 1 Zl l 1 n,

whereZm 5 IN J iT , IN is an identity of dimensionT, and iN is a vector of
ones dimensionN, Zl 5 iN J IT , m is of dimensionN 3 1, l is of dimension
T 3 1, and n is of dimensionNT 3 1+ In general, if D 5 @X1,X2# then PD 5
PX1

1 P@QX1 X2# , wherePD 5 D~D'D!21D' denotes the projection matrix onD and
QD 5 I 2 PD+ Applying this result toD 5 @Zm,Zl# , one gets

PD 5 PZm
1 P@Q@Zm# Zl# 5 P 1 PQZl

5 P 1 QZl~Zl
' QZl!21Zl

' Q,

whereP 5 IN J NJT with NJT 5 iT iT
' 0T andQ 5 IN J ET with ET 5 IT 2 NJT +

Using the fact thatQZl 5 iN J ET , Zl
' QZl 5 NET , ~Zl

' QZl!2 5 ~10N!ET , one
getsPQZl

5 NJN J ET + Hence

PD 5 P 1 NJN J ET ,

which means that

QD 5 INT 2 PD 5 Q 2 NJN J ET

5 IN J ET 2 NJN J ET

5 EN J ET

as required+ HereQD is thefixed effects transformationderived by Wallace and
Hussain~1969!+ Note that the order does not matter; i+e+, one could have orthog-
onalized onZl+

NOTE

1+ An excellent solution has been independently proposed by Francisco J+ Goerlich, University
of Valencia+
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03.5.2. Consistent Standard Errors for Target Variance Approach
to GARCH Estimation—Solution

Dennis Kristensen and Oliver Linton~the posers of the problem!
London School of Economics

The problem falls in the framework of two-step generalized method of
moments estimators~GMM estimators! as described in Newey and McFadden
~1994, Sec+ 6!+ Their general results may be applied; here, however, we give a
direct derivation of the asymptotic variance+ For simplicity, assume that consis-
tency of Zu has already been proved+ We choose our parameter space asQ 5
$u6b 1 g , 1% to ensure that the second moment exists+ Let u0 ands0

2 denote
the true parameter values and letN ~u0! and N ~s0

2!, respectively, denote
~shrinking! neighborhoods of these+

By a standard Taylor expansion,

0 5
],T~ Zu, [s2!

]u
5

],T~u0, [s2!

]u
1

]2,T~ Nu, [s2!

]u]u '
~ Zu 2 u0!

for some Nu [ @ Zu,u0# and

],T~u0, [s2!

]u
5

],T~u0,s0
2!

]u
1

]2,T~u0, Ts2!

]u]s2 ~ [s2 2 s0
2!

for some Ts2 [ @ [s2,s0
2# + If

~ i! 3MT
],T~u0,s0

2!

]u

MT ~ [s2 2 s0
2!
4 n NS0,FSuu Sus

Ssu Sss
GD

and

~ ii !
]2,T~ Nu, [s2!

]u]u '
P
&& Huu , ~ iii !

]2,T~u0, Ts2!

]u]s2
P
&& Hus ,

we have that

MT ~ Zu 2 u0! n N~0,Huu
21~Suu 1 Hus Ssu 1 Sus Hsu 1 Hus Sss Hsu!Huu

21!+ (2)

If «t are normally distributed, var@ Zu# is larger than the variance of the full max-
imum likelihood estimator~MLE ! of u0, but in the absence of normality the
comparison could go either way+ If s2 were known instead of estimated, then
the asymptotic variance would simplify toHuu

21Suu Huu
21+
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In the following we show that~i!–~iii ! hold: First, derive the first and second
derivatives of,T:

],T~u,s2!

]u
5

1

2T (
t51

T ] log st
2

]u S yt
2

st
2 2 1D, (3)

]2,T~u,s2!

]u]u '
5

1

2T (
t51

T ]2 log st
2

]u]u ' S yt
2

st
2 2 1D

2
1

2T (
t51

T ] log st
2

]u

] log st
2

]u '
yt

2

st
2 , (4)

]2,T~u,s2!

]u]s2 5
1

2T (
t51

T ]2 log st
2

]u]s2 S yt
2

st
2 2 1D

2
1

2T (
t51

T ] log st
2

]u

] log st
2

]s2

yt
2

st
2 , (5)

wherest
2 5 st

2~u,s2!+ The derivative of logst
2 with respect toa 5 ~u,s2! is

given by] log st
20]a 5 ]st

20]a{st
22 where

]st
2

]b
5 2s2 1 st

2 1 b
]st21

2

]b
,

]st
2

]g
5 2s2 1 yt21
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]g
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]s2 5 1 1 b
]st21

2
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Iterating the preceding expressions yields

]st
2

]b
5 2s2

12 b t21

12 b
1 (

s50

t21

bsst212s
2 ,

]st
2

]g
5 2s2

12 b t21

12 b
1 (

s50

t21

bsyt212s
2 ,

]st
2

]s2 5
12 b t21

12 b
,

where we have takenst
26t50 to be given+ From these expressions, one can

check that~see Lee and Hansen, 1994, Lemmas 8 and 10!

* ] log st
2

]u *,* ] log st
2

]s2 * # C1 (6)

uniformly over ~u,s2! [ N ~u0! 3 N ~s0
2! for some constantC1 , `+ Also,

there existsC2 , ` such that

EF yt
2

st
2G #

1

s2~12 g 2 b!
E @ yt

2# # C2 E @ yt
2# , ` (7)
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uniformly over ~u,s2! [ N ~u0! 3 N ~s0
2!+ This proves that~4! and ~5! both

are uniformly bounded by functions with finite expectations+ They are further-
more continuous in~u,s2!, so by standard results concerning uniform conver-
gence~see, e+g+, Tauchen, 1985! ~ii ! and~iii ! follow+

To show~i!, we first observe that under~1!, we have that$ yt ,st
2~u0,s0

2!% is
b-mixing with exponentially decaying mixing coefficients~cf+ Carrasco and
Chen, 2002!+ A standard central limit theorem~CLT! for mixing sequences may
therefore be applied to obtain the desired result given thatS exists+ Note that
the weak convergence ofMT ~],T~u0,s0

2!0]u! alone can be proved using mar-
tingale arguments, but [s2 2 s0

2 is not a martingale so we have to appeal to
CLT for mixing sequences instead+ The asymptotic variance matrix is given by

Suu 5 EFS ],~u0,s0
2!

]u
DS ],~u0,s0

2!

]u
D'G

and

Sss 5 var~ yt
2! 1 2 (

s51

`

cov~ y0
2, ys

2!, Ssu 5 EFS ],T~u0,s0
2!

]u
D' [s2G+

Using the inequalities established earlier, it is easily seen thatSuu is well defined
if E @«t

4# , `+ But for Sss to be finite we must requireE @ yt
4# , `+ A neces-

sary and sufficient condition for this isn4 [ E @«t
4# , ` and

n4g2 1 2gb 1 b2 , 1

~cf+ He and Teräsvirta, 1999!+ This is a stronger condition than~1!+ In effect,
we need to restrict our parameter spaceQ further to obtain asymptotic normality+

As a result of the correlation structure, explicit expressions forS will require
tedious and rather lengthy algebra, and the resulting expressions will most likely
be very complicated+ But we are still able to derive a simple estimator of the
asymptotic variance: we have already found consistent estimators ofHuu and
Hus, so we only need to find an estimator ofS+ Here, we use the general covari-
ance estimator proposed by Newey and West~1987! and check that their con-
ditions are satisfied in our case+ Define the function

mt ~u,s2! 5 F ] log st
2

]u S yt
2

st
2 2 1D, ~ yt

2 2 s2!G '
that satisfies

VarS 1

T (
i51

T

mt ~u,s2!D 5 S 5SSuu Sus

Ssu Sss
D+

We then apply the conditions of Newey and West~1987, Theorem 2! on m,
which are as follows: ~i! There exists a functionUm such that7mt~u,s2!7 #
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Um~ yt , yt21! uniformly over ~u,s2! [ N ~u0! 3 N ~s0
2! andE @ Um~ yt , yt21!2# ,

`; ~ii ! E @7mt ~u0,s0
2!74~11d! # , ` for somed . 0; and ~iii ! $ yt % is f-mixing

with mixing coefficients of size 2r0~2r 2 1! for somer . 1+ If these are satis-
fied, we may choose

ZS 5 ZV0 1 (
i51

NT

wj ~NT ! ZVj ,

ZVj 5
1

T (
t51

T

mt ~ Zu, [s2!mt2j ~ Zu, [s2!'

as an estimator of the variance ofS wherewj ~NT! are weights andNT is an
increasing sequence+ Under certain conditions onwj ~NT! and NT ~see Newey
and West, 1987, p+ 705!, ZS is consistent+ By the inequalities established in
~6! and ~7! together with the assumption thatE @ yt

4# , `, 7mt~u,s2!7 # Umt

uniformly over ~u,s2! [ N ~u0! 3 N ~s0
2! for some random variable with

E @ Umt
2# , `, which proves~i!+ If E @ yt

8~11d!# , ` for somed . 0 then~ii ! is
satisfied+ Finally, ~iii ! holds by the aforementioned result of Carrasco and Chen
~2002!+

We conclude that ifE @ yt
4# , `, we have asymptotic normality ofZu; if fur-

thermoreE @ yt
8~11d!# , `, we may estimate its asymptotic variance by

AsVar$MT ~ Zu 2 u0!% 5{ ZHuu
21 ZV ZHuu

21,

where

ZV 5 ZSuu 1 ZHus ZSsu 1 ZSus ZHsu 1 ZHus ZSss ZHsu ,

ZHuu 5
]2,T~ Zu, [s2!

]u]u '
, ZHus 5

]2,T~ Zu, [s2!

]u]s2 ,

and with ZS given previously+
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