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Random increasing k-trees represent an interesting and useful class of strongly dependent

graphs that have been studied widely, including being used recently as models for complex

networks. In this paper we study an informative notion called BFS-profile and derive, by

several analytic means, asymptotic estimates for its expected value, together with the limiting

distribution in certain cases; some interesting consequences predicting more precisely the

shapes of random k-trees are also given. Our methods of proof rely essentially on a bijection

between k-trees and ordinary trees, the resolution of linear systems, and a specially framed

notion called Flajolet–Odlyzko admissibility.

2010 Mathematics subject classification: Primary 60C05

Secondary 60F05, 05C80

1. Introduction

A k-tree is a graph reducible to a k-clique (a complete graph of k vertices) by successive

removals of a vertex of degree k whose neighbours form a k-clique. This class of k-trees has

been widely studied in combinatorics (for enumeration and characteristic properties [5,

49]), in graph algorithms (many NP-complete problems on graphs can be solved in

polynomial time on k-trees [2]), and in many other fields where k-trees are naturally

encountered (see [2]). Vertices in increasing k-trees (to be described below) turn out to

be remarkably close, reflecting a strongly dependent graph structure. It is no surprise

† A complete version containing an appendix on zero distribution of the indicial polynomial and another on

random generation of random k-trees can be found on the second author’s webpage. This version will be

referred to as DHS throughout this paper.
§ This work was partially supported by ANR under the contract MAGNUM, no. 2010 BLAN 0204.
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(a)

(b)

Figure 1. The first few steps of generating a 3-tree (a) and a 4-tree (b).

that such trees exhibit the scale-free property [28]. Yet somewhat unexpectedly many

properties of random k-trees can be dealt with by standard combinatorial, asymptotic

and probabilistic tools, thus providing an important model of synergistic balance between

mathematical tractability and the predictive power for practical-world complex networks.

k-trees and other recursive structures. A k-tree is not a tree (except for k = 1), but rather

a tree-like graph that may be constructed as follows.

– Start with an initial k-clique.

– Pick a k-clique in the existing k-tree, and add a new vertex joined to all k vertices in

this k-clique. Repeat this step.

At each step, exactly k new k-cliques are formed, all involving the new vertex, which

may serve for later attachments (see Figure 1 for an illustration). This recursive definition

facilitates the analysis and exploration of the structural properties of k-trees.

Such a simple construction process is also reminiscent of several other structures

proposed in the literature such as k-DAGs [17], random circuits [3], preferential at-

tachment [4, 9, 32], and many other models (see, for example, [8, 22, 41]). While the

construction rule in each of these models is very similar, namely, linking a new vertex to

k existing ones, the mechanism of choosing the existing k vertices differs from one case to

another, resulting in very different topology and dynamics.

Notice that the term ‘k-tree’ has also been used in several other areas with very different

meanings; see for example [7, 23, 34, 37, 40, 45, 53].

Models of k-trees. Several variants of k-trees have been proposed in the literature

depending on the modelling needs, and they differ mainly in the procedure of choosing a

k-clique each time a new vertex is added. So k-trees can be labelled [5], unlabelled [33],

increasing [55], planar [55], non-planar [5], ordered [43], or plane [42] (planar with a given

embedding in the plane), etc. In particular, some families of k-trees have been employed

as a model for complex networks [1, 55, 41].
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Table 1. The contrast of some properties between random simply generated k-trees and random

increasing k-trees. Here Z denotes a node and Z� means a node with the smallest label

Properties Model Simply generated structures Increasing structures

Combinatorial description Ts = Set(Z × T k
s ) T = Set(Z� × T k)

Generating function Ts(z) = exp(zT k
s (z)) T ′(z) = Tk+1(z)

Expansion near singularity Ts(z) = τ − h
√

1 − z/ρ + · · · T (z) = (1 − kz)−1/k

Mean distance of nodes O(
√
n) O(log n)

Degree distribution Power law with exp. tails Power law [28]

Root-degree distribution Power law with exp. tails Stable law (Theorem 4.1)

Expected Profile Rayleigh limit law Gaussian limit law (Corollary 3.3)

For the purpose of this introduction, we distinguish between two models of random

labelled non-plane k-trees; by non-plane we mean that we consider these graphs as given

by a set of edges and not by its graphical representation.

– The combinatorial model of random simply generated k-trees, which corresponds to a

uniform probability distribution on the class of labelled k-trees.

– The stochastic model of random increasing k-trees, where we consider the iterative

generation process: at each time step, all existing k-cliques are equally likely to be

selected and the new vertex is added with a label that is greater than the existing ones.

Trees and increasing trees. The preceding two models are in good analogy with well-

known modes of trees: the simply generated family of trees of Meir and Moon [38],

whose enumerating generating function satisfies a functional equation f(z) = zΦ(f(z)),

and the increasing family of trees of Bergeron, Flajolet and Salvy [6], whose generating

function satisfies a differential equation f′(z) = Φ(f(z)).

Very different stochastic behaviours have been observed for these families of trees:

random trees belonging to the simply generated family are often more slanted in shape,

a typical description being the square-root order for the distance between two randomly

chosen nodes. This is in sharp contrast to the logarithmic order for the distance of two

randomly chosen nodes in random increasing trees; see for example [6, 18, 27, 36, 38, 51,

46].

In this paper we study the class of random increasing k-trees, which is closer in

behaviour to random trees with logarithmic height.

Increasing k-trees versus simple k-trees. While similar in structure to trees, the analytic

problems on random k-trees are however more involved, because instead of a single scalar

equation (either functional, algebraic, or differential), we now have a system of equations.

Table 1 presents a comparison of the two models. The class Ts corresponds to simply

generated k-trees and the class T to increasing k-trees. The results concerning simple

k-trees are given in [15, 16], and those concerning increasing k-trees are derived in this

paper (except for the power-law distribution [28]).

The expected distance between two randomly chosen vertices or average path length

is one of the most important shape parameters in modelling complex networks, as it
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indicates roughly how efficiently the information can be transmitted through the network.

It is of square-root order in the simply generated model, but of logarithmic order in the

increasing model.

Another equally important parameter is the limit as n → ∞ of the degree distribution

of a random vertex: in the simply generated model this is a power law with exponential

tails of the form d−3/2ρdk , where d denotes the degree, in contrast to a power-law of the

form d−1−k/(k−1) [28] in the increasing model. As regards the degree of the root-vertex,1 in

the simply generated model its asymptotic distribution remains the same as that of any

other vertex, but in the increasing model the root-degree distribution is different, with an

asymptotic stable law (which is Rayleigh in the case k = 2); see Theorem 4.1.

BFS-profile. Our main concern in this paper is the BFS-profile in increasing k-trees. Recall

that the profile of a usual tree is the sequence of numbers, each enumerating the total

number of nodes at a given distance to the root. For example, the tree can be

described by the profile {1, 2, 2, 1, 3}. Profiles represent one of the richest shape measures

and they convey much information, particularly regarding the description of the silhouette.

On random trees they have been extensively studied recently; see [10, 19, 21, 27, 32, 36, 44].

In k-trees, the BFS-profile corresponds to the profile of the ‘shortest-path tree’, as defined

by Proskurowski [47], which is simply the result of a Breadth First Search (BFS) on the

graph, starting at the root-vertex. Moreover, in the domain of complex networks, this kind

of BFS tree is an important object; for example, it describes the results of the traceroute

measuring tool [50, 52] in the study of the topology of the Internet.

We derive precise asymptotic approximations for the expected BFS-profile of random

increasing k-trees, where the major tools used are based on the resolution of a system of

differential equations of Cauchy–Euler type (see [13]). In particular, the expected number

of nodes at distance d from the root-vertex follows asymptotically a Gaussian distribution

(in contrast to the Rayleigh limit distribution in the case of simply generated k-trees).

Also, for d bounded, we will derive the limit distribution of the number of nodes at

distance d to the root-vertex. Note that part of these results appeared as an extended

abstract in [14]. For other properties of random k-trees, see [28, 39, 43, 48].

Generation of random k-trees. We simulated huge k-tree structures so that some results

in the paper can be easily visualized. We also tested some of our conjectures such as the

bimodality of the variance of the BFS-profile; see for example Figure 6. The generation

of random k-trees can be performed by a linear-time iterative algorithm, with an amount

of storage proportional to the height of the tree, and thus logarithmic in the size of the

generated tree (see Corollary 3.4).

Organization of the paper. We first present the definition and combinatorial specification

of random increasing k-trees in Section 2, together with the enumerative generating

functions, on which our analytic tools will be based. In Section 3, we present two

asymptotic approximations for the expected BFS-profile, one for d = o(log n) and the

1 We let root-clique denote the clique composed of the k vertices {1, . . . , k}. The increasing nature of the k-trees

guarantees that these vertices always form a clique. We call root-vertex the vertex with label 1.
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other for d → ∞ and d = O(log n); and we also give interesting corollaries concerning

expected root degree, height and width. In Section 4 we give the limit distribution of the

BFS-profile in the range when d = O(1).

2. Random increasing k-trees and generating functions

Since k-trees are graphs full of cycles and cliques, the key step in our analytic-combinatorial

approach is to introduce a bijection between k-trees and a suitably defined class of trees

for which generating functions can be derived. This approach was successfully applied to

simply generated family of k-trees in [15], and leads to a system of algebraic equations.

The bijection argument used there can be adapted mutatis mutandis for increasing k-trees

(giving a bijection with a class of increasing trees), and it yields a system of differential

equations (DEs).

2.1. Increasing k-trees and the bijection

Let us begin by recalling the iterative construction of an increasing k-tree on n + k

vertices. Start with a k-clique in which each vertex gets a distinct label from {1, . . . , k}, and

repeatedly add n vertices as follows: at step i, select a random k-clique Kk in the existing

graph and add a vertex with label k + i, connected by an edge to each of the k vertices of

Kk . This increasing k-tree is said to be rooted on the initial k-clique with labels {1, . . . , k}.

In random increasing k-trees, we assume that all existing k-cliques are equally likely

each time a new vertex is added. Notice that for k = 1 we get the class of plane-oriented

recursive trees (see [46, 51, 35]).

The class of simply generated k-trees (where all permutations of the labels are allowed)

was studied in [15] using a combinatorial bijection with the family of trees recursively

and algebraically specified by

Ks = Zk × Ts, and Ts = Set(Z × T k
s ),

where Z denotes a vertex.

Such a bijection can be readily adapted for increasing k-trees. Given a rooted increasing

k-tree G with n + k vertices, we can transform G into a tree structure T with black and

white nodes. This structure has a white node for each k-clique of G and a black node for

each vertex of G (n black nodes in total).

We start with the white node {1, . . . , k} corresponding to the root-clique of G, as the

root of the structure T . Then we proceed recursively as follows.

• Attach to each white node labelled {x1, . . . , xk} the unordered set of all (k + 1)-cliques

of G containing {x1, . . . , xk}. Indeed, each of these (k + 1)-cliques is represented by

a black node, labelled y, which is the only vertex not appearing in the white-node

parent.

• Each black node y is the parent of k white children, corresponding to the k other

k-cliques that are formed by y and k − 1 vertices among {x1, . . . , xk}. These white

children are ordered: the ith child is the k-clique obtained by replacing xi by y.

This procedure constructs a tree from a k-tree (see Figure 2), and, conversely, we can

obtain the k-tree through a simple traversal of the tree. It is important to notice that,
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Figure 2. A 2-tree (a) and its corresponding increasing tree representation (b). The 2-tree has 19 vertices and its

tree representation has 17 black nodes. The root-vertex, labelled 1, has 10 neighbours, including the vertex with

label 2 which belongs to the root-clique; so it has degree 10, or equivalently there are 10 vertices at distance 1

to the root-vertex. All the other vertices are at distance 2 to the root-vertex, except for the vertex with label 15,

which is at distance 3. The BFS-profile of this 2-tree is thus {1, 10, 7, 1}; its height is 3 and width 10.

once given the root-clique, the labels in the white nodes are redundant since they can be

calculated from the root-clique and the top-down path of their black ancestors (see [15]).

The white nodes, without labels, are used to group the black children into k groups, some

of which may be empty. The white nodes are not counted: only the black nodes of the

tree, together with the labels in the root-clique, are needed to represent the graph. In the

construction, we also see that on any path from the root to a leaf, the labels in the black

nodes are in increasing order: thus the corresponding trees are increasing trees, respecting

a monotonicity constraint on the labels.

The preceding combinatorial bijection leads to the algebraic specification

K = Z� × · · · × Z� × T , and T = Set(Z� × T k), (2.1)

where Z� denotes a vertex with the minimal label. We can state it more precisely as

follows.

• An increasing k-tree is a structure in T , together with the sequence {1, . . . , k} cor-

responding to the labels of the root-clique. An increasing k-tree is thus completely

determined by its T -component, giving Kn+k ≡ Tn; the number of increasing k-trees

with n + k vertices is equal to the number of structures in T with n (black) nodes.

• The class T is specified by T = Set(Z� × T k). The product Z� × T k describes the

monotonicity constraint on the labels: the boxed-product Z� × A is a labelled product

where the smallest label is attached to the vertex Z (see [25]). Since only the black

nodes are counted, the specification describes a structure in T as a set of black-rooted

trees, each black-rooted tree consisting of a black root with the minimal label, together

with a list of k children in T .

2.2. Generating functions

Following the bijection, we see that the complex dependence structure of k-trees is now

completely described by the class of tree-like structures specified by T = Set(Z� × T k).
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Proposition 2.1. Let T (z) :=
∑

n�0 Tnz
n/n! denote the exponential generating function of

the number Tn of T -structures with n vertices. Then

T (z) = (1 − kz)−1/k, and Tn =
∏

0�i<n

(ik + 1).

Recall that Tn = Kn+k: the number of increasing k-trees with n + k vertices.

Proof. The box construction Z� × A translates, for generating functions, into the

primitive
∫ z

0
A(x) dx (see[25]); thus the specification of T translates into the equation

T (z) = exp

(∫ z

0

Tk(x) dx

)
,

or, equivalently, T ′(z) = Tk+1(z) with T (0) = 1. This implies that T (z) = (1 − kz)−1/k , and

the coefficient Tn =
∏

0�i<n(ik + 1), which is also obvious from the iterative definition,

since each time a vertex is added, k new cliques appear in the random increasing k-tree.

Root degree. The root degree of an increasing k-tree is the number of vertices adjacent

to the root-vertex, including the k − 1 neighbours of the root-vertex coming from the

root-clique (recalling that in an increasing k-tree, the root-clique is labelled {1, . . . , k}, and

the root-vertex is labelled {1}).

Proposition 2.2. Let T (z, u) :=
∑

n,��0 Tn,�u
�zn/n! denote the bivariate generating function

of the number Tn,� of increasing k-trees with n + k vertices and root degree equal to k +

� − 1. Then

T (z, u) = (1 − u(1 − (1 − kz)1−1/k))−1/(k−1). (2.2)

Proof. Consider the set of black-rooted trees at the first level of the tree, which

corresponds to the (k + 1)-cliques containing the root-clique (the three trees with roots

labelled 3, 4 and 8 in Figure 2). For each of these elements, one amongst the k subtrees

is special since it does not contain any neighbour of the root-vertex (in the figure, for

the tree with root-label 3, the special subtree is the one with root 3, 2), while the k − 1

others have the same structure as the whole tree. Letting u denote the neighbours of the

root-vertex in T , we thus obtain

T (z, u) = exp

(
u

∫ z

0

T (x)Tk−1(x, u) dx

)
.

Taking derivatives with respect to z on both sides and then solving the equation, we get

the closed-form expression.

BFS-profile. The above bijection transforms increasing k-trees into increasing

tree-structures T ; we are interested in the profile of the shortest-path trees of the k-

trees, and study the corresponding parameter in trees (which is more complex than

an ordinary tree-profile). Further, the results provide more insight into the structure of
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random increasing k-trees. Roughly, we expect that all vertices in an increasing k-tree are

close, with at most logarithmic order distance between them.

Note that by construction,2 in any k-clique of the graph, if a subset S of the vertices

lies at some distance b from the root-vertex, then the others lie at distance b + 1.

This means that within the ‘sub-tree’ formed by vertices attaching to this k-clique, a vertex

is at distance b + d from the root-vertex if and only if it is at distance d from the set S .

This leads to consideration of the following quantities.

Consider the random variable Xn;d,j denoting the number of nodes at distance d from

a given subset S made of j vertices of the root-clique in a random increasing k-tree on

n + k vertices. Further, define Xn;d,0 to be Xn;d−1,k . The bivariate generating function of

the number of increasing k-trees with n + k vertices and � vertices at distance d from a

subset of j vertices of the root-clique is

Td,j(z, u) =
∑
n�0

TnE(uXn;d,j )zn/n!.

By definition, Td,j(z, 1) = T (z).

Theorem 2.3. The generating functions Td,j satisfy the system of differential equations

∂

∂z
Td,j(z, u) = uδd,1T

j
d,j−1(z, u)Tk−j+1

d,j (z, u), (2.3)

with the initial conditions Td,j(0, u) = 1 for 1 � j � k, where δa,b denotes the Kronecker

function, T0,k(z, u) = T (z) and Td,0(z, u) = Td−1,k(z, u).

Proof. The idea of our proof is the same as in Proposition 2.2. Let us first consider

the case d = 1: for each black-rooted tree at the first level of the tree, k − j of its white

children contain all the j vertices of S and the remaining j contain all but one of them.

By symmetry, the corresponding bivariate generating functions do not depend on the

position of the j vertices in the root-clique. Thus we obtain the equation

T1,j(z, u) = exp

(
u

∫ z

0

T
j
1,j−1(x, u)Tk−j

1,j (x, u) dx

)
,

where u first marks the black nodes at the first level. For d � 2, the only difference is that

the initial black nodes are not marked, hence the Kronecker delta in (2.3).

Notation. For notational convenience, we normalize all z by z/k and write

T̃ (z) := T (z/k) = (1 − z)−1/k.

Similarly, we define T̃d,j(z, u) := Td,j(z/k, u) and have, by (2.3),

∂

∂z
T̃d,j(z, u) =

uδd,1

k
T̃

j
d,j−1(z, u)T̃ k−j+1

d,j (z, u), (2.4)

with T̃d,j(z, 1) = T̃ (z), T̃0,k(z, u) = T̃ (z) and T̃d,0(z, u) = T̃d−1,k(z, u).

2 This paragraph was suggested to us by one of the referees.
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3. Expected BFS-profile

In this section we state our main results for the expected value of the BFS-profile (Xn;d,j),

when d = O(log n). As interesting consequences, we derive (i) an asymptotic Gaussian

approximation to the expected value of (Xn;d,j) when d is close to (log n)/(kHk), the

region where most of the vertices are concentrated, where Hk :=
∑

1�j�k 1/j denote the

harmonic numbers, (ii) a logarithmic upper bound for the height, and (iii) a lower bound

for the width of the tree.

3.1. The expected value

We consider the expected BFS-profile, E(Xn;d,j), which corresponds to the expected profile

of the shortest-path trees of increasing k-trees. Observe first that

E(Xn;d,j) =
[zn]M̃d,j(z)

[zn]T̃ (z)
, where M̃d,j(z) :=

∂T̃d,j(z, u)

∂u

∣∣∣∣
u=1

.

Here [zn]f(z) denotes the coefficient of zn in the Taylor expansion of f.

For small d, the expected BFS-profile can be computed and estimated inductively.

Proposition 3.1. For d = O(1), the expected BFS-profile is asymptotically equivalent to

E(Xn;d,j) ∼ Γ(1/k)
j

k − 1
· (log n)d−1

(d − 1)!
n1−1/k, (3.1)

for large n, fixed k, and 1 � j � k.

Proof. It follows from (2.4) that

M̃ ′
d,j(z) =

(k − j + 1)M̃d,j(z) + jM̃d,j−1(z)

k(1 − z)
+

δd,1T̃ (z)

k(1 − z)
. (3.2)

This is a DE of standard Cauchy–Euler type whose solution is given by (see [13])

M̃d,j(z) =
(1 − z)−(k−j+1)/k

k

∫ z

0

(1 − x)−(j−1)/k(jM̃d,j−1(x) + δd,1T̃ (x)) dx, (3.3)

since M̃d,j(0) = 0. Then, starting from M̃0,k = 0, we get

M̃1,1(z) =
1

k − 1

(
1

1 − z
− 1

(1 − z)1/k

)
.

Moreover, by induction,

M̃d,j(z) ∼ j

(k − 1)(d − 1)!
· 1

1 − z
logd−1 1

1 − z
,

for 1 � j � k, d � 1 and z ∼ 1. The asymptotics of the coefficient follows by singularity

analysis (see [24, 25]).
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In Theorem 3.2 below, we show that the same asymptotic estimate holds in the larger

range d = o(log n), and also derive an estimate for d = O(log n). Define the polynomial

Pk(z, w) :=
∏

1���k

(
z − �

k

)
− ckw =

∏
1�j�k

(z − λj(w)), (3.4)

where ck := k!/kk and

	(λ1(w)) � 	(λ2(w)) � · · · � 	(λk(w)).

Theorem 3.2. The expected BFS-profile E(Xn;d,j) satisfies for 1 � d = o(log n)

E(Xn;d,j) ∼ Γ(1/k)
j

k − 1
· (log n)d−1

(d − 1)!
n1−1/k, (3.5)

uniformly in d, and for d → ∞, d = O(log n)

E(Xn;d,j) ∼ Γ(1/k)hj,1(ρ)ρ−dnλ1(ρ)−1/k

Γ(λ1(ρ))
√

2π(ρλ′
1(ρ) + ρ2λ′′

1(ρ)) log n
, (3.6)

where ρ = ρn,d > 0 solves the equation ρλ′
1(ρ) = d/ log n, and hj,1 is defined by

hj,1(w) =
j!w(w − 1)

(kλ1(w) − 1)
∏

k−j+1�s�k+1

(kλ1(w) − s)
· 1∑

1�s�k

(kλ1(w) − s)−1
, (3.7)

for 1 � j � k.

It is far from obvious how to prove this theorem with an inductive argument of the

type above, and indeed we will use an analytic approach. It is equally unclear that the

denominator of (3.7) is non-zero when w � 0; see Section 3.3.3 for more details. Our

method of proof consists of the following steps; see Figure 3. First, we consider the

bivariate series

Mj(z, w) :=
∑
d�1

M̃d,j(z)wd,

which satisfies the linear system(
(1 − z)

d

dz
− k − j + 1

k

)
Mj =

j

k
Mj−1 +

wT̃

k
(1 � j � k).

Second, this system is solved and has the solutions

Mj(z, w) =
∑

1�j�k

hj,m(w)(1 − z)−λm(w) − T̃ (z)
w − (w − 1)δk,j

k
(1 � j � k),

where the hj,m have the same definition as hj,1 but with all λ1(w) in (3.7) replaced by

λm(w). While the form of the solution is generally easy to guess, the hard part lies in the

calculations of the coefficient-functions hj,m. Third, by singularity analysis and a detailed

study of the zeros, we then deduce, by the saddle-point method, the estimates given in the

theorem.

Theorem 3.2 is proved in Section 3.3.
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Figure 3. Major steps used in the proof of Theorem 3.2.

3.2. Corollaries

The asymptotic approximations to the mean profile entail interesting properties concerning

the ‘shape’ of random increasing k-trees, notably the distances to the root-vertex. Proofs

will be given in Section 3.4.

Gaussian approximation. As a consequence of expression (3.6), the expected BFS-profile

can be approximated by a Gaussian law when d is around (log n)/(kHk), justifying the

last item corresponding to increasing structures in Table 1. More precisely, let

H
(2)
k :=

∑
1���k

1/�2.

Corollary 3.3. The expected number of nodes at distance

d =

⌊
1

kHk

log n + xσ
√

log n

⌋

from the root-vertex, where

σ =

√
H

(2)
k /(kH3

k ),

satisfies, uniformly for x = o((log n)1/6),

E(Xn;d,j) ∼ ne−x2/2√
2πσ2 log n

. (3.8)

Expected height and width. The height of an increasing k-tree is the maximum distance

to the root-vertex, or, equivalently, the number of layers in the BFS-profile plus one. On

the other hand, the width is defined to be the size of the largest layer (with the maximum

number of vertices) in the BFS-profile. The estimates we derived for the expected profile

provide a logarithmic upper bound for the height, justifying that the mean distance of

random k-trees are of logarithmic order in size, as stated in Table 1. We also get a lower

bound for the width (of the shortest-path tree) of a random increasing k-tree.
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Table 2. Numerical values of α+ for small values of k

k 2 3 4 5 6

α+ 1.085480 0.656285 0.465190 0.358501 0.290847

k 7 8 9 10 20

α+ 0.244288 0.210365 0.184587 0.164356 0.077875

Corollary 3.4. Let Hn denote the height of a random increasing k-tree on n + k vertices.

Then

E(Hn) � α+ log n − α+

2(λ1(α+) − 1/k)
log log n + O(1), (3.9)

where α+ > 0 is the solution of the system of equations

1

α+
=

∑
1���k

1

v − �/k
,

v − 1

k
− α+

∑
1���k

log

(
k

�
v − 1

)
= 0.

(3.10)

Table 2 gives the numerical values of α+ for small values of k. For large k, one can

show that α+ ∼ 1/(k log 2) and λ1(α+) ∼ 2.

In addition to the height, we also have a lower bound for the width, which is the

maximum number of nodes that appears on a single distance layer Wn := maxd Xn;d,j .

Corollary 3.5. The width of a random increasing k-tree on n + k vertices is bounded from

below by

E(Wn) = E(max
d

Xn,d) � max
d

E(Xn,d) ∼ n√
2πσ2 log n

.

We may conclude briefly from these results that in the BFS trees of random increasing

k-trees, almost all nodes are located at the levels with

d =
1

kHk

log n + O(
√

log n),

each with approximately n/
√

log n nodes, similar to most search trees of logarithmic height

(see [27]). Our fine estimates also provide additional clarification of the small-world nature

of random k-trees, notably k = 3, for which different powers of logarithmic order were

claimed in [1] and in [54] for the average path-length over a deterministic 3-tree model

(Apollonian networks). Strangely, while the models are different, our asymptotic result
2
11

log n is consistent with that derived in [54]; see also [26, 36] for related results. As the

sequence 1/(kHk) decreases moderately for increasing k and log n increases only smoothly,

dubious conclusions may be drawn in practice based solely on numerical evidence.
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3.3. Proof of Theorem 3.2

In this section we prove Theorem 3.2 on the asymptotic approximations to the expected

BFS-profile. A diagrammatic sketch of the major steps of our proof is summarized in

Figure 3.

3.3.1. Bivariate generating function and the linear system. Our approach to the asymptotics

of E(Xn;d,j) begins with the bivariate generating functions

Mj(z, w) :=
∑
d�1

M̃d,j(z)wd,

which gather information on the number of nodes at distance d from j vertices of the

root-clique for every value of d.

Lemma 3.6. Let θ denote the operator (1 − z)Dz . The bivariate generating functions Mj

satisfy the linear system(
θ − k − j + 1

k

)
Mj = Mj−1 +

wT̃

k
(1 � j � k), (3.11)

where M0(z, w) = wMk(z, w).

Proof. By (3.2), we obtain for j = 1, . . . , k

∂

∂z
Mj(z, w) =

k − j + 1

k(1 − z)
Mj(z, w) +

j

k(1 − z)
Mj−1 +

wT̃ (z)

k(1 − z)
.

Thus (3.11) follows.

The easy special case is when k = 1, which has the exact solution

M1(z, w) = (1 − z)−w−1 − (1 − z)−1,

leading to Stirling numbers of the first kind; see [25].

3.3.2. Converting the linear system (3.11) into scalar DEs. Instead of working directly

with the linear system, we convert it into k scalar DEs of Cauchy–Euler type, with the

same differential operator for all equations. For convenience, define the linear operator

Lk :=
∏

1���k

(
θ − �

k

)
.

Recall that ck := k!/kk .

Proposition 3.7. The bivariate generating functions Mj satisfy the following DEs:

Lk[Mj] = ckwMj +

⎧⎪⎨
⎪⎩

ck

k
w2T̃ , if 1 � j < k,

ck

k
wT̃ , if j = k,

(3.12)

where the initial conditions differ in each equation.
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A particular solution is easily seen to be −w(1 − z)−1/k/k for Mj for 1 � j < k, and

−(1 − z)−1/k/k for Mk .

Our approach to converting the system (3.11) is to consider

∏
1���k

(
θ − �

k

)
Mj ,

and then simplify this by applying the equations in (3.11) one after another, to obtain a

scalar DE for each Mj .

Proof. We start with the proof for M1, the others then following by induction. By (3.11),

Lk[M1] =
∏

1��<k

(
θ − �

k

)
(θ − 1)M1

=
∏

1��<k

(
θ − �

k

)(
w

k
Mk +

wT̃

k

)

=
w

k

∏
1��<k

(
θ − �

k

)
Mk,

since T̃ (z) = (1 − z)−1/k , and thus

∏
1��<k

(
θ − �

k

)
T̃ = T̃

∏
1��<k

(
1

k
− �

k

)
= 0.

Iterating this procedure of linear operators, we finally get

Lk[M1] = ckwM1 +
ck

2
w2T̃ + w2T̃

∑
2�s<k

k!

ks(k − s + 2)!

∏
s��<k

(
1

k
− �

k

)
,

and the last two terms on the right-hand side simplify to (k − 1)!w2T̃ /kk . Although this

approach also applies to other Mj , it is simpler to use the following argument once we

have proved (3.12) for j = 1. We first assume the form

Lk[Mj] = ckwMj + Ck,jw
2T̃ , (3.13)

for 1 � j < k, which is already proved for j = 1. Now consider 2 � j < k.

Lk[Mj] =
∏

�
=k−j+1

(
θ − �

k

)(
θ − k − j + 1

k

)
Mj =

j

k

∏
�
=k−j+1

(
θ − �

k

)
Mj−1.

Multiplying the missing factor θ − (k − j + 1)/k, we obtain

j

k
Lk[Mj−1] =

j

k
(ckwMj−1 + Ck,j−1w

2T̃ ),

which, on the other hand, also equals, by (3.13),(
θ − k − j + 1

k

)
(ckwMj + Ck,jw

2T̃ ) = ckw

(
j

k
Mj−1 +

wT̃

k

)
− k − j

k
Ck,jw

2T̃ .
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(a) (b) (c) (d) (e)

Figure 4. A plot of the zeros λj (w) as functions of w for k from 2 (a) to 6 (e). The top solid curve is λ1(w),

which remains larger than 1 when w > 0. The other curves show that there may be double zeros (when two

curves intersect) among {λ2(w), . . . , λk(w)} when w is small.

Thus, by equating these two last displays, we get the recurrence for Ck,j

Ck,j =
1

k − j

(
k!

kk
− jCk,j−1

)
(2 � j < k),

with the initial condition Ck,1 = (k − 1)!/kk . It is then easily verified that

Ck,j ≡ (k − 1)!/kk = ck/k

for 2 � j < k.

3.3.3. Solution to the Cauchy–Euler DEs (3.12). To solve the Cauchy–Euler DEs (3.12),

we observe that it can be proved that all zeros of the indicial polynomial Pk(z, w) are

simple for3 w > w0, where w0 > 0 depends only on k; see Appendix I of DHS.

Proposition 3.8. The exact solution of (3.12) is given by

Mj(z, w) =
∑

1�m�k

hj,m(w)(1 − z)−λm(w) − w − (w − 1)δk,j
k

T̃ (z), (3.14)

where the hj,m are given in (3.20) and (3.21).

Note that some of the hj,m(w) are undefined at some points w ∈ [−w0, w0] because their

denominator becomes zero. In this case, (3.14) is still meaningful provided we take the

limit of the right-hand side as w approaches the singularity, which results in a factor of

the form (1 − z)−λm(w) log(1 − z). Whichever is the case, when w > 0, such a logarithmic

change occurs only for lower-order terms (involving λ2(w), . . . , λk(w)) and does not affect

the dominant term (involving λ1(w) whose value is always larger than 1 if w > 0); see

Figure 4 and Appendix I of DHS for details.

3 More precisely, let z1 denote the solution in the unit interval of the equation

1

z
=

∑
1��<k

1

� − z
.

Then

w0 :=
kk

k!
max

1/k�x�1

∏
1���k

∣∣∣∣1 − x

�

∣∣∣∣ =
z1

k

∏
1��<k

(
1 − z1

�

)
.

For large k, w0 ∼ e−1/(k log k).

https://doi.org/10.1017/S0963548316000018 Published online by Cambridge University Press

https://doi.org/10.1017/S0963548316000018


Shape Measures of Random Increasing k-trees 683

In the special case when k = 2, the two solutions of P2(θ) = 0 are given by

λ1(w) =
3 +

√
1 + 8w

4
and λ2(w) =

3 −
√

1 + 8w

4
,

and the exact solution to (3.12) with initial conditions zero can be easily found to be

M1(z, w) = w
λ1(w)(1 − z)−λ1(w) − λ2(w)(1 − z)−λ2(w)

√
1 + 8w

− w

2
(1 − z)−1/2,

M2(z, w) =
(w − 1 + λ1(w))(1 − z)−λ1(w) − (w − 1 + λ2(w))(1 − z)−λ2(w)

√
1 + 8w

− 1

2
(1 − z)−1/2,

since T̃ (z) = (1 − z)−1/k; see [11, Corollary 4, p. 323]. But the expressions become more

involved for higher values of k.

Proof of Proposition 3.8. We now prove Proposition 3.8 by a linear-operator approach

(to characterize hk,m) and then by induction (for other hj,m). See [12, 13, 29, 30] for more

information on the linear-operator approach.

A linear-operator approach to deriving the coefficients hj,m. The idea is roughly as follows.

We focus on Mk; the other cases can then be derived by (3.11). By (3.4), we define

M [1]
k := (θ − λ2(w)) · · · (θ − λk(w))Mk,

so that the DE (3.12) can be written as the first-order DE (θ − λ1(w))M [1]
k = ckwT/k,

which has the solution

M [1]
k (z) =

(
M [1]

k (0) +
ckw

kλ1(w) − 1

)
(1 − z)−λ1(w) − ck

kλ1(w) − 1
(1 − z)−1/k. (3.15)

All coefficients are explicit except M [1]
k (0). To derive a more explicit expression for M [1]

k (0),

we start with the identity∏
1���k(θ − �/k) − ckw

θ − λ
=

∑
0�s<k

[ ∏
s+2���k

(
λ − �

k

)][ ∏
1���s

(
θ − �

k

)]
, (3.16)

whenever λ ∈ {λ1(w), . . . , λk(w)}, namely Pk(λ, w) = 0. To prove this, we observe that

∏
1���k(θ − �/k)

θ − λ
=

[∏
1��<k(θ − �/k)

]
(θ − λ + λ − k/k)

θ − λ

=
∏

1��<k

(
θ − �

k

)
+ (λ − 1)

∏
1��<k(θ − �/k)

θ − λ

= · · ·

=
∑

0�s<k

[ ∏
s+2���k

(
λ − �

k

)][ ∏
1���s

(
θ − �

k

)]
+

∏
1���k(λ − �/k)

θ − λ
.

Now the last term on the right-and side will be cancelled if we add −ckw/(θ − λ) to both

sides, because Pk(λ, w) = 0.
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From (3.16), we have

M [1]
k (z) =

∑
0�s<k

[ ∏
s+2���k

(
λ1(w) − �

k

)][ ∏
1���s

(
θ − �

k

)]
Mk(z).

This expression provides an effective means to compute the value M [1]
k (0). To that end,

we observe first, by induction, that

∏
1���s

(
θ − �

k

)
Mk(z)

∣∣∣∣
z=0

=
(k − 1) · · · (k − s + 1)

ks
w,

for 1 � s � k. This, together with Mk(0) = 0, gives

M [1]
k (0) = w

∑
1�s<k

[ ∏
s+2���k

(
λ1(w) − �

k

)]
k!

(k − s)!ks+1

= ckw
∑

1�s<k

Γ(kλ1(w) − s − 1)

Γ(kλ1(w) − k)Γ(k − s + 1)

=
ckw(kw − kλ1(w) + 1)

(kλ1(w) − k − 1)(kλ1(w) − 1)
.

Substituting this into (3.15) and then iterating the linear operators, we deduce that (see,

for example, [13])

hk,1(w)
∏

2���k

(λ1(w) − λ�(w)) =
ckkw(w − 1)

(kλ1(w) − k − 1)(kλ1(w) − 1)
.

The same procedure applies to other hk,m(w), and we obtain

hk,m(w) =
ckkw(w − 1)

(kλm(w) − k − 1)(kλm(w) − 1)
∏

�
=m(λm(w) − λ�(w))
(1 � m � k). (3.17)

Now, again by (3.16),

∏
�
=m

(λm(w) − λ�(w)) = lim
θ→λm(w)

∏
1���k(θ − λ�(w))

θ − λm(w)

=
∑

0�s<k

∏
�
=s+1

(
λm(w) − �

k

)

= kckw
∑

1�s�k

1

kλm(w) − s
.

It follows that

hk,m(w) =
w − 1

(kλm(w) − k − 1)(kλm(w) − 1)
∑

1�s�k(kλm(w) − s)−1
(1 � m � k), (3.18)

provided that the denominator is non-zero, which occurs when w ∼ 0. An alternative

expression is

hk,m(w) =
(w − 1)

∏
2�s�k(kλm(w) − s)

k!w(kλm(w) − k − 1)
∑

1�s�k(kλm(w) − s)−1
(1 � m � k), (3.19)
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Figure 5. Distributions of the zeros of Pk when w = 1 for k = 3, . . . , 50. The limiting curve of the zeros

|zz(z − 1)1−z | = 1 is plotted in black (innermost curve).

which also follows from (3.17). Properties of the λm are discussed in Appendix I of

DHS.

Expressions for hj,m(w). From the linear system (3.11) and the expression (3.14), we deduce

the recurrence

hj,m(w) =
j

kλm(w) − k + j − 1
hj−1,m(w) (1 � m, j � k),

where h0,m := whk,m. Iterating this recurrence gives

hj,m(w) =
j!w∏

k−j+1�s�k(kλm(w) − s)
hk,m(w) (3.20)

=
j!w(w − 1)

(kλm(w) − 1)
(∑

1�s�k(kλm(w) − s)−1
)∏

k−j+1�s�k+1(kλm(w) − s)
,

for 1 � m, j � k, provided that the denominator is non-zero. Alternatively, we have, by

(3.19),

hj,m(w) =
j!(w − 1)

∏
2�s�k−j(kλm(w) − s)

k!(kλm(w) − k − 1)
∑

1�s�k(kλm(w) − s)−1
, (3.21)

for 1 � m � k and 1 � j < k.

3.3.4. Properties of the zeros of Pk. In Appendix I of DHS we gather a few properties

of the zeros of Pk(z, w). From Figure 5, we see that the zeros of Pk are distributed very

regularly. The crucial property we need here is that λ1(w) > 1 for w > 0, so that the

denominators of the hj,1 (see (3.7)) are never zero when w > 0.

3.3.5. From Mj to M̃d,j . With the expressions for the coefficient-functions hj,m at hand,

we can now estimate the coefficient of zn in M̃d,j . From (3.14), we have, for d � 1,

[zn]M̃d,j(z) = [wdzn]Mj(z, w).
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We use singularity analysis for extracting asymptotically the coefficient of zn in Mj(z, w),

and then the saddle-point method for the asymptotics of the coefficient of wd in the

resulting expression.

Singularity analysis. From (3.14), we have the following identity, for d � 1:

[zn]M̃d,j(z) = [wd]

( ∑
1�m�k

hj,m(w)

(
λm(w) + n − 1

n

)
− w − (w − 1)δk,j

k

(
1/k + n − 1

n

))
.

On the other hand, by (3.14) and singularity analysis, for d � 1 we have

[zn]M̃d,j(z) = [wd]

{
hj,1(w)

Γ(λ1(w))
nλ1(w)−1(1 + O(n−1)) + O(n	(λ2(w))−1 log n + δd,1n

−1+1/k)

}
.

Saddle-point approximations. Now, by the properties of the zeros of Pk , we deduce that

[zn]M̃d,j(z) =
1

2πi

∫
|w|=ρ

| arg(w)|�ε

hj,1(w)

Γ(λ1(w))
w−d−1nλ1(w)−1(1 + O(n−ε)) dw, (3.22)

where ρ > 0 is chosen to be the saddle-point ρλ′
1(ρ) = d/ log n; see [12, 31] for similar

details.

Assume now that d = o(log n), so that the saddle-point ρ ∼ 0. We have

hj,1(w) =
j

k − 1
w(1 + O(Hk|w|)) (w ∼ 0).

First consider w ∼ 0. By writing

∏
1���k

(
θ − �

k

)
= (θ − 1)

∏
1��<k

(
θ − 1 +

�

k

)
=

k!

kk
(θ − 1)

∏
1��<k

(
1 +

k

�
(θ − 1)

)
,

we have

λ1(w) − 1 =
w∏

1��<k(1 + (k/�)(λ1(w) − 1))
,

which, by the Lagrange inversion formula (see [25, Appendix A.5]), gives the expansion

as w ∼ 0:

λ1(w) − 1 = w − kHk−1w
2 +

k2

2
(3H2

k−1 + H
(2)
k−1)w3 + · · · .

From this, by (3.22) and careful error analysis, it follows that

[zn]M̃d,j(z) ∼ j

k − 1
[wd−1]nw =

j

k − 1
· (log n)d−1

(d − 1)!
,

where the error term dropped is of order O(kHkd/ log n). Therefore this expression holds

uniformly for d = o(log n), and the corresponding expected value is given in (3.5). Note

that if α = d/ log n, then

(log n)d/d! � d−1/2nα−α log α.
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For larger values of d (indeed for d → ∞), we again use (3.22) and apply a direct

saddle-point method; the result is

[zn]M̃d,j(z) ∼ hj,1(ρ)ρ−dnλ1(ρ)−1

Γ(λ1(ρ))
√

2π(ρλ′
1(ρ) + ρ2λ′′

1(ρ)) log n
,

where ρ = ρn,d > 0 solves the equation ρλ′
1(ρ) = d/ log n. This gives the corresponding

expected value in (3.6).

3.4. Proofs of Corollaries 3.3–3.4 of Theorem 3.2

Gaussian approximation (3.8) of Corollary 3.3. Since λ1(1) = (k + 1)/k, we see in this case

that ρ = 1,

ρλ′
1(ρ) =

1∑
1���k(λ1(ρ) − �/k)−1

,

and λ1(ρ) − 1/k − α log ρ ∼ 1. The more precise asymptotic estimate (3.8) then follows

from a straightforward analysis using (3.6) and the local expansion

λ1(w) − k + 1

k
=

1

kHk

(w − 1) − H2
k − H

(2)
k

2kH3
k

(w − 1)2 + · · · ,

since λ1(1) = (k + 1)/k.

The expected height. From the estimate (3.6) for the expected profile, we can get an upper

bound for the height. The argument is standard and as follows. Let Hn denote the height.

Then

E(Hn) � d0 +
∑
d�d0

P(Hn � d),

for a suitably chosen d0. So we derive an upper bound for the last sum. Let Xn,d denote

the profile (for some j = 1, . . . , k). Then, assuming that d0 is an integer, by the inequality

P(Hn � d) �
∑
��d

E(Xn,�),

we have ∑
d�d0

P(Hn � d) �
∑
��d0

(� − d0 + 1)E(Xn,�) =
1(

1/k+n−1
n

) [zn][wd0 ]
M (z, w)

(1 − 1/w)2
,

where M = Mj for some j. By our saddle-point analysis, the additional factor (1 − 1/w)2

in the denominator does not change the asymptotic order of the expected profile if we

choose d large enough (so that ρ > 1), and we also have, by a analysis similar to that

above (and simpler), ∑
d�d0

P(Hn � d) = O((log n)−1/2ρ−d0nλ1(ρ)−1/k),

where ρλ′
1(ρ) = d0/ log n.

For the choice of d0, we first identify the location where the exponent of n in (3.6),

which is λ1(ρ) − 1/k − α log ρ, will tend to zero for the first time as ρ increases. This can
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be obtained by solving the system of equations (3.10) for positive reals (α+, v), where

v = λ1(α+). In this way, we obtain the table given with Corollary 3.4. For large k, one can

show that α+ ∼ 1/(k log 2) and λ1(α+) ∼ 2.

Now we take d0 = α+ log n − β+ log log n + O(1)�, where

β+ :=
α+

2(λ1(α+) − 1/k)
,

and then get (3.9). The upper bound (3.9) is expected to be tight, up to the second-order

term. This proves Corollary 3.4.

4. Limiting distributions

With the availability of the bivariate generating functions (2.3), we can proceed further

and derive the limit distribution of Xn;d,j in the range when d = O(1). The case when

d → ∞ is expected to be more involved; it might be possible to further extend the limit

result to higher values of d by the method used in [27], but the details would be very

messy.

As in the case of expected BFS-profile, we first present our results, and then give the

proofs at the end of the section.

4.1. Distribution of the BFS-profile

Theorem 4.1. For fixed d, the normalized random variables

X̄n;d,j :=
Xn;d,j

n1−1/k(log n)d−1/(d − 1)!

converge in distribution to

X̄n;d,j
d−→ Ξd,j , (4.1)

where the limit law Ξd,j has the moment generating function

E(eΞd,ju) = Γ(1/k)
∑
m�0

cd,j,m

m!Γ(m(1 − 1/k) + 1/k)
um

=
Γ(1/k)

2πi

∫ (0+)

−∞
eττ−1/kCd,j(τ

−1+1/ku) dτ,

and

Cd,j(u) := 1 +
∑
m�1

cd,j,mu
m/m!

satisfies the system of DEs

(k − 1)uC ′
d,j(u) + Cd,j(u) = Cd,j(u)k+1−jCd,j−1(u)j , (4.2)

for 1 � j � k, with Cd,0 = Cd−1,k and C1,0 = 1. Here the symbol
∫ (0+)

−∞ denotes any Hankel

contour starting from −∞ on the real axis, encircling the origin once anticlockwise, and

returning to −∞.
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Theorem 4.1 is proved in Section 4.3. We shall indeed prove convergence of all moments,

which is stronger than weak convergence, and the limit law is uniquely determined by

its moment sequence. The interesting point is that the limit laws are characterized by a

system of nonlinear differential equations, bearing a similar form to the starting system

of DEs (2.4).

Exactly solvable cases for C1,j . Only in some special cases do we obtain explicit solutions

for C1,j:

C1,1(u) = (1 − u)−1/(k−1) (k � 2),

C1,2(u) =
eu/(1−u)

1 − u
(k = 2),

and, for k � 3,

C1,2(u) = ϕ(u)−1/(k−2),

where, for |u| < 1,

ϕ(u) := 1 − k − 2

k − 1

∑
m�1

(
m + 2

k−1
− 1

m

)
um

m − k−2
k−1

= (1 − u)− 2
k−1 − 2u − 2u

k − 1

∫ 1

0

t−
k−2
k−1

(
(1 − ut)− 2

k−1 −1 − 1
)

dt.

In particular, when k = 3 we have

C1,2(u) =

(
1 −

√
u

2
log

1 +
√
u

1 −
√
u

)−1

.

All these solutions can be easily checked. More solutions will be discussed elsewhere.

Rayleigh distribution. Note that, when d = 1, the result (4.1) can also be derived directly

by the explicit expression (2.2). In particular, when k = 2, the limit law is Rayleigh, with

density te−t2/4/2 for t � 0, since

√
π
∑
m�0

um

Γ((m + 1)/2)
=

1

2

∫ ∞

0

tetu−t2/4 dt.

For higher values of k, the moment generating function of Ξ is expressible in terms of

generalized hypergeometric functions.

Variance. As a corollary of Theorem 4.1, we also get an explicit asymptotic expression

for the variance of Xn;d,j , when d = O(1).

Corollary 4.2. The variance of Xn;d,j satisfies

V(Xn;d,j) ∼
(

Γ(1/k)

Γ(2 − 1/k)
cd,j,2 −

(
jΓ(1/k)

k − 1

)2)(
n1−1/k (log n)d−1

(d − 1)!

)2

,

for d = O(1) and 1 � j � k, where cd,j,2 is given below in (4.14).

This corollary is proved in Section 4.3.4.
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In what follows, we first prove Theorem 4.1 in the simplest case when d = j = 1, for

which Xn;1,1 is simply the root degree. Our method of proof is based on exact solution

and the method of moments. Then we consider the case when d = 1 and 1 � j � k for

which closed-form solutions are too messy even when available; we thus use an inductive

argument for the asymptotics of moments and still apply the method of moments. The

proof is then easily amended for the remaining cases d � 1 and 1 � j � k.

4.2. Degree distribution of the root

Consider the special case when d = j = 1. We state the following result for ease of

reference although it is a special case of Theorem 4.1 when d = j = 1.

Note that from (3.5) with d = 1, we see that the expected degree of the root-vertex

satisfies

E(Xn,1,1) ∼ Γ(1/k)n1−1/k/(k − 1).

Theorem 4.3. The degree Xn;1,1 of the root-vertex in a random k-tree on n + k vertices

satisfies

Xn;1,1

n1−1/k

d−→ Ξ1,1, (4.3)

where the limit law Ξ1,1 = Ξ1,1(k) has the moment generating function

E(eΞ1,1u) =
Γ
(

1
k

)
Γ
(

1
k−1

) ∑
m�0

Γ
(
m + 1

k−1

)
Γ
(
m
(
1 − 1

k

)
+ 1

k

)
m!

um.

Bivariate generating function. By definition,

T̃1,1(z, u) :=
∑
n�0

(
n + 1/k − 1

n

)
E(uXn;1,1 )zn.

Note that T̃1,1(z, u) = T (z/k, u). Thus, by (2.2),

T̃1,1(z, u) = (1 − u(1 − Z1−1/k))−1/(k−1), with Z = 1 − z. (4.4)

Corollary 4.4. The probability that the root-vertex has degree m satisfies

P(Xn;1,1 = m) ∼
Γ
(
m + 1

k−1

)
Γ(m)Γ

(
1

k−1

) · k − 1

k
n−1, (4.5)

uniformly for 1 � m = o(n1−1/k).
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Proof. By (4.4), we have, for m � 1,

P(Xn;1,1 = m) =
[znum]T̃1,1(z, u)

[zn](1 − z)−1/k

=
Γ
(
m + 1

k−1

)
m!Γ

(
1

k−1

)(
n+1/k−1

n

) [zn](1 − (1 − z)1−1/k)m

∼
Γ
(
m + 1

k−1

)
m!Γ

(
1

k−1

)(
n+1/k−1

n

) · m(k − 1)

kΓ
(

1
k

) n−2+1/k,

uniformly for m = o(n1−1/k). Thus (4.5) follows.

In particular, when m → ∞ and m = o(n1−1/k), we have

P(Xn;1,1 = m) ∼ m1/(k−1)

kΓ
(

k
k−1

) n−1.

One can also derive more precise approximations for larger values of m by a direct

application of the saddle-point method. Further, the dependence on m is asymptotically a

Beta function.

Remark. Inspired by the explicit solution (4.4), we can express the solution to the other

T̃d,j as follows:

T̃d,j(z, u) =

(
1 − k − j

k
uδd,1

∫ z

0

T̃
j
d,j−1(t, u) dt

)−1/(k−j)

.

Indeed, (4.4) also follows from this with d = 1 and j = 1.

In particular,

T̃1,2(z, u) =

(
1 − k − 2

k
u

∫ z

0

(1 − u(1 − (1 − t)1−1/k))−2/(k−1) dt

)−1/(k−2)

.

But the expressions for higher values of d or j soon become messy and less useful.

Method of moments. The explicit expression (4.4) can be rewritten as

T̃1,1(z, u) = Z−1/k(1 − (u − 1)Z−1+1/k(1 − Z1−1/k))−1/(k−1)

= Z−1/k
∑
m�0

(
(1/(k − 1)) + m − 1

m

)
(u − 1)mZ−m(1−1/k)(1 − Z1−1/k)m. (4.6)

Thus all factorial moments of the random variable Xn;1,1 can be directly computed, and

we have

E(Xn;1,1 · · · (Xn;1,1 − m + 1)) =
Γ
(
m + 1

k−1

)
Γ
(

1
k−1

) · [zn]Z−m(1−1/k)−1/k(1 − Z1−1/k)m

[zn]T̃ (z)

∼
Γ
(

1
k

)
Γ
(
m + 1

k−1

)
Γ
(

1
k−1

)
Γ
(
m
(
1 − 1

k

)
+ 1

k

) nm(1−1/k),

for m � 0. This proves the convergence of all integral moments of Xn;1,1/n
1−1/k to those of

Ξ. It remains to justify that such a moment sequence uniquely determines a distribution.

https://doi.org/10.1017/S0963548316000018 Published online by Cambridge University Press

https://doi.org/10.1017/S0963548316000018


692 A. Darrasse, H.-K. Hwang and M. Soria

But this is easy since the moment generating function is an entire function. The theorem

then follows by applying the Frechet–Shohat moment convergence theorem.

Remark. Alternatively, the limit law (4.3) can be proved by the following argument. Let

u := eit/n
1−1/k

. Then, by singularity analysis and by choosing a suitable Hankel contour H,

E(eiXn;1,1(n)t/n1−1/k

) =
Γ
(

1
k

)
n1−1/k

2πin

∫
H
eτ(1 − eit/n

1−1/k

+ eit/n
1−1/k

(τ/n)1−1/k)−1/(k−1)

× (1 + O(|τ|2n−1)) dτ

→
Γ
(

1
k

)
2πi

∫ (0+)

−∞
eτ(τ1−1/k − it)−1/(k−1) dτ = E(eΞ1,1it),

which in the case of k = 2 equals the characteristic function of the Rayleigh distribution.

An advantage of this analytic approach is that it can be further refined and gives a

convergence rate.

4.3. Limiting distribution: d � 1 and 1 � j � k

For higher values of d and j, we do not rely on explicit solutions but start from the

recurrence relation derived from (2.4) and instead use an inductive argument, where the

crucial tool we need is the singularity analysis of Flajolet and Odlyzko, for which we

develop a notion of admissibility.

4.3.1. Recurrence relations. Let

T̃d,j(z, u) =
∑
m�0

M̃d,j,m(z)

m!
(u − 1)m,

where the mth factorial moment is related to M̃d,j,m by

E(Xn;d,j(Xn;d,j − 1) · · · (Xn;d,j − m + 1)) =
[zn]M̃d,j,m(z)

[zn]T̃ (z)
.

Then by (2.4), we have, for d 
= 1,

M̃ ′
d,j,m(z)

m!
=

1

k

∑
h1+···+hk+1−j+i1+···+ij=m

0�h1 ,...,hk+1−j ,i1 ,...,ij�m

( ∏
1���k+1−j

M̃d,j,h�(z)

h�!

)( ∏
1���j

M̃d,j−1,i�(z)

i�!

)
,

and for d = 1,

M̃ ′
d,j,m(z)

m!
=

1

k

∑
h1+···+hk+1−j+i1+···+ij=m

0�h1 ,...,hk+1−j ,i1 ,...,ij�m

( ∏
1���k+1−j

M̃d,j,h�(z)

h�!

)( ∏
1���j

M̃d,j−1,i�(z)

i�!

)

+
1

k

∑
h1+···+hk+1−j+i1+···+ij=m−1

0�h1 ,...,hk+1−j ,i1 ,...,ij<m

( ∏
1���k+1−j

M̃d,j,h� (z)

h�!

)( ∏
1���j

M̃d,j−1,i� (z)

i�!

)
, (4.7)

where the second sum will be seen to be asymptotically negligible.

4.3.2. Flajolet–Odlyzko admissible functions. For notational convenience, we introduce

the following notion; see [25, §VI.10] for more general and thorough discussions.
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Definition. A function f analytic inside the unit circle is said to be FO-admissible

(following Flajolet and Odlyzko [24]) if (i) it can be analytically continued into a region

of the form

R := {z : |z| � 1 + ε, | arg(z − 1)| � δ} \ {1} (ε > 0; 0 < δ < π/2),

and (ii) f satisfies

f(z) ∼ c(1 − z)−α

(
log

1

1 − z

)β

(c, α, β ∈ C),

uniformly as z → 1 in R. We simply write f ∈ FO or f ∈ FOα,β if we want to specify the

growth order.

The usefulness of such a notion resides in the asymptotic estimate

[zn]f(z) =
c + o(1)

Γ(α)
nα−1(log n)β,

if α 
= 0,−1, . . . , as well as the following closure properties.

Lemma 4.5. FO-admissible functions are closed under addition, subtraction, multiplication,

and differentiation; they are also closed under integration (f �→
∫ z
f) if either α > 1 or α =

1, β > −1.

Proof. The proof is straightforward and details are therefore omitted. Note that if

f ∈ FO1,β , then

∫ z

z0

f(t) dt ∼

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1

β + 1

(
log

1

1 − z

)β+1

if β > −1,

log log
1

1 − z
if β = −1,

constant if β < −1,

as z → 1 in R.

While one can include the powers of more iterated logarithmic functions in our definition

of FO-admissible functions, integration may yet fail to be closed for some powers.

Lemma 4.6. Assume that

(θ − ν)f = g (ν ∈ C),

in the sense of formal power series, where θ = (1 − z)Dz . If g ∈ FOα,β , then f ∈ FO

provided that either ν < α or ν = α, β > −1.

Proof. The solution of f is given explicitly by

f(z) = f(0)(1 − z)−ν + (1 − z)−ν

∫ z

0

(1 − t)ν−1g(t)dt.
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This provides not only an analytic continuation of f into some indented disk R (through

that of g), but also the local behaviour of f as z → 1 in R.

4.3.3. Method of moments. Assume now that d = 1 and 1 � j � k. From (4.6), we see

that M̃1,1,m ∈ FO and M̃1,1,m satisfies (Z = 1 − z)

M̃1,1,m(z) ∼
(
m + (1/(k − 1)) − 1

m

)
Z−m(1−1/k)−1/k (m � 0),

as z → 1 in some indented disk R.

We now prove by induction that M̃1,j,m ∈ FO and

M̃1,j,m(z) ∼ c1,j,mZ
−m(1−1/k)−1/k (m � 0), (4.8)

for some explicitly computable c1,j,m that will be specified later. By (3.1), we have c1,j,0 = 1

and c1,j,1 = j/(k − 1). Now assume m � 2. First of all, M̃1,j,m satisfies, by (4.7), the Cauchy–

Euler differential equation(
θ − k + 1 − j

k

)
M̃1,j,m(z) = Q1,j,m(z),

where

Q̃′
1,j,m(z)

m!
=

Z

k

∑
h1+···+hk+1−j+i1+···+ij=m

0�h1 ,...,hk+1−j<m
0�i1 ,...,ij�m

( ∏
1���k+1−j

M̃1,j,h�(z)

h�!

)( ∏
1���j

M̃1,j−1,i� (z)

i�!

)

+
Z

k

∑
h1+···+hk+1−j+i1+···+ij=m−1

0�h1 ,...,hk+1−j ,i1 ,...,ij<m

( ∏
1���k+1−j

M̃1,j,h� (z)

h�!

)( ∏
1���j

M̃1,j−1,i� (z)

i�!

)
.

By Lemma 4.5 and induction, we have Q̃1,j,m ∈ FO and Q̃1,j,m(z) ∼ c′
1,j,mZ

−m(1−1/k)−1/k,

where

c′
1,j,m =

m!

k

∑
h1+···+hk+1−j+i1+···+ij=m

0�h�<m, 0�i��m

( ∏
1���k+1−j

c1,j,h�

h�!

)( ∏
1���j

c1,j−1,i�

i�!

)
.

By Lemma 4.6, M̃1,j,m ∈ FO . Since

M̃d,j,m(z) = (1 − z)−(k+1−j)/k

∫ z

0

(1 − t)(j−1)/kQ̃d,j,m(t) dt,

if we choose c1,j,m so that they satisfy the recurrence

c1,j,m =
1

m(1 − 1/k) − 1 + j/k
· 1

k

∑
h1+···+hk+1−j+i1+···+ij=m

0�h�<m, 0�i��m

(
m

h1, . . . , hk+1−j , i1, . . . , ij

)

× c1,j,h1
· · · c1,j,hk+1−j

c1,j−1,i1 · · · c1,d,j−1,ij ,
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then (4.8) follows by induction. The recurrence can be rewritten, by rearranging terms, as

cd,j,m

m!
=

1

m(k − 1) − k + j

∑
h1+···+hk+1−j+i1+···+ij=m

0�h�<m, 0�i��m

( ∏
1���k+1−j

cd,j,h�
h�!

)( ∏
1���j

cd,j−1,i�

i�!

)
. (4.9)

In terms of the generating function

Cd,j(u) :=
∑
m�0

cd,j,mu
m/m!,

we have the system of DEs

(k − 1)uC ′
1,j(u) + C1,j(u) = C1,j(u)k+1−jC1,j−1(u)j (1 � j � k),

with C1,0(u) = 1 and C1,j(0) = 1. The proof of the convergence in distribution of

Xn;1,j/n
1−1/k to Ξ1,j is complete if we prove the unique determination of the moment

sequence, for which it suffices to prove that the functions Cd,j have finite radius of

convergence, which will be given below for general d.

The same argument used above applies mutatis mutandis to Xn;d,j for d � 2, and we

deduce (4.1). We omit the messy details.

This gives, up to the part of unique determination of the limit law (proved below), the

convergence in distribution of Xn;d,j (normalized by the order of its mean) for d = O(1)

and 1 � j � k.

Justification of the unique determination of the limit law. By Carleman’s criterion it suffices

to prove that

cd,j,m

m!
� Am

(
ε + m − 1

m

)
, (4.10)

for all m � 0 and 1 � j � k, where A > 1 is sufficiently large and ε > 0 is sufficiently small.

To prove this uniform upper bound, we start from the recurrence (4.9). By induction,

cd,j,m

m!
� Am

m(k − 1) − k + j

∑
h1+···+hk+1−j+i1+···+ij=m

0�h�,i�<m

∏
1���k+1−j

(
ε + h� − 1

h�

) ∏
1���j

(
ε + i� − 1

i�

)

� Am

m(k − 1) − k + j

(
[zm](1 − z)−(k+1)ε − (k + 1 − j)

(
ε + m − 1

m

))

=
Am

m(k − 1) − k + j

((
(k + 1)ε + m − 1

m

)
− (k + 1 − j)

(
ε + m − 1

m

))
,

and we need the last expression to be less than or equal to Am
(
ε+m−1

m

)
, or equivalently(

(k + 1)ε + m − 1

m

)
� m(k − 1)

(
ε + m − 1

m

)
. (4.11)

We first choose A sufficiently large that (4.10) holds for m � m0; then we choose ε

sufficiently small that (4.11) holds for m > m0 (always possible since the left-hand side

� m−1+(k+1)ε and the right-hand side � mε for large m). This completes the proof of (4.10)

and thus Theorem 4.1.
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4.3.4. Variance. We now examine the variance and compute more explicitly the coefficients

cd,j,2, which, by (4.2), satisfy the recurrence

cd,j,2 =
j

k + j − 2
cd,j−1,2 +

j(j − 1 + jk(k − 1))

(k − 1)2(k + j − 2)
.

Iterating this recurrence with respect to j yields

cd,j,2 =
Γ(k − 1)Γ(j + 1)

Γ(k + j − 1)
cd,0,2 +

j(k − 1 + j + jk(k − 1))

k(k − 1)2
. (4.12)

If d = 1, then c1,0,2 = c0,k,2 = 0, so that

c1,j,2 =
j(k − 1 + j + jk(k − 1))

k(k − 1)2
.

Assume now that d � 2. Since cd,0,2 = cd−1,k,2, we obtain, by substituting j = k into (4.12),

cd,0,2 = cd−1,k,2 = �kcd−1,0,2 +
k3 − (k − 1)2

(k − 1)2
, (4.13)

where

�k :=
Γ(k − 1)Γ(k + 1)

Γ(2k − 1)
.

By iterating the recurrence (4.13) and by using the relation (see (4.5))

c2,0,2 = c1,k,2 =
k3 − (k − 1)2

(k − 1)2
,

we have

cd,0,2 =
k3 − (k − 1)2

(k − 1)2
· 1 − �d−1

k

1 − �k
,

for k, d � 2. In particular, since �2 = 1, the right-hand side is equal to 7(d − 1). Thus we

obtain for k = 2

cd,j,2 = 7(d − 1) +
j(3j + 1)

2
(j = 1, 2),

and for k � 3

cd,j,2 =
Γ(k − 1)Γ(j + 1)

Γ(k + j − 1)
· k

3 − (k − 1)2

k − 1
· 1 − �d−1

k

1 − �k
+

j(k − 1 + j + jk(k − 1))

k(k − 1)2
, (4.14)

for 1 � j � k. Note that if we interpret (1 − xd−1)/(1 − x) as d − 1 when x = 1, then (4.14)

also holds for k = 2. This proves Corollary (4.2).

The variance for higher values of d is more difficult, and is expected to exhibit the same

bimodal behaviour as that of, say, random binary search trees; see [20] and Figure 6.
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Figure 6. The variance of the BFS-profile, calculated from 3000 random increasing 2-trees of size 5 × 107.
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