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    abstract  

 Embodied theories of cognition propose that humans use sensorimotor 

systems in processing language. The Action-Sentence Compatibility 

Eff ect (ACE) refers to the fi nding that motor responses are facilitated after 

comprehending sentences that imply movement in the same direction. 

In sign languages there is a potential confl ict between sensorimotor 

systems and linguistic semantics: movement away from the signer is 

perceived as motion toward the comprehender. We examined whether 

perceptual processing of  sign movement or verb semantics modulate 

the ACE. Deaf  ASL signers performed a semantic judgment task 

while viewing signed sentences expressing toward or away motion. 

We found a signifi cant congruency eff ect relative to the verb’s semantics 

rather than to the perceived motion. This result indicates that (a) the 

motor system is involved in the comprehension of  a visual–manual 

language, and (b) motor simulations for sign language are modulated by 

verb semantics rather than by the perceived visual motion of  the hands.   

 keywords:      Action-Sentence Compatibility Eff ect  ,   embodied cognition  , 
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   1 .      Introduction 

 Embodied theories of  cognition suggest that the functioning of  the mind is 

inextricably bound to how the body interacts with the world. For example, 

cognition can be grounded in bodily experiences through the formation of  

multimodal (i.e., sensory and motor) representations of  events or actions. 

These representations can be reactivated as mental simulations when thinking 

about such events or actions (e.g., Barsalou,  1999 ,  2008 ). Sensorimotor 

simulations are thought to work immediately and without conscious thought 

(Barsalou,  2008 ). Many studies have now shown that spoken and written 

language comprehension can activate perceptual and motor simulations 

(e.g., Borghi, Glenberg, & Kaschak,  2004 ; Borreggine & Kaschak,  2006 ; 

Glenberg & Kaschak,  2002 ; Kaschak & Borreggine,  2008 ; Kaschak et al.,  2005 ; 

Kaschak, Zwaan, Aveyard, & Yaxley,  2006 ; Scorolli & Borghi,  2007 ; Yaxley & 

Zwaan,  2007 ; Zwaan, Madden, Yaxley, & Aveyard,  2004 ; Zwaan & Taylor, 

 2006 ). While this phenomenon appears to be robust and replicable in diff erent 

spoken languages, motor system involvement in the comprehension of  sign 

languages has been less studied. The role of  mental simulation of  movement 

may diff er for languages that use movement itself  to linguistically express 

motion. 

 Evidence from compatibility eff ects has suggested motor and visual brain 

areas can be activated during language comprehension. Compatible (or 

congruent) responses between two modalities (e.g., auditory language and a 

visual stimulus) result in faster reaction times than when the responses are 

incompatible. For example, participants responded faster to spoken sentences 

expressing rotation in one direction while simultaneously viewing a spinning 

visual percept in a congruent direction (Kaschak et al.,  2005 ). Motor 

facilitation following language comprehension has been called an Action-

Sentence Compatibility Effect (ACE; Glenberg & Kaschak,  2002 ). 

Comprehending sentences denoting direction-specifi c movement (i.e., a ‘toward’ 

movement as in “Courtney handed you the notebook”) facilitated motor 

responses that required arm movement in the same direction as that implied 

by the linguistic stimulus (i.e., ‘toward’ arm movement; Glenberg & 

Kaschak,  2002 ). Evidence from this and other compatibility eff ects suggests 

that simulations can encode precise information relevant to the linguistic 

content, such as rotational direction (e.g., Zwaan & Taylor,  2006 ), handshape 

(e.g., Bergen & Wheeler,  2005 ; Klatzky, Pellegrino, McCloskey, & Doherty, 

 1989 ), and direction of  movement (e.g., Glenberg & Kaschak,  2002 ). 

 Many studies have examined the role of  the motor system during the 

execution of  motor simulations (e.g., Borreggine & Kaschak,  2006 ; Glenberg 

& Kaschak,  2002 ), but the role of  movement perception has been less well 

studied. Further, it remains unclear whether perceptual processing of linguistic 

movement plays a role in constructing mental simulations. Specifi cally, it is 
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not clear whether perceptual systems or semantic systems guide the linguistic 

simulation in cases when confl icting information is received from lower-level 

perceptual systems and higher-order semantic systems. The potentially 

diff erent roles of  semantic and perceptual systems in the construction of  

mental simulations cannot be determined solely by studies of  spoken language 

because spoken languages do not express linguistic information via highly 

visible movements. Compatibility eff ects with spoken languages attest to the 

role of  semantics in the execution of  motor simulations, but these results 

cannot provide evidence regarding the role of  linguistic movement in the 

execution of  such simulations. In order to investigate this question, languages 

in the visual–gestural modality must be examined. 

 Sign languages, as visuospatial languages, make use of  the body (hands, 

face, and arms) as the articulators that convey linguistic information. Because 

movement is a phonological parameter of  the language – itself  potentially 

conveying meaning – there is the possibility of  confl ict between the movement 

that the comprehender perceives and the movement that is conveyed by the 

semantics of  the sentence being signed. For example, if  the signer expresses 

the sentence “You open the drawer”, the comprehender views the signer’s 

hands moving away from his or her body (‘away’ perceptually), while the 

semantics of  the sentence mean that the drawer is actually being moved 

toward the comprehender (‘toward’ semantically; see  Figure 1 ). Therefore, 

because of  the modality, sign languages allow examination of  how a perceptual 

and semantic confl ict can aff ect execution of  mental simulations. It is likely 

that this perceptual and semantic confl ict is true for most (if  not all) sign 

languages including American Sign Language (ASL).     

 One way in which perceiving movement could aff ect the ACE is via 

bottom-up interference from the visually perceived signed signal. If  viewing 

movement prevents sensorimotor activation from the linguistic stimuli while 

constructing the motor simulation, the ACE should not be found when 

signers comprehend signed sentences depicting directional motion events. 

Sign language is perceived visually, and hand and arm movements are part of  

the visual signal that must be parsed to recognize signs (e.g., movement is a 

required phonological feature of  signs). In order to comprehend the signed 

signal, the brain is required to process the visual movements of  the signers’ 

hands and arms. Previous research suggests that when the visual system is 

engaged by a stimulus, it is less available to be used in constructing a language-

induced simulation (Kaschak et al.,  2005 ; Meteyard, Zokaei, Bahrami, & 

Vigliocco,  2008 ). For example, Kaschak and colleagues (2005) had participants 

view simple visual illusions  depicting motion either toward or away from the 

participant while simultaneously listening to sentences expressing movement 

either toward or away from the body. Sensibility judgements to the sentences 

were faster when the visual percept was incongruent with the physical arm 
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response executed by the participant to make their response. This result 

suggests that the priming eff ect hypothesized to be responsible for the ACE 

is interfered with by concurrently viewing a non-linguistic moving stimulus 

(Kaschak et al.,  2005 ). Similarly, Meteyard et al. ( 2008 ) showed that simple 

moving dot displays (depicting either upward or downward motion) 

superimposed over a word that denoted either upward or downward motion 

(e.g., ‘rise’ or ‘fall’) also resulted in a response advantage for incongruent 

responses. Thus, there is evidence that low-level perceptual processes can 

interfere with the simulation executed during comprehension of  linguistic 

stimuli, creating a ‘mismatch advantage’ rather than the canonical congruency 

eff ect (or ‘match advantage’) seen in the ACE. If  processing perceptual 

movement aff ects the ACE, then mental simulations might be constructed 

relative to the perceptual movement direction rather than the movement 

direction implied by the semantics. 

 If, however, the simulation is constructed only with respect to the direction 

encoded by the semantics of  the verb, there should be signifi cant facilitation 

when the semantic direction matches the response direction. This pattern is 

similar to what is canonically found with the ACE for spoken languages, as 

  
 Fig. 1.      Potential perceptual and semantic confl ict in the ASL verb OPEN-DRAWER. A) 
The verb OPEN-DRAWER as viewed by the participant on a computer screen during the 
experiment. B) Cartoon depicting the direction that the comprehender understands the 
movement of  the verb to mean, i.e., movement toward one’s own body (therefore the semantic 
direction is toward). C) Cartoon depicting the direction that the comprehender views the 
signer’s hands moving with reference to the comprehender’s own body (therefore the 
perceptual direction is away).    
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opposed to the mismatch advantage outlined above. For example, the 

semantics of  a sentence such as “You open the drawer” potentially activates 

features in the mental simulation associated with the ‘toward’ movement and 

not the perceived ‘away’ movement as the signer’s hands move away from the 

comprehender (who is facing the signer). In this case, mental simulations 

would be constructed relative to the direction implied by the semantics of  the 

sentence, irrespective of  the movement of  the signer’s hands in articulating 

the sentence. Thus, if  the ACE is modulated by semantics alone and not 

aff ected by the movement that is perceptually visible, then there should be no 

eff ect of  congruency when the perceptual direction matches the response 

direction. We utilized a sensibility judgement task with ASL sentences to 

examine the ACE in ASL and to assess the potentially diff erent roles of  

perceptual processing of  movement and comprehension of  semantically 

implied movement in the construction of  mental simulations.   

 2 .      Method  

 2 .1 .       part ic ipants  

 Forty-two deaf  ASL users (24 female; mean age = 34 years,  SD  = 11) were 

recruited from the southern California community and participated in the 

experiment at San Diego State University. Thirty were native signers 

(exposed to ASL from birth) and twelve were early signers (i.e., they learned 

sign language prior to age 8).   

 2 .2 .       mater ials  

 The stimuli consisted of  signed sentences denoting physical movement either 

toward or away from the body (e.g., “You throw a ball” or “You put on 

glasses”). All the sentences involved the participant, with the sign model 

producing the sign YOU (a point directly toward the addressee/camera) to 

indicate that the participant was involved in the action. The verb was always 

produced last in the signed sentence (e.g., the order of  the signs would be: 

BALL YOU THROW). There were eighty critical stimuli: forty sentences 

depicted a movement semantically away from the subject (e.g., “You throw a 

ball”) and the other forty depicted a movement semantically toward the 

subject (e.g., “You put on glasses”). Equal numbers of  sentences contained 

only ‘you’ as the agent (1-person sentences, e.g., “You put on glasses”) and 

both ‘you’ and the signer (‘me’) as agent and recipient of  the action (2-person 

sentences; e.g., “You give me the coff ee cup”). Two-person sentences express the 

same direction of movement both semantically and perceptually ( Figure 2A, B ), 

but 1-person sentences express opposite directions of  movement semantically 

and perceptually ( Figure 2C, D ). The ‘me’ in the 2-person sentences always 
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referred to the sign model on a computer screen directly across from the 

comprehender, who sat facing the computer screen. This set-up resulted in 

straight-path forward or backward movement of  the signer’s hand.     

 The original Glenberg and Kaschak ( 2002 ) stimuli included a third 

person noun as the recipient of  the action (e.g., “You handed Courtney the 

notebook”); however, directly translating this construction into ASL would 

result in signer hand movements that are diagonal to the body (i.e., toward a 

side location associated with the non-present referent ‘Courtney’), rather 

than movements directly toward or away from the signer’s body. Since the 

goal of  the current study was to examine the role of  perceiving movement 

directly toward and away from the signer, we did not include any third person 

referent nouns. Rather, the agent and recipient of  the action were always 

either the signer (the signer points to herself) or the comprehender (signer 

points toward the addressee/camera). 

  
 Fig. 2.      Semantic and perceptual movement in sample 1-person and 2-person sentences. A) 
This 2-person sentence expresses the same movement semantically as well as perceptually: 
away from the comprehender (‘you’ in the sentence). B) The movement perceived by the 
comprehender in the verb is also away from the comprehender’s body. C) In this 1-person 
sentence, the semantics of  the sentence expresses movement toward the body. D) The 
movement of  the verb as perceived by the comprehender, however, is an away movement 
relative to the comprehender’s own body.    
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 Six native ASL signers translated the ASL sentences into English to ensure 

they were being comprehended as intended. Six of the sentences containing both 

‘you’ and ‘me’ were not translated consistently among the native signers 

(one with away movement and fi ve with toward movement). These 2-person 

sentences were sometimes translated as 1-person sentences because the recipient 

was left unspecifi ed, e.g., the 2-person target sentence “I throw a paper airplane 

to you”, was translated as the 1-person sentence “I throw a paper airplane”. 

Therefore, 2-person sentences that were translated as 1-person sentences 

by three or more of  the six signers were not included in the fi nal analysis. 

 Finally, eighty nonsensical sentences were constructed using similar 

content and structures as the critical sentences (e.g., “You ask the apple 

tree”). There were thirty-two nonsense sentences depicting away movement, 

thirty-three depicting toward movement, and fi fteen with neutral, non-

directional movement (e.g., “You stir a foreign language”).   

 2 .3 .       pr o cedure  

 Participants viewed digital video clips of  ASL sentences presented on a 

computer screen and indicated whether the sentence made sense by pressing 

one of  two keys on the keyboard. The keyboard was turned 90° from the 

normal orientation such that the long axis extended toward the participant. 

To begin viewing the sentence, the participant pressed and held the  h  key in 

the center of  the keyboard. When they were ready to make their response, 

they lifted their fi nger from the  h  key and moved it to press the intended key 

at the edge of  the keyboard (either apostrophe [’] or  a ). After each response, 

the participant again pressed the  h  key, which initiated the presentation of  the 

next sentence video. Videos disappeared from the screen as soon as the 

 h  key was released even if  the sentence had not been completed. Participants 

viewed one of  two pseudo-randomized lists of  sentences. Half  of  the 

participants responded ‘yes’ with a movement away from their body, while 

the other half  responded ‘yes’ with a movement toward their body. 

 The dependent variable was release time (RT), recorded from the time the 

center  h  key was pressed until it was released, and thus time spent viewing the 

sentence was included in the raw measure of  release time. To account for 

diff erences in sentence duration between stimuli, the duration of  each 

sentence was subtracted from the release time for that stimulus (the mean 

sentence duration was 2439 ms;  SD  = 592 ms). Therefore, a negative RT 

indicates a release before the end of  the sentence, and a positive RT represents 

how long after the end of  the sentence participants waited before they lifted 

their fi nger to respond. The majority (95%) of  RTs were positive, indicating 

that the sensibility judgement was initiated after viewing the critical verb, 

which was always the last sign in the sentence. 
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 Responses were coded as either ‘congruent’ or ‘incongruent’ depending on 

the direction of  the subject’s response and direction of  the stimulus. When 

the response direction matched the direction of  the stimulus, the trial was 

labeled ‘congruent’, and when the response direction and the direction of  

the stimulus did not match, the trial was labeled ‘incongruent’. Since we 

are interested in whether the ACE is aff ected by the direction implied by 

the semantics or whether it is aff ected by the direction of  the movement 

the comprehender perceives, each stimulus was classifi ed as congruent or 

incongruent twice – based on the direction implied by the semantics 

(‘semantic analysis’) and based on the perceived motion of  the stimulus 

(‘perceptual analysis’). The potential confl ict between semantics and 

perception is illustrated with a stimulus such as “You open the drawer” (see 

 Figure 1  and  Figure 2C, D ). The implied direction of  semantics of  the 

sentence is a movement toward the participant (‘toward’ semantically), but 

the direction the comprehender actually views when watching the sign model 

express this concept is movement away from the participant’s own body 

(‘away’ perceptually).    

 3 .      Results 

 Only correct critical sentences were analyzed. Overall, participants had high 

accuracy (94% of  responses were correct). Release times shorter than 250 ms 

were eliminated (too short for the participant to have actually viewed the 

sentence), and RTs greater than 5000 ms were also removed (0.3% of  the 

data). In addition, release times that were ±2  SD s from each participant’s 

mean were removed from the data (4.6% of  the data). Mean reaction times 

for each condition in the semantic analysis and the perceptual analysis are 

presented in  Table 1 .     

 A (2) response direction (away, toward) × (2) congruency with semantics 

(congruent, incongruent) mixed ANOVA was conducted. Analyses were 

done by participants ( F1 ) and by items ( F2 ) . Response direction was a 

between-subjects factor, and congruency was a within-subjects factor. The 

main eff ect of  congruency was signifi cant (congruent faster than incongruent 

responses;  F1 (1,40) = 4.257,  p  = .046,  η2
p
   = .096,  F2 (1,73) = 6.631,  p  = .012, 

 η2
p
   = .083). There was no eff ect of  response direction ( F1 (1,40) = 0.076,  p  = 

.784,  η2
p
   = .002)  1   and no interaction between response direction and 

congruency ( F1 (1,40) = 1.463,  p  = .234,  η2
p
   = .035). When the stimuli were 

analyzed relative to the movement perceived by the comprehender, there was no 

signifi cant eff ect of  congruency ( F1 (1,40) = 0.059,  η2
p
   = .001,  F2 (1,73) = 0.316, 

  [  1  ]    The F2 analysis cannot contain response direction as a factor because direction is identical 
to congruency for each item.  
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 η2
p
   = .004). Note that the perceptual movement analysis is not simply the 

opposite of  the semantic analysis because 1-person and 2-person sentences 

diff er with respect to semantic and perceptual movement. Although 1-person 

sentences contain opposite movement directions for the semantic and 

perceptual analyses, 2-person sentences express the same direction of  

movement for the both analyses (see  Figure 2 ). Thus, the direction of  

2-person sentences does not change when coded with respect to either 

semantic or perceptual movement, but 1-person sentences express diff erent 

directions of  movement when coded with respect to either semantic or 

perceptual movement. Given that the semantic and perceptual analyses are 

only dissociable for 1-person sentences, we analyzed these sentences 

separately. A congruency eff ect was observed for the semantic analysis, 

but the eff ect was marginal due to reduced power ( F1 (1,40) = 3.224,  p  = .080, 

 η2
p
   = .075,  F2 (1,39) = 4.177,  p  = .048,  η2

p
   = .097). Nonetheless, this fi nding 

suggests that when perceptual and semantic analyses are directly pitted 

against each other, only the semantic analysis yields a stimulus–response 

compatibility eff ect. 

 In summary, the ACE was only observed when responses were analyzed 

with respect to the semantics of  the movement. In other words, the ACE was 

found only for the movement direction implied by the semantics of  the 

sentence, rather than for the movement direction that the comprehender 

perceived.   

 4 .      Discussion 

 We examined the Action-Sentence Compatibility Eff ect in ASL to determine 

whether perceptually processing linguistic movement aff ects execution of  

motor simulations. We found the ACE in ASL was present only with respect 

to the direction of  the movement conveyed by the semantics of  the verbs in 

the signed sentences, and it was not aff ected by the direction of  movement 

  table   1.      Mean reaction times (ms) for the semantic and perceptual analyses for 
congruent and incongruent response directions  

   Congruent  Incongruent   

 Semantic analysis    
Away RTs 356 (39) 393 (46) 
Toward RTs 352 (40) 362 (49) 
 Perceptual analysis   
Away RTs 368 (42) 380 (42) 
Toward RTs 362 (42) 353 (46)  

     note :   Standard errors are indicated in parentheses.    

https://doi.org/10.1017/langcog.2014.40 Published online by Cambridge University Press

https://doi.org/10.1017/langcog.2014.40


secora and emmorey

314

the comprehender perceived in the signs themselves. The presence of  the 

ACE in a signed language suggests that the mechanisms for comprehending 

movement-related language are similar regardless of  modality. Simulations 

seem to be driven by the semantics encoded by the language, and when 

direction of  the perceptual movement confl icts with the semantic direction, 

the simulation follows the semantics. 

 In a 2005 publication in the  Proceedings of  the Cognitive Science Society , 

Tseng and Bergen also reported fi nding an ACE in ASL using a sign matching 

task. Signers (with varying profi ciency in ASL) and non-signers were asked 

to indicate whether two brief  videos showed the same ASL sign or not. A 

signifi cant ACE (i.e., faster RTs when response direction matched the 

directional movement of  the signs) was found only for those participants who 

knew ASL and only when the direction of  movement conveyed meaning, as 

in the signs THROW or EAT. No ACE was observed when movement 

direction was simply phonological, as in the signs GIRL or MISTAKE. 

These results indicate that familiarity with ASL is critical for motor 

facilitation to occur and that the ACE requires access to semantics. However, 

there was considerable variability in the types of  movement contained in the 

signs, and in which signs were assigned to the three movement categories 

used in this study: metaphorical movement as in YESTERDAY, ‘concrete’ 

semantic movement, and phonological movement. This variability occurred 

in part because the stimuli were limited to items that were available from 

the Michigan State University online ASL dictionary. Additionally, the 

videos from this site are relatively low quality, and the videos were presented 

to the participants as 4 still frames of  a single sign combined to create a 450 

ms video for each sign. In an attempt to replicate the Tseng and Bergen 

( 2005 ) fi ndings with more controlled stimuli and more fl uent signers, we 

presented twenty deaf  native and early signers (acquired ASL before age 8) 

and twenty-nine hearing non-signers with high-quality full video recordings 

of  signs (mean length = 593 ms at 29 frames per second). To reduce the 

variability in stimuli, we selected signs that minimized movement other than 

forward/backward movement (e.g., diagonal movement), ensured the type of  

movement in the concrete movement condition was semantically literal 

(rather than metaphorical), and made sure the signs presented were common 

variants. The procedure was the same as in Tseng and Bergen ( 2005 ), 

including the same sign matching task and the same three categories of  

movement stimuli. However, we failed to fi nd a signifi cant ACE in any 

condition. This null fi nding suggests that the sign matching task may be 

inconsistent with respect to whether the semantic system is automatically 

recruited to perform the task, particularly when the task is not perceptually 

challenging (i.e., identifying signs from the full video is much easier than 

from 4 video frames). The sentence sensibility judgement task used in the 
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current study requires semantic processing, but it cannot be performed by 

non-signers. 

 Recent neuroimaging data also support the idea that processing perceptual 

movement within the linguistic signal does not aff ect the top-down modulation 

by linguistic semantics of  activation in motion-sensitive visual areas (MT+; 

McCullough, Saygin, Korpics, & Emmorey,  2012 ). In this fMRI study, 

native signers viewed ASL motion sentences that described an event with a 

high amount of  motion (e.g., “The deer walked along the hillside”), or static 

sentences that described an event with little or no movement (e.g., “The deer 

slept along the hillside”). The amount of  perceived sign movement in the 

videos did not diff er for the two sentence conditions. McCullough et al. 

( 2012 ) found that neural activity in MT+ was greater for motion sentences 

than for static sentences, suggesting that MT+ is not only involved in 

processing the visually perceived movements of  signs but is also sensitive to 

the motion semantics of  those signs. These results are consistent with our 

fi ndings and support the hypothesis that perceptual processing of  sign 

movement does not block the mental simulation of  motion features when 

comprehending motion events expressed in sign language. 

 While the current study and Tseng and Bergen ( 2005 ) found evidence of  

the ACE for ASL, Perniss, Vinson, Fox, and Vigliocco ( 2013 ) failed to fi nd 

an ACE for sentence processing in BSL (British Sign Language). However, 

they did fi nd an ACE when the same participants read English sentences. 

There are several potential reasons that Perniss et al. ( 2013 ) were unable to 

detect the ACE. First, the BSL stimuli were exact translations of  Glenberg 

and Kaschak’s ( 2002 ) original English sentences, whereas our stimuli were 

created  de novo  by a deaf  native ASL signer. It is possible that sentences 

created in sign language itself  may feel more natural in ASL (or may be easier 

to understand) than signed sentences created through English translation. 

Second, the dependent variable in the Perniss et al. ( 2013 ) study was total 

release time, which included the duration of  the BSL sentence, whereas, 

in the current study, sentence length was subtracted from the total RT. It 

is possible that not taking sentence durations into account made it harder 

to detect the subtle eff ects of  response congruency. Another possibility is 

that with only sixteen deaf  participants, the Perniss et al. ( 2013 ) study did 

not have enough power to detect an ACE for sign language, under the 

assumption that the ACE may be more variable for signed than for written 

sentences. 

 The observed ACE eff ect in ASL suggests that when comprehenders view 

a signer executing linguistic motor movements, they simulate the action 

expressed by the signer as if  they themselves were performing the motor 

action (i.e., from the signer’s point of  view) and not from the visual perspective 

from which they actually see the movements. By convention, spatial 
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descriptions in ASL are also interpreted from the signer’s point of  view, as 

well as in many other signed languages (Pyers, Perniss, & Emmorey,  2008 ). 

An interesting consequence of  this conventionalization is that comprehenders 

must ‘ignore’ the perceived relative location of  the signer’s hands and may 

engage in motor embodiment (imagining his/her body in the signer’s location) 

in order to understand the spatial description (Pyers, Perniss, & Emmorey, 

unpublished observations). For example, to indicate that a bed is on the left 

(as one enters a room), an ASL signer would position a classifi er handshape for 

a fl at rectangular object (a ‘B’ handshape, palm down) to his/her left. However, 

the comprehender who is canonically facing the signer perceives the position 

of  the bed (the classifi er handshape) on his/her right. To understand ASL 

spatial descriptions, comprehenders must interpret the description from the 

signer’s perspective, not from their own view of  the signer’s hands. Thus, 

sign language comprehenders may routinely engage in motor embodiment 

when comprehending locative, motion, and action events. 

 Similarly, speakers’ gestures that accompany verbal descriptions might be 

interpreted using similar embodied mechanisms. Skipper, Goldin-Meadow, 

Nusbaum, and Small ( 2009 ) suggest that comprehenders use their knowledge 

of  how to produce hand and arm movements to “extract semantic information 

from the [gesturer’s] hands” (p. 661). They found brain areas that are involved 

in production and perception of  hand and arm movements are strongly 

connected to language areas during comprehension of  descriptions that 

included meaningful co-speech gestures. Thus, comprehenders seem to 

simulate the action of  the gesture as if  they themselves were performing the 

motor action, similar to what we have suggested for sign comprehenders. 

Furthermore, comprehenders’ brains seem to diff erentiate between 

meaningful co-speech gestures and similar-looking self-adapting movements 

(e.g., touching hair, adjusting clothing; Skipper, Goldin-Meadow, Nusbaum, 

& Small,  2007 ). Simply perceiving movement does not seem to be enough to 

involve language comprehension brain areas. Rather, the movements are 

interpreted based on their semantic communicative content. Together these 

fi ndings further support the idea that semantic processing drives the link 

between sensorimotor areas and language comprehension areas during the 

interpretation of  both co-speech gestures and signed sentences depicting 

concrete movement. 

 While this study provided evidence for the presence of  the ACE in ASL, 

the precise nature of  this eff ect in a visual language still remains unexplored. 

Future research examining the compatibility eff ect when verb position is 

varied would indicate whether the timing of  simulation is tied specifi cally to 

the verb, or if  it is relative to the end of  the sentence. Additional research 

should also examine whether simulation is restricted to sentences that directly 

involve the comprehender as a participant, or if  it also occurs when sentences 
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involve a third party (as in “He is giving Courtney the notebook”). It is also 

unclear what eff ect the specifi c perspective taken by the comprehender has on 

mental simulations. That is, are mental simulations altered depending on 

whether the comprehender simulates from an egocentric perspective, versus 

adopting the perspective of  the signer? Understanding the specifi c eff ects of  

language modality and perspective taking on mental simulations will expand 

our understanding of  the processes involved in language comprehension and 

how motor embodiment relates to these processes.     
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