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ABSTRACT

Information regarding deformations in large and complex systems is necessary in the
prediction of structural failures caused by un-natural flexural occurrences. Sensing systems
which are used to predict shapes, in order to develop a global surface picture require high
precision and lower time lag. In this work, a unique bio-inspired training mechanism for
support vector regression is presented for shape sensing in structures mounted with Fiber
Bragg Gratings. Experimental validation was carried out on a simply supported beam, loaded
at different positions and an aircraft wing model for different types of bending. The resulting
deflections at specified locations along the length of the beam and on both surfaces of the
wing were interpreted from the wavelength shifts of the corresponding Fiber Bragg
Gratings through the specially modified Support Vector Regression. The method has shown
high accuracy, low computational requirements and enhanced prediction times. The proposed
bio-inspired training method has also been compared with two conventional training
methodologies.
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NOMENCLATURE

Ap Bragg weavelength
Refr effective refractive index
A grating period

Alg Bragg wavelength shift
P11 & P2 Pockel’s coefficient

\% Poisson’s ratio

Ag strain

T training set

a; training attributes

t, by b training targets

Cj, Tj decoding variable

1.0 INTRODUCTION

Monitoring physical deformations of large structures can lead to predictive maintenance that
prevents failure. The deformations on a body can be used to predict the immanency of
structural failure or plastic deformation. This is especially important in the field of aerospace
engineering as structural failures are often precluded by deformations in the different surfaces.
In many situations, these structural deformations are induced in different flight regimes that
can be controlled by appropriate deflections of the flight surfaces.

In order to perform structural monitoring, sensor arrays are mounted on the structure,
which relay strain and displacement data used to reconstruct the shape'”. Sensors for
Structural Health Monitoring (SHM) include those of Piezo Transducers (PZT)®, Micro
Electro-Mechanical Systems (MEMS)(3) and Fiber Optics (FO)(4). In recent years, FO,
namely Fiber Bragg Gratings (FBG) sensors have gained prominence in the field of SHM,
due to their immunity to Electro-Magnetic Interference (EMI), harsh weather conditions, high
sensitivity, passivity, small dimensions and capability of monitoring different physical
parameters®~". These types of FO sensors are especially revered for their sensitivity and
multiplexing ability, and uniquely suited for shape sensing of structures. This is illustrated by
the fact that a majority of the research work published till date regarding shape sensing have
been reported with Fiber Optic sensors®®. Hong Il Kim et al.'”’ devised a shape estimation
technique based on displacement—strain transformation using FBG sensors. Yi Xinhua et al.' "
demonstrated a deformation sensing technique using an FBG sensor net for colonoscope
shape sensing. Bhamber et al.'? reported a FBG sensor array-based shape sensing using a 3D
algorithm for real-time reconstruction of the shape. Davis et al."'* had reported a shape and
vibration mode sensing method on a cantilever beam, using FBG wavelength shifts and
Rayleigh-Ritz type analysis with three optimized trial functions. Zhang et al."'® have
developed a novel non-visual shape and vibration sensing method based on an orthogonal
curvilinear net and have shown its advantage with respect to modal reconstruction technique
for lower frequency vibrations. Patrick et al.'> have used a singular long period grating
(LPG) for bend measurement of a simply supported beam. In most of the published works,
shape sensing has been achieved by visual identification or displacement functions, which
becomes unique to a certain experimental setup, and hence is not scalable. Such dis-
advantages can be overcome using some soft-computing techniques employing pattern
recognition algorithms. These algorithms can be used to suppress false-positive predictions,
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learn the unique non-linearities associated with each sensor, and is also scalable as shown
later in the article.

Several different soft computing methods have reached sufficient maturity to be employed
for different applications. These include K-means clustering, artificial neural networks (ANN)
and recently support vector machines (SVM). These algorithms have been proposed for the
use of cardiovascular disease prediction’®, ascertaining the elastic compressibility of
rocks"”, determining the Sludge Volume Index in waste water treatment plants'® and even
electrical load measurement!”. In the afore-mentioned research work, the prediction of the
required attribute is not performed in a real-time manner and the algorithms are trained to
predict only a single quantity. However, many applications are required to operate with
limited computational resources while maintaining an appreciable prediction accuracy in real
time. This is especially required for embedded applications deployable in the field of aero-
space engineering.

In the present article, a novel bio-inspired training method for support vector regression
(SVR) has been proposed to estimate shape profiles of simply supported beams and aircraft
wings. The scalability of the proposed multi-target single model SVR to be employed for
shape estimation of two or three-dimensional structures, by changing some parameters
during training is also shown. Several FBGs were placed along the length of a simply
supported beam and on both surfaces of the aircraft wing model. The bio-inspired SVR
model was trained to predict 30 values for the simply supported beam and 180 values for the
aircraft wing model, to develop the displacement map and hence the shape. The experimental
setup for the aircraft wing model also features an enhanced redundancy in case of a singular
optical link disruption. Results have shown a highly accurate shape profile prediction
method that can operate in real time. The results from the proposed bio-inspired trained
model have also been compared with two conventional techniques using standard training
methodologies for the simply supported beam. The comparative analysis yields that the
proposed training system can perform with enhanced efficiency and accuracy for aerospace
applications.

2.0 SHAPE ESTIMATION METHODOLOGY
2.1 Sensing principle

Fiber Bragg Gratings are photo-induced Bragg reflectors which are equal to created by a
periodic refractive index change induced by the interference pattern of an intense UV light
within the core of the optical fiber. When a light of broadband spectrum is launched into an
FBG structure, a singular wavelength is reflected back and the rest is transmitted through. The
wavelength reflected is governed by the relation:

}\B =2neff/\ (1)

where neg is the effective refractive index of the core and A denotes the Bragg grating pitch
or the distance between each successive refractive index change. Under the influence
of strain, the value of A increases or decreases depending upon the nature of strain.
The dependence of the change in the reflected wavelength with respect to the change in
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strain is given as®”

2
AXB:)\B(I_(n%ﬁ) [Plz—V(P11+P12)]>A€ .(2)

where Ap is the central reflection wavelength of the FBG under no strain conditions, py; and
P12 are Pockel's coefficients, Ae is the amount of strain impressed upon the structure and v is
Poissons' ratio of the material. One of the distinctive advantages of FBGs is that it requires
only a single-ended connection to a control system. In this article, to address the issue of fault
tolerance in a serially multiplexed sensor array setup, the connection has been made via both
ends. This is to ensure that in the event of an optical link breakage, the light can still be
launched into the series of sensors beyond the break point. FBGs can also be multiplexed in
large numbers to cover for a greater area of the structure.

2.2 Multi target single model SVR

SVMs are a class of pattern recognition techniques that can be used for both classification
and regression. SVMs operate by incorporating a ‘kernel trick’. This trick transforms the data
to a higher dimension that allows linear separability. The data set for training can be repre-
sented by?"

n

aie&e“,te&e} ..(3)
(i=1)

T={(ai,t)

where a; is the input vector attribute and ¢ is the training target. a; is defined as the training
input vector containing ‘h’ elements, and ‘n’ is the total number of training instances. Sta-
tistically, it can also be shown that any non-linearly separable data in lower dimensions can
become linearly separable in a sufficiently higher dimension. In the present work, to estimate
the deflection profile of the simply supported beam and the aircraft wing structure, it is
necessary to predict the displacement values along a greater number of locations. Hence, the
training data for such a training set can be written as
h m "
T={(a,-,b,-)|a,-€3? ,biECjV[CjG%]sz m>h} ..(4)

i=1

where a; and b; are the training vectors and the corresponding training targets, respectively.
Each training target contains ‘m’ attributes, which are individually denoted by ¢;, that cor-
respond to the number of locations on the beam where the deflections are monitored. Con-
ventional SVR requires training to be performed according to the data set represented by (3).
The proposed technique uses the appropriately trained SVR model to estimate 30 different
values corresponding to the input condition in the experimental setup for evaluating the
bending of a simply supported beam. The same has also been performed for a model aircraft
wing, by monitoring and estimating for 180 locations along both surfaces of the wing.
Simulations have been performed for the simply supported beam only, and the results for
Technique C is hereby shown in comparison with the same for the experimental data. For the
purpose of simulations, the deflections and the amount of strain at different lengths of a
simply supported beam have been calculated from the beam bending equations. Only
Technique C has been simulated for reasons mentioned later. The amount of strain at three
distinct locations on the beam (simulated positions of the FBGs) have been used to modify the
Bragg conditions and find the wavelength shift as per Equation (2). The wavelength shift in
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combination with the appropriate DV of Equation (6) has been used to generate the training
attributes of the training vector of the ANN. The target vector was composed of the 30
displacement values obtained from the beam bending equations above. The strain and
deflections of the beam has also been simulated for loading at different positions, and the
appropriate training and target vectors were generated for each condition to formulate the
training set mentioned in Equation (5). In this endeavour to investigate the capability of the
SVR model to operate under real-life conditions, the training set was not subdivided into
training, validation and cross validation, like conventional approaches. Instead, the entire
training set was used for the purpose of training the proposed SVR model and testing
conditions were generated in the afore-mentioned manner, by simulating the placement of
weight on the simply supported beam at the central and one random position. The simulation
has not been performed for Technique A, as the methodology already uses the beam bending
equations to estimate the loading point and hence would provide trivial results. Technique B
is also incompatible with the simulation as the multiple number of models pertaining to
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Figure 1. (a) Shape estimation using SVR and beam bending equations (Technique A).
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Figure 1. (b) Shape estimation using multiple parallel SVR models (Technique B).
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Figure 1. (c) The novel SVR training method for shape profile estimation (Technique C).

positions on the simulated beam, would also provide trivial solutions for each location. The
experimental procedure, shown in Fig. 3, was conducted in the same manner as the simu-
lation. The data recorded from the OSA (for the wavelength shifts of the FBG) and the
appropriate DVs were used to generate the attributes of the training vector. The corresponding
displacements recorded from the travelling microscope at 30 locations have been used to
formulate the attributes of the target vector, respectively. In Equation (4), the training vector
also corresponds to the representative training data set for multi-output ANNs. In order to
train the SVR model for the purpose of displacement profile estimation/shape sensing, two
techniques (A and B) for training can be used and their corresponding flowcharts are shown
in Fig. 1(a) and (b), respectively.

Technique A estimates the loading point depending on the FBG wavelength shifts. The
loading point is then used to deduce the shape profile of the beam. The beam bending equations
require the location on the beam where the displacement and the strain is to be evaluated.
The same is provided by a sequential input of values, denoted by the position values (0 to L) in
Fig. 1(a). Technique B determines the displacement of each of the 30 locations along the length
of the beam simultaneously, using a separate SVR model for each location. Technique B allows
each SVR model to learn the non-linearities associated with each location. Both the techniques
favor conventional training, where the SVR uses one exclusive target value for a set of input
wavelength shifts using the representative training data set given by (3).

Alternatively, we have modified the required training set, given by (4) as the following:

n

T={ ([ai, 5], b3) | [ai, 5] € 1, [y € W, } -(5)

i=1

where 1; is the additional variable denoted as the ‘Decoding Variable’ (D.V.). The D.V. value
cycles over the number of attributes present in the target set corresponding to a given training
vector. For the present work, two separate D.V. structures have been chosen for the simply
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Figure 2. (a) The one to many mapping problem for shape profile estimation.
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Figure 2. (b) Reduction of the one-to-many problem to a one-to-one mapping problem using the D.V. 1;

supported beam setup (6) and for the aircraft wing structure (7) as follows:

7; € [1,30]; {7j = Deflection at location'j’ .(6)

v € a, b]{ ac [i, 2], (1—Upper Surface; 2—Lower Surface) )

b € [1,90], (90 spatial locations along a surface)

The flowchart for the training and the testing using our proposed bio-inspired Technique C is
shown in Fig. 1(c).

The method reduces the more complex training set given by (4) into a sequence of simpler
training sets as depicted in Fig. 2(a) and (b). The proposed technique of modifying the
training dataset is drawn from the observed way in which the human brain operates. There has
been a considerable amount of study both from a medical perspective, which shows how the
different parts of the brain activates and deactivates in response to different thought processes
and stimuli. This specific field of study has accelerated considerably with the development of
functional Magnetic Resonance Imaging (fMRI) of the brain‘®**. The location and the
intensity of the brain activation and deactivation patterns are determined by the type and the
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magnitude of the stimulus. Due to the incredibly complex interconnected nature of the dif-
ferent parts of the brain, it is currently of limited knowledge as to which locations are
influenced by what stimuli in which manner, but different classes of stimuli produces dif-
ferent effects and hence affects different parts of the brain. The proposed technique is very
similar to how different parts of the human brain activates in response to the varying stimulus
and environmental conditions. The D.V. introduced in Technique C provides a unique ‘sti-
mulus’ to the SVR, aside from the other attributes of the training vector. The D.V. (t;) allows
the model to switch to the different outputs necessary, for a given set of wavelength shifts.
This becomes similar to requiring an output for different stimuli, although the interpretation
from an engineering perspective can be used in a repetitive sequence, to generate the dis-
placement map of an entire structure. This procedure saves time and computational resources
(due to the use of a single model instead of multiples), without sacrificing the required
accuracy. The analogue between the operation of the human brain and the presently proposed
‘bio-inspired training technique’, is significantly more apparent in the use of ANN, than with
SVR, but a more thorough investigation is beyond the scope of the present article. Com-
parative results with SVR and ANN for the same task have been provided later.

In our work, shape sensing on a simply supported beam has been performed as a proof-of-
concept, and the same on an aircraft wing sample as a probable application using the bio-
inspired SVR method. Thirty locations along the beam and 180 locations along both the
surfaces of the aircraft wing sample had been identified, whose displacements were con-
sidered as the target elements for training of the SVR model. For the simply supported beam,
three FBGs were attached at different locations and interrogated using the OSA. For the
aircraft wing sample, five FBGs were used in conjunction with an FBG interrogator working
to develop the wing shape profile. The wavelength shifts of the FBG sensors have been
considered as the attributes of the input vector. Depending on the position of loading, the
beam would have a certain deflection profile whereas the amount of deflection at the free end
of the wing sample depends on the amount of weight placed on it. The combined data

FBG

Aluminum beam

P | Points to be
Y- le
Broadband Coupler

monitored
Source l /

Deflection

monitored by
Travelling
J4-4 Microscope

( C Wavelength Shifts

o
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Figure 3. Experimental setup to generate the training and testing data for shape profile estimation of a
simply supported beam.
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containing the wavelength shifts of the FBGs and the DVs were used as the training data and
the deflections at the respective locations were used as training targets for the SVR model.

3.0 EXPERIMENTAL SETUP

The experimental setup shown in Fig. 3 consists of a simply supported aluminum beam
(750 mm x 20 mm x 3 mm), with three FBGs mounted on it. The three FBGs (1538.32 nm,
1544.89 nm and 1551.2 nm) were serially multiplexed on the beam at 187, 375 and 562 mm
approximately from the left end of the aluminium beam. The FBGs were fabricated using
phase-mask technique by Central Glass and Ceramic Research Institute (C.G.C.R.1.), Kolkata.

A broadband source (Denselight DL-BX9-CS5254A) having a central wavelength of
1540 nm a full width at half maximum (FWHM) of 3540 nm was used to launch the light
into the FBG array via a Newport Y-coupler. The reflected signal from the FBGs was
displayed using an Optical Spectrum Analyzer (Yokogawa AQ6317C). A 1 kg weight was
hung at different distances from one of the supports, in the simply supported beam experi-
ment. This causes the center of the beam to deflect by different amounts and also creates a
distinctive deflection profile for each instance. Simultaneously, the deflections of the 30
locations along the length of the beam were monitored using a travelling microscope. The
training data composed of 25 training vectors and the corresponding training targets. Each
training vector comprises of the three wavelength shifts of the FBGs as recorded from the
OSA and the D.V.s. The training targets comprise thirty deflections monitored along the
length of the beam, corresponding to a single loading position. Testing data were gathered for
several instances (which includes central and non-central loading). The deflection values
along the beam were also recorded for these two instances to check for the proficiency of the
proposed SVR model. A SVR Library (LibSVM v3.16)*” was used to develop the SVR
model and implement the shape sensing algorithm. The testing conditions have been chosen
for loading at 37.5 cm and 20 cm from the left support to compare the efficiency and

Display Points to be monitored

50:50-Coupler
DI / e
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\ Wing
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Figure 4. (a) Experimental setup to generate the training and testing data for shape profile estimation in an
aircraft wing model.
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Figure 4. (b) The wing planform and the position of the five FBG sensors.

computational requirement of the different techniques. The wavelength shifts and deflection
profile for 25 different locations of loading were used for training the different models of the
different techniques.

In the second example, an aircraft wing model has been setup in a cantilever configuration.
The aircraft wing shape estimation has been developed to show the applicability of the SVR for
practical applications using the bio-inspired training method. It also shows the dimensional
scalability of the proposed Technique C to accommodate three dimensional complex surfaces
which may benefit automated shape estimation systems. A total of 3,000 points along both
surfaces of the wing were monitored for recreating the shape of the wing in the computer, for
each loading instance. Of these, 180 locations (90 along each surface) were used for training and
testing of the SVR model. To monitor such a large number of locations, at an instance, pho-
togrammetry was used. Two types of deflection mechanisms — namely bending and twisting
have been performed, by applying the necessary force at the free end. The images of the
perturbed state of the wing were captured using a Canon S2IS 5SMP digital camera. The
experimental setup shown in Fig. 4(a) includes the cantilever setup as the aircraft wing model.

The wing planform with a 35° leading edge sweep was mounted with five different FBGs
(1,526nm, 1,536nm, 1,546nm, 1,556nm and 1,566nm) as shown in Fig. 4(b). W denotes the
weight placed at the edge of the cantilever setup used to bend the wing. The FBG array was a
Micron Optics 5-sensor FBG array (0s1200) with a sensitivity of approximately 1 pm/ustrain.
The FBG interrogator was a National Instruments PXIe-4844 Optical Sensor Interrogator
operating at a maximum frequency of 10 Hz with four channels over a wavelength range of
1,510-1,590 nm. Eight training vectors and three testing vectors consisting of the individual
wavelength shifts of the five FBG sensors and the necessary DVs as given by (7) were
generated from the experimental setup. Each target vector contains the deflection values (90
locations on either surface), which were used to develop the displacement field and hence the
shape of the wing. The training and testing of the SVR models for the different simulations
and the experimental setup have been carried out on an ASUS K53SV-SX521D Laptop (Intel
Core 17-2670QM having 4 cores, 8 threads, 8 GB RAM and 750 GB HDD).
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Figure 5. Non-linearities exhibited by 15 of the 30 monitored locations along the beam for varying positions
of loading.

4.0 RESULTS AND DISCUSSIONS

In the present work, the deflection profile of a simply supported aluminum beam for loading
at 37.5 cm and 20 cm has been evaluated from the left support using the three techniques as
mentioned earlier. The aluminium beam was loaded at different positions along its length to
obtain different deflection profiles. The wavelength shifts recorded from the OSA, along with
the D.V.s were used to develop the necessary training data for the SVR model. Figure 5
shows the non-linearities in 15 of the 30 monitoring locations along the beam for different
instances of loading.

The significant non-linearities exhibited at different locations of the beam due to loading at
different locations are due to the inhomogeneity of the beam (i.e. change in the physical
dimensions of the beam — length, breadth and thickness). Such a sample is also used to show
the inadequacy of Technique A and promote the advantages of Technique C (i.e. to learn the
unique non-linearities from the recorded data and provide a more accurate result).

Figure 6 shows the reconstruction of the shape of the beam for the two loading conditions,
using the training as mentioned in Techniques A and B.

It may be seen that Techniques A and B, although favoring the conventional SVR training
techniques, may not provide accurate results or be computationally efficient, as discussed
later. Figure 7 shows the reconstructed deflection profile from experimental analysis using our
proposed Technique C.

The physical displacements recorded using a travelling microscope, shows deviation from a
smooth bent beam at some locations along the length of the beam. This is directly related to
the displacement non-linearities at different location, which has been experimentally verified
as shown in Fig. 5. Due to the positional non-linearities, there exists displacement jumps from
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one position of the beam to the next, giving the impression of non-smoothness as depicted in
Figs 6 and 7. Technique C can be seen to provide a viable alternative to both Technique A
(which lacks in accuracy) and Technique B (which is computationally more resource inten-
sive), as summarized in Table 1.

For comparison with Techniques A and B, only the experimental results of Technique C
have been shown in Fig. 7. Despite having a lower MSE, Technique A provides the lowest
model file size and prediction time, but also suffers the greatest error. This is attributed to the
fact that Technique A fails to take into account the non-linearities of an experimental setup.
Technique B, provides the lowest MSE, but has a higher prediction time and model file size,
and hence the best result. Consequently, it also requires greater computational resources. The
latter is because of the fact that the multiple SVR models need to be executed simultaneously
to yield the shape of the beam. Technique C has been shown to successfully reconstruct the
shape of the beam for both simulation and experimental instances. The MSE of the experi-

Table 1

Shape estimation of simply supported beam using Techniques A, B and C
Techniques A (Expt.) B (Expt.) C (Sim.) C (Expt.) C (Expt.)
Method SVR SVR SVR SVR ANN
Training vectors 25 25 25 25 25
Training attributes 3 3 3+1 3+1 3+1
Outputs 1 1 30 30 30
Unique vectors 25 25 750 750 750
Training time (s) 0.032 0.25 0.265 0.272 0.025
Size of model file (kB) 1 30 11 11 NA
Prediction time (s) 0.028 0.17 0.027 0.028 0.021
Mean squared error (MSE)* 7.6x107°  5x107* 35x107° 2.63x10™* ~5x107*
Regression value® N.A. N.A. 0.99871 0.9976 0.9635

“The MSE for Techniques A and B have very low values as the SVR model trains to predict only one value but

for Technique C, there are model trains for 30 outputs per input vector.
"There are no regression values for Techniques A and B as the number of outputs per model is only one, but in

Technique C, there are 30 values per model per instance.

Table 2
Wing Sample Shape Estimation using Technique C
Figure 7(a) and 8(a) and 9(a) and Average of all
7(b) 8(b) 9(b) Conditions
Method SVR SVR SVR ANN
Training Vectors 1260 1260 1260 1260
Training Attributes 5+2 5+2 5+2 5+2
Outputs 180 180 180 180
Training Time (s) 2.82 2.82 2.82 2.02
Size of Model File (kB) 70.884 70.884 70.884 NA
Prediction Time (s) 0.038 0.036 0.038 0.2
R (Regression Value) 0.986991 0.989755 0.988541 0.97326
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mental procedure of Technique C can be directly compared with the simulated MSE of
Technique C. The difference between the above-mentioned quantities, may be attributed to
the fact that random non-linear displacement conditions were not considered for the simu-
lation, making the results of the simulation considerably more accurate. However, the
experimental MSE of our proposed method is at par with that of Technique B. The training
time required for Technique C is at par with Technique B due to the large number of
exclusive training instances generated by the introduction of the DVs***. Thus, from Table 1,
it may be ascertained that Technique C preserves the advantages of both Techniques A & B.

(@) (b)
Actual Profile of the wing Profile of the wing reconstructed from sensor
signal using specially trained SVR
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Figure 8. The shape of the wing (a) Deduced from photogrammetry and (b) reconstructured by the

proposed SVR model and (c) the overlaid contour maps of the upper and lower surfaces of the wing as
determined from photogrammetry and reconstructed by the proposed SVR model.
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Figure 9. The shape of the wing (a) Deduced from photogrammetry and (b) reconstructured by the
proposed SVR model and (c) the overlaid contour maps of the upper and lower surfaces of the wing as
determined from photogrammetry and reconstructed by the proposed SVR model.

because of its unique bio-inspired training scheme, the proposed technique C requires sig-
nificantly lower computational resources (processing power and storage space) yet maintains
a similar if not greater value of accuracy and a lower prediction time. It must also be noted
that the present experiments were scaled down for execution in controlled environments.
Hence in terms of quantifiable errors, the values presented in this article are of the order of
102%. These values would increase as the experimental setup sizes are increased and/or due
to the greater amount of non-linearities present. However, it may be observed that the errors
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Figure 10. The shape of the wing (a) Deduced from photogrammetry and (b) reconstructured by the
proposed SVR model and (c) the overlaid contour maps of the upper and lower surfaces of the wing as
determined from photogrammetry and reconstructed by the proposed SVR model.

provided as part of the experimental verification is an order of magnitude higher than that
provided by the simulation, as shown in Table 1. Another significant reason for such low
error values, is the choice of the Pattern Recognition Algorithm that has been implemented.
SVR is a highly complex statistical technique that operates on a higher numerical dimension,
and hence can accommodate experimental non-linearities. This is also one of the causes of
low error values in the results documented in Table 1 and 2. The use of an ANN to perform
the same task, has been provided as a comparative benchmark. However, it must be noted that
an ANN is significantly more malleable in its operation than an SVR model. The accuracy of
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the ANN would depend upon the number of hidden layers, no. of neurons in each hidden
layer, no. of simultaneous outputs and even the activation function of the individual layers.
For the present scenario, a two hidden layer network, employing 10 neurons each, having a
tan-sigmoid activation function, with a singular output neuron having a linear activation
function has been used.

The inherent advantages portrayed by Technique C, with respect to conventional methods,
indicates that it is well suited for several real-life applications. For this article we propose its
use as an integral part of a non-visual, non-tactile shape estimation mechanism in aircraft
wings.

From Figs 8, 9 and 10, it may be seen that the proposed single model training technique
(Technique C), can be effectively utilized for two-dimensional shape sensing of complex sur-
faces. Table 2 provides the summary of the computational performance of the single SVR model
for the three wing samples shape sensing instances shown in the above-mentioned figures.
Table 2 also shows that the proposed training method can preserve its accuracy and computa-
tional efficiency, despite an increase in the dimensionality of the shape estimation problem.

It may be noted that the training time for all the prediction instances remains the same. This
is because the appropriate model was trained only once, with all the instances of bending and
twisting. Hence the time period for training, size of the model file, No. of training vectors, no.
of training attributes and the no. of outputs remain same. However, the prediction time can be
seen to vary for the three different instances, due to available computational resources and the
instantaneous speed of the computational system.

To aid in the fault tolerance of serially multiplexed sensors, it was decided to use both ends
of the fiber to launch the light as shown in Fig. 4(a). Since the sensor array is placed in a loop,
both the reflective and the transmitted spectrum of the FBG would be impressed upon the
interrogation mechanism, thereby reducing the FBG signal strength and hence the effec-
tiveness of the system. For this reason, an optical attenuator is incorporated along one fiber
direction entering into the FBG array. Under normal operational circumstances, the attenuator
would be active, thereby blocking the launch of the light from one end. But in the event of an
optical link breakage, the attenuator can immediately be turned off, allowing the light to reach
the sensors which were beyond the location of the optical link disruption and hence could not
be interrogated under normal circumstances.

The proposed single model multi-output training method for SVR has shown a comparable
accuracy with present techniques albeit with reduced computational resources. Further an
increase in the dimensionality of the problem (i.e. from 2D surfaces to 3D solids) may be
implemented by a change in the structure of the D.V. array. This would allow the system to be
scaled to accommodate additional hardware (i.e. sensors), or retrain the system to provide
enhanced features for a given set of hardware elements. The methodology would improve both
economics and logistics of operation. It may also be used as part of a soft-sensor approach for
high accuracy, multiple objective embedded sensing instrumentation. For the present work,
SVR has been chosen over ANNS, as the number of training instances were small. However,
such a form of training may also be used for ANNs employing a different network architecture
for different purposes which includes shape sensing. The proposed technique may be extended
for other Quasi-Distributed sensing systems having a lower number of sensors but requiring a
greater area of coverage and higher resolution. The presently proposed training technique is also
a candidate for the development of ‘Fly-by-Feel’ (FBF) capability for aircrafts. It would enable
aircrafts to have an independent sensing system, which can also be coupled with standard Fly-
by-Wire control systems to inform the avionics system as well as the pilots to the physical state
of the aircraft in real-time. An FBF system, can be an adaption of the present generation of
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integrated sensing system used on the current generation of aircrafts, but modified to provide
direct structural information for physics based adaptive flight control.

5.0 CONCLUSION

A novel method of shape estimation using FBGs and a specially trained SVR model has been
enunciated in the present work. Experimental validation of the technique has been performed
for predicting the shape of an Aluminum simply supported beam and an aircraft wing model
in cantilever configuration under different loading conditions. The proposed training method
uses an excess encoding variable to reduce a many-to-many mapping problem to a many-to-
one mapping problem. This allows a singular SVR model to accurately train for multiple
number of exclusive outputs and the non-linearities associated with each of them. The
technique has been compared to other conventional training mechanisms and has shown a
significant advantage in achieving low estimation error with reduced computational com-
plexity. Such attributes of sensing systems make them suited for embedded sensing solutions
where power and computational complexities are extremely limited. The method can be
scaled up for more complex structures without compromising the prediction accuracy or
requiring additional computing complexity. The proposed training method can be used in
conjunction with a variety of pattern recognition algorithms and sensors for accurate shape
sensing of different structures.
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