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Abstract. It is known that the Lyapunov exponent is not continuous at certain points in the
space of continuous quasiperiodic cocycles. In this paper we show that it is continuous
in the analytic category. Our corollaries include continuity of the Lyapunov exponent
associated with general quasiperiodic Jacobi matrices or orthogonal polynomials on the
unit circle, in various parameters, and applications to the study of quantum dynamics.

1. Introduction
Let M2(C) be the set of 2× 2 matrices with complex entries. Let T= R/Z, S :
T→ T, Sx = x + ω. A one-dimensional quasiperiodic cocycle is a pair (B, ω) ∈
C(T, M2(C))× R understood as a linear skew product

(B, ω) : C2
× T→ C2

× T with (w, x)→ (B(x)w, Sx).

For N ≥ 1, set

BN (x, ω)=
0∏

j=N−1

B(S j x). (1)

The Lyapunov exponent (which exists under certain conditions that are discussed below)
is defined by

L ′(B, ω)= lim
N→∞

1
N

log ‖BN (x, ω)‖.

Note that L ′ is not necessarily non-negative. It is known that L ′ : C(T, M2(C))→ R
is discontinuous at certain B ∈ C(T, M2(C)) (see [Bo, F, Kn, Th]). Namely, it is
discontinuous at all non-uniformly hyperbolic cocycles [Bo, Bo1, BV, F]. In particular,
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such are the cocycles of transfer matrices of one-dimensional Schrödinger operators on the
spectrum and in the region where the Lyapunov exponent is positive. In this paper, we
study continuity properties of L ′ in the analytic category. This issue has been addressed
previously in the setting of transfer matrices of quasiperiodic Schrödinger operators and
continuity in energy. Namely, those cocycles are defined using

BE (x)=

(
E − v(x) −1

1 0

)
. (2)

In [GS] Goldstein–Schlag developed an important tool, the avalanche principle, and
showed that for analytic v with ω satisfying a strong Diophantine condition, L ′(BE , ω)

has Hölder regularity in E . Similar results for underlying dynamics, with S being a shift
or a skew-shift of a higher-dimensional torus, were obtained in [BGS, GS]. It was shown
in [BJ] that for analytic v, L ′(BE , ω) is a jointly continuous function of (E, ω) at every
irrational ω. This was appropriately extended to shifts of higher-dimensional tori in [B2].
The main result of our paper is that for general quasiperiodic cocycles, L ′(B, ω) is jointly
continuous in (B, ω) in the analytic category. As far as we know, this is the first result
in this direction for general (rather than Schrödinger) cocycles. It is an interesting open
question as to what the weakest regularity assumption on B is for continuity to hold. The
current techniques cannot handle anything between C0 and (quasi-)analyticity. There are
some indications (see [Y]) that at least for cocycles with hyperbolic underlying dynamics
the continuity may start already in the C1 category, although for cocycles over rotations of
the torus the situation could be different.

We now build up the terminology to state our main result precisely. Define

Md
2 = {A ∈ M2(C), det A = d}

and note that M1
2 = SL2(C). Fix d : T→ C. Define Cρ(T, Md(x)

2 ) to be the set of maps of

R→ Md(x)
2 which are one-periodic and analytic on a strip |Im z| ≤ ρ, with

dist(B1, B2)= sup
|Im z|≤ρ

‖B1(z)− B2(z)‖.

Fix ω ∈ R. Given B ∈ Cρ(T, Md(x)
2 ), define for x with d(x) 6= 0

MN (x, ω)=
1

|det BN (x, ω)|1/2
BN (x, ω). (3)

Assume that d(x) is not identically zero. Since ‖MN (x, ω)‖ ≥ 1,

L N (B, ω)=
1
N

∫
log ‖MN (x, ω)‖ dx ≥ 0 for any N . (4)

Set

L ′N (B, ω)=
1
N

∫
log ‖BN (x, ω)‖ dx . (5)

Define D =
∫

log |d(x)| dx =
∫

log |det B(x)| dx . It is easy to check that

L ′N (B, ω)= L N (B, ω)+ 1
2 D. (6)
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By the subadditive ergodic theorem, we can define the Lyapunov exponents

L ′(B, ω)= lim
N→∞

1
N

log ‖BN (x, ω)‖ = lim
N→∞

L ′N (B, ω)= inf
N

L ′N (B, ω), (7)

L(B, ω)= lim
N→∞

1
N

log ‖MN (x, ω)‖ = lim
N→∞

L N (B, ω)= inf
N

L N (B, ω)≥ 0. (8)

We now consider L , L ′ as maps of Cρ(T, Md(x)
2 ) into R. We comment here that in order

to establish the existence of the Lyapunov exponent (using the theorem of Furstenberg–
Kesten) we must assume that D >−∞, so that log ‖B(x, ω)‖ ∈ L1 and log ‖M1(x, ω)‖
∈ L1.

We say that ω is Diophantine if there exists b(ω) > 0 and 1< r(ω) <∞ such that, for
all j 6= 0,

|sin 2π jω|>
b(ω)

| j |r(ω)
. (9)

It is well known that almost every ω is Diophantine.

THEOREM 1. Let d be analytic with |
∫

ln |d(x)| dx |<∞. Fix ω Diophantine and ρ > 0.

Then L is a continuous function on Cρ(T, Md(x)
2 ).

Remarks.
(1) By (6), L ′ is then also a continuous function.
(2) In case d does not extend analytically to |Im z|< ρ, the statement is vacuously true.

An important corollary is the case of Jacobi matrices. Specifically, we consider the
Lyapunov exponent associated with general quasiperiodic Jacobi matrices defined by the
following one-dimensional Hamiltonian Hx,ω acting on `2(Z)

(Hx,ω9)(n)= cn(x)9(n + 1)+ cn−1(x)9(n − 1)+ λvn(x)9(n),

where v : T→ R and c : T→ C are analytic functions on T, and we define cn(x)=
c(x + (n − 1)ω) (similarly for vn(x)). If c(x)≡ 1, this is a discrete one-dimensional
Schrödinger operator with quasiperiodic potential, v(x). When c(x) is not identically one,
we call this a Jacobi operator with quasiperiodic potential. The one-step transfer matrices
are defined by

A(E, x)=
1

c1(x)

(
E − λv1(x) −c0(x)

c1(x) 0

)
. (10)

Note that c is also analytic on T.
The N -step transfer matrix for the eigenvalue equation Hx,ω9 = E9 is given by

BN (E, x, ω)=
0∏

j=N−1

A(E, S j x).

Set d(x)= c0(x)c1(x). For ρ(c, v) > 0, we define BE ∈ Cρ(T, Md(x)
2 ) by

BE (x)= c1(x)A(E, x). (11)

Thus, transfer matrices naturally form a quasiperiodic cocycle. Set L = L(BE , ω).
Since

∫
log |d(x)| dx = 2

∫
log |c(x)| dx , we have the following corollary.
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COROLLARY 1. Suppose that |
∫

log |c(x)| dx |<∞, with ω Diophantine. Then L is

continuous on Cρ(T, Md(x)
2 ) for ρ = ρ(c, v) > 0. In particular, L is jointly continuous

in (E, λ).

In the case when c(x)≡ 1, we have the following results.

COROLLARY 2.
(1) For any ω, L is continuous on Cρ(T, SL2(C)) for ρ = ρ(v). In particular, L is

jointly continuous in (E, λ).
(2) For any irrational ω and any analytic v, L is jointly continuous at (v, ω) on

Cρ(T, SL2(C))× R for ρ = ρ(v).

Many ingredients needed to establish Corollary 2 for any irrationalω are present in [BJ],
albeit not formulated there in such generality. The main achievement of the present paper
is that we can consider general rather than just Schrödinger (or, more specifically, SL2(C))
cocycles. This generality is important for our application to the case of transfer matrices
of quasiperiodic Jacobi operators. In fact, as should be clear from the formulation of
Corollary 2, no Diophantine restriction on ω is needed for the SL2(C) case (or, more
generally, when d(x) is bounded away from zero). We believe such a restriction is not
necessary in general either, however treating the case of non-Diophantine frequencies
would require a series of additional arguments. This will be done in a future work.

We are particularly interested in the quasiperiodic Jacobi matrix representing the
following one-dimensional Hamiltonian, Hx,λ1−λ4,ω acting on `2(Z), and given by

(Hx,λ1−λ4,ω9)(n) = (λ3 + λ4 exp(2π ı(x + (n + 1
2 )ω))

+ λ2 exp(−2π ı(x + (n + 1
2 )ω)))9(n + 1)

+ (λ3 + λ2 exp(2π ı(x + (n − 1
2 )ω))

+ λ4 exp(−2π ı(x + (n − 1
2 )ω)))9(n − 1)

+ (2λ1 cos 2π(x + nω))9(n)

, cn(x)9(n + 1)+ cn−1(x)9(n − 1)+ vn(x)9(n).

Using the Poisson–Jensen formula, one can show that
∫

log |c1(x)| dx >−∞ (see
e.g. [JKS]). Thus L is jointly continuous in (E, λ1, . . . , λ4). This model, called
the second-nearest-neighbors model of a Bloch electron in a perpendicular magnetic
field, has been studied in physics literature and was first introduced by Thouless in
1983 [T]. It describes an electron moving in an infinite two-dimensional crystalline
lattice with translational invariance, subjected to a perpendicular magnetic field, where
the electron is confined to hop to nearest neighbors (north, south, east, west) and second
nearest neighbors (the diagonals on the lattice). The λi represent normalized hopping
terms which are proportional to the probability an electron will hop to one of these
neighboring sites and ω is the magnetic flux. In the case λ2 = λ4 = 0, this reduces to the
one-dimensional Schrödinger case with quasiperiodic potential v(x)= λ cos 2π(x + nω).
This model, called the almost Mathieu operator, has been studied extensively over the past
25 years (see [L]). Our main result, continuity for general Jacobi matrices is an essential
ingredient in establishing strong dynamical localization for the second-nearest-neighbors
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operator [JKS]. The continuity of L is expected to also play a crucial role in the proof
of Cantor spectrum for this model, similarly to how it was used in [AJ] for the almost
Mathieu operator.

Another important immediate application is to transfer matrices associated with
orthogonal polynomials on the unit circle with quasiperiodic Verblunsky coefficients
(see [S]). Those transfer matrices are related to a cocycle with

Bz(x)=


√

z −
f (x)
√

z

−
√

z f (x)
1
√

z

 , (12)

where f : T→ D, D= {z ∈ C : |z| ≤ 1}, is such that the meas{x ∈ T : | f (x)| = 1} = 0,
and √ means any fixed branch. The corresponding Verblunsky coefficients are then
defined by αn(x)= f (x + nω) for an irrational ω and almost every x ∈ T. We therefore
have the following.

COROLLARY 3. Let f as above be analytic with |
∫

ln |1− | f (x)|2| dx |<∞. Then:

(1) for ω Diophantine, L is a continuous function on Cρ(T, M1−| f (x)|2

2 ) for ρ = ρ( f ) >
0. In particular, for a fixed f , L = L(z) is a continuous function of z on D\0;

(2) if f : T→ D, then for any irrational ω L is jointly continuous at ( f, ω) on

Cρ(T, M1−| f (x)|2

2 )× R for ρ = ρ( f ).

It is easy to show that at least some regularity of f is needed for this statement to
hold. As pointed out in [S] the theory of orthogonal polynomials on the unit circle with
quasiperiodic Verblunsky coefficients is largely undeveloped. Continuity of L is expected
to play an important role in various aspects of this theory, as it does for Schrödinger
operators. In particular, continuity in ω is a statement that should enable one to prove
various facts through approximations by periodic Verblunsky coefficients, the theory of
which has been well developed [S].

Compared with existing proofs of regularity for Schrödinger cocycles, we face certain
technical difficulties related to possible small values of d(x). A key technique underlying
most recent developments in the area of quasiperiodic Schrödinger operators with analytic
potential is based on the fact that (1/N ) log ‖BN (x, ω)‖ for B as in (12) have uniformly
(in N ) bounded subharmonic extensions (see [B1]). Situations where such subharmonic
extensions cannot be uniformly bounded in the same strip therefore present certain
challenges. Such difficulties appeared and were treated successfully in the Schrödinger
transfer-matrix models where either quasiperiodicity [BGS] or analyticity [K] were
relaxed. We note that in our case for d(x) not bounded away from zero, the subharmonic
extensions are not bounded at all. The techniques we develop to overcome this problem are
different from those of [BGS, K], and we believe can be used in certain other situations
where similar difficulties appear. Some other problems created by d not being bounded
away from zero include the absence of almost invariance of (1/N ) log ‖BN (x, ω)‖ with
respect to the shift of x by ω, which is crucially used in all proofs for the Schrödinger case,
and the absence of continuity of log ‖BN (x, ω)‖ in x .
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The rest of this paper is organized as follows. In §2 we establish large deviation bounds
for L N and L ′N . This is one of the main places where we develop techniques to deal with
unboundedness of log ‖BN (x, ω)‖ that allow us to treat general non-SL(2, R) cocycles.
Sections 3 and 4 are devoted to the main induction argument, mostly following that of [BJ]
but developed in more detail. We would like to note that there is an important necessary
arithmetic condition on the scales in the induction argument (see (56)) that was overlooked
in [BJ]. In §5 the proof is completed and an additional result, Theorem 2, is stated and
proved. We note that in our setting, unlike in the proofs of continuity in E for Schrödinger
cocycles, we cannot use subharmonicity to establish continuity at zeros (or other minima)
of the Lyapunov exponent, thus requiring a separate argument, based on the quantitative
estimates from the induction procedure.

In order to avoid cumbersome notation, we will omit some variables that remain fixed
throughout an argument.

2. Large deviation bound for non-SL(2, R) cocycles
We use 〈 f 〉 for

∫
T f (x) dx .

LEMMA 1. (Large deviation bound (LDB)) Let B ∈ Cρ(T, Md(x)
2 ), ρ > 0, d not identi-

cally zero. Consider ω satisfying (9). Let |ω − (a/q)|< (1/q2), (a, q)= 1. Let 0<
κ < 1. Then for appropriate c > 0 and C <∞, for N > (Cκ−2q)η, where η = η(ω) > 1,
and sufficiently large q we have

meas
{

x :

∣∣∣∣ 1
N

log ‖BN (x, ω)‖ − L ′N

∣∣∣∣> κ}< e−cκq .

Remarks.
(1) For any 0< δ < r(ω)−1

≤ 1 with r(ω) from (9), we can choose η = η(ω)=

(min(δ, 1− δ))−1 so that the statement of Lemma 1 holds with appropriately
adjusted C .

(2) For any τ > 0, constants c, C , as well as the largeness condition on q can be chosen
uniformly for B ′ with dist(B, B ′) < τ .

(3) The main difficulty here, compared with [BJ], is that the operator studied there had
log ‖MN (x)‖ bounded below, which allowed for a bounded subharmonic extension
of (1/N ) log ‖MN (x)‖. In our case, log ‖BN‖ is unbounded from below.

LEMMA 2. (Large deviation bound for MN ) Under the hypotheses of Lemma 1, for
appropriate c1 > 0 and C <∞, for N > (Cκ−2q)η, where η = η(ω) > 1, and sufficiently
large q we have

meas
{

x :

∣∣∣∣ 1
N

log ‖MN (x, ω)‖ − L N

∣∣∣∣> κ}< e−c1κq .

Proof of Lemma 1. Let

uN (x)= uN (B, x, ω)=
1
N

log ‖BN (x)‖. (13)

The strategy of the proof is to first introduce a truncation of uN (x), called wN (x),
which has a bounded subharmonic extension, and thus will make it possible to use a
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modified version of the proof of the large deviation bound shown in [BJ]. The adaptation
is not straightforward because wN is not uniformly close to its shifts. This is addressed
in Proposition A. We then show in Proposition B that the measure of the set where the
original function differs from the truncation is exponentially small in N , which yields the
desired result.

Note that BN (x) has an analytic extension, BN (z), to a strip |Im z|< ρ, for some ρ > 0,
satisfying ‖BN (z)‖< C N . Fix A >−D/2 (see (6)). Define

wN (z)= wN (B, z, ω)=max
(

1
N

log ‖BN (z)‖,−A

)
. (14)

Thus, wN (z) is a bounded subharmonic function on |Im z|< ρ. This will be essential
later on. 2

Next we would like to bound |wN (x)− wN (x + ω)|.

PROPOSITION A. There exists c > 0 such that for any 0< δ < 1, there exists C <∞ such
that:

meas
{
|wN (x)− wN (x + ω)|>

C

N 1−δ

}
< e−cN δ

. (15)

Remarks.
(1) For Schrödinger cocycles, a stronger inequality, |wN (x)− wN (x + ω)|< C N−1,

is easily established to hold for all x (see [BG]). This does not hold in our case,
however, due to the unboundedness of ‖B(x)−1

‖.
(2) Here c depends on d(x) only.

Proof. Note that

|wN (x)− wN (x + ω)|<

∣∣∣∣ 1
N

log ‖BN (x)‖ −
1
N

log ‖BN (x + ω)‖

∣∣∣∣.
There exists CB <∞ such that:

‖B(S j x)‖< CB (16)

‖B(S j x)−1
‖ ≤

1
|d(S j x)|

CB . (17)

For ease of notation, let d j (x)= d(S j x). Therefore, recalling (1), we have

‖BN (x + ω)‖ ≤
1
|d(x)|

C2
B‖BN (x)‖.

Similarly,

‖BN (x)‖ ≤
1

|dN (x)|
C2

B‖BN (x + ω)‖.

Set 0< δ < 1. Consider the two cases: (a) |d j | ≥ exp{−N δ
}, j = 0, N and (b) |d j |<

exp{−N δ
}, for some j ∈ {0, N }.

If we are in case (a), then the above calculation gives

max
(
‖BN (x)‖

‖BN (x + ω)‖
,
‖BN (x + ω)‖

‖BN (x)‖

)
< eN δ

C2
B
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and hence, ∣∣∣∣ 1
N

log ‖BN (x)‖ −
1
N

log ‖BN (x + ω)‖

∣∣∣∣< C

N 1−δ .

We now need to bound the measure for case (b). Let S = {x ∈ T : |d j |< exp{−N δ
}, for

some j ∈ {0, N }}. By the Lojasiewicz inequality [Lo],

meas{x ∈ T : |d(x)|< ε}< εα (18)

for any sufficiently small ε and α depending only on d . Therefore,

meas(S) < 2e−αN δ

< e−cN δ

for c < α and sufficiently large N . 2

We now write

|wN (x)− 〈wN 〉|

≤

∣∣∣∣wN (x)−
∑
| j |<R

R − | j |

R2 wN (x + jω)

∣∣∣∣+ ∣∣∣∣ ∑
| j |<R

R − | j |

R2 wN (x + jω)− 〈wN 〉

∣∣∣∣
= (I)+ (II).

In order to estimate (II), we use the following.

Large deviation bound for subharmonic functions. [BJ] Let v(x) be a bounded one-
periodic subharmonic function defined on a neighborhood of R. Let |ω − (a/q)|<
(1/q2), (a, q)= 1. Let 0< κ < 1. Then for appropriate c1 > 0, C <∞, for R > Cκ−1q,

meas
{

x :

∣∣∣∣ ∑
| j |<R

R − | j |

R2 v(x + jω)− 〈v〉

∣∣∣∣> κ}< e−c1κq .

Remarks.
(1) This result in this form is essentially shown in [BJ] (see also [B1, Ch. 5]). We

provide a proof for the reader’s convenience at the end of the section.
(2) This statement will be applied to wN . Note that the constants c1, C will be uniform

in N since wN (z) are uniformly (in N ) bounded on |Im z|< ρ (see (14)).

Since wN satisfies the conditions of the large deviation bound for subharmonic
functions, uniformly in N , we have meas{x : (II) > κ/2}< e−c1(κ/2)q .

Let X = {x : |wN (x)− wN (x + ω)|> C/N 1−δ
}, which by Proposition A has

exponentially small measure. If
⋃R

j=−R+1 S j x ⊂ T\X , we have

(I)=

∣∣∣∣wN (x)−
∑
| j |<R

R − | j |

R2 wN (x + jω)

∣∣∣∣ < RC

N 1−δ . (19)

We can choose R < κN 1−δ(2C)−1, so that |(I)|< κ/2. If N > (C1κ
−2q)1/(1−δ), R can

also be chosen to satisfy the conditions of the large deviation bound for subharmonic
functions. Therefore, by Proposition A, we have

meas{x : |wN (x)− 〈wN 〉|> κ}< 2 Re−cN δ

.
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Choosing R ∼ Cκ−1q , we obtain

meas{x : |wN (x)− 〈wN 〉|> κ}< e−c1κq (20)

for N >max((Cκ−2q)1/(1−δ), (Cκq)1/δ).
We now want to bound |〈wN 〉 − 〈uN 〉| (see (13) and (14)).

PROPOSITION B. Fix 0< δ < r(ω)−1
≤ 1. There exists c > 0 such that for N large

enough
|〈wN 〉 − 〈uN 〉|< e−cN δ

. (21)

Proof. Set X = {x ∈ T : ‖BN (x)‖< e−N A
} = {x : wN (x) 6= uN (x)}. Then

|〈wN 〉 − 〈uN 〉| ≤
1
N

∫
X

∣∣∣∣log
e−N A

‖BN (x)‖

∣∣∣∣ dx . (22)

Since ‖M‖2 > |det M |, recalling (1), we have

‖BN (x)‖
2
≥

N−1∏
j=0

|d j (x)|. (23)

Hence, if x ∈ X , then
N−1∏
j=0

|d j (x)|< e−2N A.

The following is a combination of [J, Lemmas 11 and 12]. 2

PROPOSITION C. [J] For analytic d(x) and Diophantine ω satisfying (9), for every ε > 0
and N sufficiently large, we have

−ε + C N−r(ω)−1
log N log min

j=1,...,N
|d j (x)| ≤

1
N

N∑
j=1

log |d j (x)| − D ≤ ε (24)

where C = C(ω, d) > 0.

Using the left inequality and (14), we get for x ∈ X

min
j=1,...,N

|d j (x)| < exp
(
−(2A + D − ε)

C log N
N r(ω)−1

)
≤ e−N δ

(25)

where 0< δ < r(ω)−1
≤ 1. Thus,

meas(X) <meas
{

x ∈ T : min
j=1,...,N

|d j (x)|< e−N δ}
. (26)

In addition, by (23), we have for x ∈ X

0≤ log
e−N A

‖BN (x)‖
≤ log

e−N A(∏N−1
j=0 |d j (x)|

)1/2 . (27)
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PROPOSITION D. There exists C <∞ such that for sufficiently small ε,∣∣∣∣∫
|di (x)|<ε

log |d j (x)| dx

∣∣∣∣< Cεα|log ε|, i, j ∈ {1, . . . , N }.

Remark. The constant α = α(d) is the same as in (18).

Proof. Set Ai = {x : di (x) < ε}. Fix j ∈ {1, . . . , N }. Set

Bk = {x : ε/2k
≤ |d j (x)|< ε/2k−1

}.

Then∣∣∣∣∫
|di (x)|<ε

log |d j (x)| dx

∣∣∣∣ = ∣∣∣∣ ∞∑
k=1

∫
Bk∩Ai

log |d j (x)| dx +
∫

Ai\
⋃
∞

k=1 Bk

log |d j (x)| dx

∣∣∣∣
≤

∞∑
k=1

meas(Bk)

∣∣∣∣log
ε

2k

∣∣∣∣+meas(Ai )|log ε|.

By (18), we have meas(Bk) < (ε/2k−1)α,meas(Ai ) < ε
α . Therefore,∣∣∣∣∫

Ai

log |d j (x)| dx

∣∣∣∣< Cεα|log ε|.

To finish the proof of Proposition B, we use (22), (26), (27), Proposition D and (18), to
obtain:

|〈wN 〉 − 〈uN 〉| ≤

N∑
i=0

1
N

∫
|di (x)|<exp(−N δ)

(
−N A −

1
2

N−1∑
j=0

log |d j (x)|

)
dx

≤ C N 1+δe−αN δ

+ N Ae−αN δ

< e−cN δ

(28)

for c < α and sufficiently large N . 2

We now finish the proof of Lemma 1. For any β > 0, using (26) and (18):

meas{x ∈ T : |uN (x)− wN (x)|> β} < meas(X) (29)

< e−cN δ

for sufficiently large N .

Thus, overall we can combine Proposition B, (20), and (29) to obtain, for N large enough
so that Proposition C holds, N & max((κ−2q)1/(1−δ), (κq)1/δ), and for large q:

meas{x ∈ T : |uN (x)− 〈uN 〉|> κ}

<meas
{

x ∈ T : |uN (x)− wN (x)|>
κ

2
− e−cN δ

}
+meas

{
x ∈ T : |wN (x)− 〈wN 〉|>

κ

2

}
< e−cN δ

+ e−c1κq/2 < e−cκq .

This proves Lemma 1 with η = (min(δ, 1− δ))−1. 2
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Proof of Lemma 2. From Proposition C, selecting ε < κ/2 (see (24)), and recalling (25),
we have

meas
{

x :

∣∣∣∣ 1
N

N1∑
j=0

log |d j (x)| − D

∣∣∣∣> κ}

<meas
{

x : C N−r(ω)−1
log N log min

1...N
|d j (x)|<−

κ

2

}
≤meas

{
x : min

1...N
|d j (x)|< e−c2 N δ

}
. (30)

Using (18) and Lemma 1, and recalling (3), (4), the result is established. 2

Proof of the large deviation bound for subharmonic functions. Set ‖β‖ = dist(β, 2πZ).
Using Fourier expansion

v(x)=
∑
k∈Z

v̂(k) exp(2π ikx) and v̂(0)= 〈v〉

we have, for any K ,∣∣∣∣ ∑
| j |<R

R − | j |

R2 v(x + jω)− 〈v〉

∣∣∣∣
=

∣∣∣∣ ∑
| j |<R

R − | j |

R2

( ∑
0≤|k|<K

v̂(k) exp(2π ik(x + jω))

+

∑
|k|≥K

v̂(k) exp(2π ik(x + jω))

)
− v̂(0)

∣∣∣∣
≤

∣∣∣∣ ∑
0<|k|<K

v̂(k) exp(2π ikx)
∑
| j |<R

R − | j |

R2 exp(2π ik jω)

+ v̂(0)
((∑
| j |<R

R − | j |

R2

)
− 1

)∣∣∣∣
+

∣∣∣∣ ∑
|k|≥K

v̂(k) exp(2π ikx)

(∑
| j |<R

R − | j |

R2 exp(2π ik jω)

)∣∣∣∣
= (I)+ (II). (31)

We have

(I) =

∣∣∣∣ ∑
0<|k|<K

v̂(k) exp(2π ikx)
∑
| j |<R

R − | j |

R2 exp(2π ik jω)

∣∣∣∣
≤ C0

∑
0<|k|<K

|v̂(k)|
1

(1+ R2‖kω‖2)

= C0

( ∑
0<|k|<q/4

|v̂(k)|
1

(1+ R2‖kω‖2)
+

∑
q/4<|k|<K

|v̂(k)|
1

(1+ R2‖kω‖2)

)
= C0((III)+ (IV)). (32)
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The inequality here is standard and follows from the properties of Fejer’s kernel. We show
that (III) and (IV) can be uniformly bounded in x by κ/10. We estimate (II) in the L2

norm.
Consider (III). We first make the following observation: as |ω − a/q|< 1/q2, for

|k| ≤ q/2, k 6= 0, |kω − (ka/q)|< 1/2q H⇒ ‖kω‖ ≥ 1/2q . Denote by α1, . . . , αq/4

the decreasing arrangement of (‖kω‖−1)k=1,...,q/4. Then αi ≤ 2q/ i . Also, note that the
same result will hold for {‖kω‖−1

}k∈I if I is any interval of length q/4, where we exclude
at most one value of k (for the possibility of a value close to zero).

Therefore, we have the following inequality∑
0<|k|<q/4

1
k‖kω‖

< C1q.

It is shown in [BG] (see also [B1, Ch. 4]) that the following bound for the Fourier
coefficients holds

|v̂(k)|<
C

|k|
for all k 6= 0. (33)

The constant C depends only on B, ρ for |v(z)|< B on |Im z|< ρ. Thus,

(III) <
∑

0<|k|<q/4

C

|k|

1
R‖kω‖

<
C2q

R
. (34)

We define R appropriately at the end to achieve the desired uniform bound.
Set Il = [lq/4, (l + 1)q/4). Then we have by (33)

(IV) ≤
4K q−1∑

l=1

∑
k∈Il

|v̂(k)|
1

(1+ R2‖kω‖2)
≤

4K q−1∑
l=1

4C

lq

∑
k∈Il

1

1+ R2‖kω‖2

≤

4K q−1∑
l=1

4C

lq

(
1+

∑
0<| j |<q/4

(2q)2

R2 j2

)
< C3

4K q−1∑
l=1

1
lq
<

C3

q
log K (35)

for large K and q. We define the cutoff K at the end.
We now bound (II). We have by (33)

‖(II)‖22 =
∑
|k|≥K

|v̂(k)|2
∣∣∣∣ ∑
| j |<R

R − | j |

R2 exp(2π ik jω)

∣∣∣∣2 < ∑
|k|≥K

|v̂(k)|2 <
C4

K
. (36)

Now putting (31)–(36) together, and letting
10C0C2q

κ
< R and log K =

κq

10C0C3

we have ∣∣∣∣ ∑
| j |<R

R − | j |

R2 v(x + jω)− 〈v〉

∣∣∣∣< C0((III)+ (IV))+ (II) <
2κ
10
+ (II).

Hence, overall we have, by (36) and the definition of K ,

meas
{

x ∈ T :
∣∣∣∣ ∑
| j |<R

R − | j |

R2 v(x + jω)− 〈v〉

∣∣∣∣> κ}

<meas
{

x ∈ T : |(II)|>
4κ
5

}
≤

(
5

4κ

)2

‖(II)‖2 ≤
C5

Kκ2 <
C5

κ2 e−cκq .

https://doi.org/10.1017/S0143385709000704 Published online by Cambridge University Press

https://doi.org/10.1017/S0143385709000704


Continuity of the Lyapunov exponent for analytic quasiperiodic cocycles 1893

Thus, for q large enough, there exists c1 > 0 such that

meas
{

x :

∣∣∣∣ ∑
| j |<R

R − | j |

R2 v(x + jω)− 〈v〉

∣∣∣∣> κ}< e−c1κq (37)

2

3. Preparation for the induction argument
Let L , L N be as in (8), (4). Note that in general, ‖MN (x, ω)‖ are not uniformly bounded
from above. This creates a source of difficulties compared with previous works.

LEMMA 3. Suppose that |D|<∞. Consider ω satisfying (9). Let |ω − (a/q)|<
1/q2, (a, q)= 1. Let L(B, ω) > 100κ > 0. Let N > (Cκ−2q)η with η from Lemma 1.
Assume that L2N (B, ω) > 9

10 L N (B, ω). Then for N1 such that N |N1 and N1 N−1
= m

. ec′κq , we have ∣∣∣∣L N1 +
m − 2

m
L N −

2(m − 1)
m

L2N

∣∣∣∣< Ce−c′κq

where c′ = c/2, c from the large deviation bound of Lemma 1.

Remark. We show the lemma for L N , although our final result, Theorem 1, will hold for
both L and L ′. We utilize the fact that L ≥ 0 for MN . At the end of the argument, we
reintroduce the truncation function from (14) and use the result of Proposition B in order
to adapt the argument used in [BJ].

Proof. All integrals will be with respect to x in this argument, so we suppress it in the
notation. We use the following result introduced as the ‘avalanche principle’ for SL2(R)
in [GS] (see also [B1, Ch. 6]). We formulate and use it for SL2(C) since the proof is the
same. 2

Avalanche principle. [GS] Let A1, . . . , An be a sequence in SL2(C) satisfying the
conditions:
(A) min1≤ j≤n ‖A j‖ ≥ µ > n;
(B) max1≤ j≤n |log‖A j‖ + log ‖A j+1‖ − log ‖A j+1 A j‖|<

1
2 log µ.

Then there exists CA <∞ such that∣∣∣∣log

∥∥∥∥ 1∏
j=n

A j

∥∥∥∥+ n−1∑
j=2

log ‖A j‖ −

n−1∑
j=1

log ‖A j+1 A j‖

∣∣∣∣< CA
n

µ
.

We use the avalanche principle on AN
j (x)= MN (x + j Nω) with x restricted to the set

3⊂ T, defined by 2m conditions:∣∣∣∣ 1
N

log ‖AN
j (x)‖ − L N

∣∣∣∣ < κ∣∣∣∣ 1
2N

log ‖A2N
j (x)‖ − L2N

∣∣∣∣ < κ for all j ≤ m. (38)

We have Lemma 2, the large deviation bound for MN , holding, hence for any j :

meas
{

x :

∣∣∣∣ 1
N

log ‖AN
j (x)‖ − L N

∣∣∣∣> κ}< e−cκq .
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Similarly for 2N , so that

meas(T\3) < 2me−cκq . (39)

From (38), we have for each AN
j (x) with x ∈3,

eN (L N−κ) < ‖AN
j (x)‖< eN (L N+κ). (40)

Note that since L N (E, ω) > L(E, ω) > 100κ , we have

‖AN
j (x)‖> exp((99/100)N L N ) , µ.

For large enough q, and hence N by hypothesis, we have µ > 2m. Also for j < m, by (38)
and the fact that AN

j+1 AN
j = A2N

j ,

|log‖AN
j (x)‖ + log ‖AN

j+1(x)‖ − log ‖AN
j+1(x)A

N
j (x)‖|

< 4Nκ + 2N |L N − L2N |

<
1

25
N L N + 2N

(
1

10
L N

)
<

1
2

log µ=
99
200

N L N .

Thus, we can apply the avalanche principle for x ∈3, to obtain, for sufficiently large N ,∣∣∣∣log

∥∥∥∥ 1∏
j=m

AN
j (x)

∥∥∥∥+ m−1∑
j=2

log ‖AN
j (x)‖ −

m−1∑
j=1

log ‖AN
j+1(x)A

N
j (x)‖

∣∣∣∣
< CA

m

µ

< me−
1
2 N L N . (41)

Integrating on 3, from (41) we obtain∣∣∣∣∫
3

log ‖MN1(x + Nω)‖ +
m−1∑
j=2

∫
3

log ‖MN (x + j Nω)‖

−

m−1∑
j=1

∫
3

log ‖M2N (x + j Nω)‖

∣∣∣∣< me−
1
2 N L N . (42)

Recalling how MN are defined (see (3)), observe that

log

∥∥∥∥ 1∏
j=m

MN (x + j Nω)

∥∥∥∥+ m−1∑
j=2

log ‖MN (x + j Nω)‖ −
m−1∑
j=1

log ‖M2N (x + j Nω)‖

= log

∥∥∥∥ 1∏
j=m

BN (x + j Nω)

∥∥∥∥+ m−1∑
j=2

log ‖BN (x + j Nω)‖ −
m−1∑
j=1

log ‖B2N (x + j Nω)‖
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since the determinant terms cancel. Using this and (42),

∣∣∣∣L N1 +
m − 2

m
L N −

2(m − 1)
m

L2N

∣∣∣∣
=

∣∣∣∣ 1
N1

∫
T

log ‖MN1(x + Nω)‖

+
1

N1

m−1∑
j=2

∫
T

log ‖MN (x + j Nω)‖ −
1

N1

m−1∑
j=1

∫
T

log ‖M2N (x + j Nω)‖

∣∣∣∣
≤

m

N1
e−

1
2 N L N +

∣∣∣∣ 1
N1

∫
T\3

log ‖BN1(x + Nω)‖

+
1

N1

m−1∑
j=2

∫
T\3

log ‖BN (x + j Nω)‖ −
1

N1

m−1∑
j=1

∫
T\3

log ‖B2N (x + j Nω)‖

∣∣∣∣
=

m

N1
e−

1
2 N L N + (I). (43)

With uN (x) andwN (x), defined in (13), (14) respectively, and noting that uN (x)≤ wN (x),
we have by (21), for sufficiently large N ,

(I) ≤

∣∣∣∣∫
T\3

(uN1(x + Nω)− wN1(x + Nω))

+
1
m

m−1∑
j=2

∫
T\3

(uN (x + j Nω)− wN (x + j Nω))

−
2
m

m−1∑
j=1

∫
T\3

(u2N (x + j Nω)− w2N (x + j Nω))

∣∣∣∣
+

∣∣∣∣∫
T\3

(wN1(x + Nω))+
1
m

m−1∑
j=2

∫
T\3

(wN (x + j Nω))

−
2
m

m−1∑
j=1

∫
T\3

(w2N (x + j Nω))

∣∣∣∣
< e−cN δ

+ (II). (44)

It remains to bound (II). Recall that by (16) and (1), for all x ,

‖BN (x)‖ ≤ C N
B (45)

and, hence, for any N and any x ,

|wN (x)|<max(log CB, A) , Cw
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and thus, by (39) and our condition on m, we have

(II) <
∫
T\3
|wN1(x + Nω)| +

1
m

m−1∑
j=2

∫
T\3
|wN (x + j Nω)|

+
2
m

m−1∑
j=1

∫
T\3
|w2N (x + j Nω)|

< 4Cwmeas(T\3)≤ Ce−(c/2)κq . (46)

Therefore, combining (43), (44), and (46) we have, since η > δ−1 (see remark after
Lemma 1), after appropriately adjusting a constant,∣∣∣∣L N1 +

m − 2
m

L N −
2(m − 1)

m
L2N

∣∣∣∣ < m

N1
e−

1
2 N L N + e−cN δ

+ Ce−(c/2)κq

< Ce−(c/2)κq . 2

LEMMA 4. Let N ′ be such that m = N ′/N can be represented as m =
∏s

i=1 ai with
K ec′κq < ai < K1ec′κq , ai ∈ N, i = 1 . . . s, and s < e(c

′/2)κq , for some 0< K , K1 <∞.
Then under the hypotheses of Lemma 3, there exists c′′ > 0 and C̃ <∞ such that

|L N ′ + L N − 2L2N |< e−c′′κq
+ C̃

N

N ′
.

Remark. If m < K1ec′κq (s = 1), then c′′ = c′ = c/2 with c from Lemma 2, and if m >

K ec′κq , then any choice of c′′ < c′/2= c/4 with c from Lemma 2 will work.

Proof. The case s = 1 follows directly from Lemma 3 since

|L N ′ + L N − 2L2N | < Ce−c′κq
+

2
m
|L N − L2N |< Ce−c′κq

+
N L N

5N ′

< e−c′κq
+ C̃

N

N ′
.

For s > 1, set N j = N
∏ j

i=1 ai . We have K ec′κq N ≤ N1 ≤ K1ec′κq N . By Lemma 3,

|L N1 + L N − 2L2N | < Ce−c′κq
+

N L N

5N1

< Ce−c′κq
+

L N

5K
e−c′κq

≤ C1e−c′κq . (47)

Similarly we can apply Lemma 3 to 2K ec′κq
≤ 2N1 ≤ 2K1 Nec′κq to obtain

|L2N1 + L N − 2L2N | < Ce−c′κq
+

N L N

10N1

≤ C1e−c′κq .

Hence,
|L2N1 − L N1 |< 2C1e−c′κq .

For q large enough this implies
L2N1 >

9
10 L N1 .
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Thus, we can apply Lemma 3 again, this time for N1 and K ec′κq N1 ≤ N2 ≤ K1ec′κq N1

(with the same K , K1 as before):

|L N2 + L N1 − 2L2N1 | < Ce−c′κq
+

N1L N1

5N2

< Ce−c′κq
+

L N1

5K
e−c′κq

≤ C1e−c′κq

|L2N2 + L N1 − 2L2N1 | ≤ C1e−c′κq

|L2N2 − L N2 |< 2C1e−c′κq .

So

|L N2 − L N1 | ≤ |L N2 − L2N2 | + |L2N2 + L N1 − 2L2N1 | + 2|L2N1 − L N1 |

≤ 7C1e−c′κq .

In general, for K ec′κq Ns−1 ≤ Ns ≤ K1ec′κq Ns−1:

|L Ns + L Ns−1 − 2L2Ns−1 | ≤ C1e−c′κq

|L2Ns − L Ns |< 2C1e−c′κq

|L Ns − L Ns−1 | ≤ 7C1e−c′κq .

Consequently,
|L Ns − L N1 |< 7C1(s − 1)e−c′κq . (48)

From (47) and (48), we obtain

|L Ns + L N − 2L2N |< 7C1se−c′κq .

As s < e(c
′/2)κq , we have

|L Ns + L N − 2L2N |< 7C1e−(c
′/2)κq .

4. Induction argument
LEMMA 5. Suppose that |D|<∞. Let ωi , i = 1, 2, satisfying (9) with r(ω1)=

r(ω2), have the same approximant a/q, so |ωi − a/q|< 1/q2, (a, q)= 1. Assume that
0< κ < 1, q > Cκ−2. Let L(Bi , ωi ) > 100κ > 0, i = 1, 2. Then there exists c > 0,
0< C2 <∞ and N0 < (κ

−C2q)η, with η from Lemma 1, such that

|L(Bi , ωi )+ L N0(B
i , ωi )− 2L2N0(B

i , ωi )|< e−cκq , i = 1, 2.

Remarks.
(1) Note that L(Bi ) is defined by (8), as opposed to (7), as it is the Lyapunov exponent

of the corresponding SL2(C) cocycle.
(2) This proposition follows in a similar manner to [BJ, Proposition 9], but without the

need for an extra lemma since we are working with Diophantine ω. Our dependence
on Diophantine conditions is mirrored in the appearance of η = η(ω) throughout the
proof. We note that the induction argument in [BJ] was not correct without an extra
condition on the specific form of consecutive scales (see (56)). Our proof contains
this important correction.
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(3) At several points in the proof, we make calculations that are valid for large initial q0.
We may do this, as we make this claim only finitely many times and, at the end, we
take q0→∞ in Theorem 1.

(4) The c in Lemma 5 can be chosen to be any number less than c/4 with c from the
large deviation bound.

Proof. Take q0 = q as in Lemma 5. Note that for any n, by subadditivity L2n ≤ Ln . So
that, by (45) and (6),

100κ < L(B, ω)= inf Ln ≤ L2n ≤ Ln < C1. (49)

Consider the sequence {2ln}, l ∈ N. If for each 1≤ l1 < l2 < · · ·< l j we have
L2li+1n ≤

9
10 L2li n , then 100κ ≤ L

2l j+1n
≤ ( 9

10 )
j C1. Therefore, we must have

j < j0 =

(
log

9
10

)−1

log
100κ
C1

. (50)

Take N = [(Cκ−2q0)
η
] + 1, with C from Lemma 2. Then for some 1≤ j ≤ 2 j0, we have

L2 j+1 N (B
i , ωi ) >

9
10 L2 j N (B

i , ωi ), i = 1, 2. Therefore, we can find

(Cκ−2q0)
η < N0 < 22 j0(Cκ−2q0)

η (51)

with
L2N0(B

i , ωi ) >
9
10 L N0(B

i , ωi ), i = 1, 2. (52)

The right-hand side of (51) can be bounded by (κ−C2q0)
η for an appropriate 0< C2 <∞.

From now on we fix i ∈ {1, 2} and set L N = L N (Bi , ωi ), L = L(Bi , ωi ). 2

Define a sequence

q0 < N0 < q1 < N1 < · · ·< Ns < qs+1 < Ns+1 < · · ·

such that ∣∣∣∣ω − ai

qi

∣∣∣∣< 1

q2
i

, (ai , qi )= 1 (53)

qs+1 is the smallest q j satisfying (53) such that q j > eqs (54)

(Cκ−2qs)
η < Ns < (κ

−C2qs)
2η (55)

Ns = Ns−1

ks∏
i=1

as
i with K ec′κqs−1 ≤ as

i ≤ K1ec′κqs−1 . (56)

Clearly we can select our sequence so that (53)–(55) hold. For sufficiently large q0,
we can split the set of N satisfying (56) into a disjoint union of Ap ⊂ Z so that for
N ∈ Ap, N = Ns−1

∏p
i=1 as

i with K ec′κqs−1 < as
i < K1ec′κqs−1 . If Ns satisfying both (55)

and (56) cannot be found, then for some p, we have

max Ap = Ns−1 K p
1 ec′ pκqs−1 < (Cκ−2qs)

η,

min Ap+1 = Ns−1 K p+1ec′(p+1)κqs−1 > (κ−C2qs)
2η.
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This implies that

(κ−C2qs)
2η <

K p+1

K p
1

ec′κqs−1(Cκ−2qs)
η,

which is in contradiction to (54). Thus, such a sequence can be selected. Let c′′ be the
constant from Lemma 4. Fix a constant C such that 2C1 < C <∞ where C1 is defined
in (49). Fix another three constants 0< c3 < c2 < c1 < c′′.

Set q−1 = 0. We use induction to show that for sufficiently large q0 the sequence
additionally satisfies, for s ≥ 0,

|L Ns+1 + L Ns − 2L2Ns |< e−c1κqs , (57)

|L2Ns − L Ns |< Ce−c2κqs−1 , (58)

|L Ns+1 − L Ns |< Ce−c3κqs−1 . (59)

We first check the case s = 0. Let q1 be the first approximant satisfying (54). Since we
consider ω Diophantine, for M & r(ω) with r(ω) from (9), we have

q1 < eMq0 . (60)

Fix N1 satisfying (55)–(56). We want to show

|L N1 + L N0 − 2L2N0 |< e−c1κq0 , (61)

|L2N0 − L N0 |< Ce−c2κq−1 = C, (62)

|L N1 − L N0 |< Ce−c3κq−1 = C. (63)

Clearly the second and third inequalities are true for any C > 2C1, so it remains to
show (61). By (52), (60), and (55), (56) with s = 1, we have that for sufficiently large q0,
the conditions of Lemma 4 with N ′ = N1 and N = N0 are satisfied. Therefore, by
Lemma 4, (55) and (54), for large q0, we have

|L N1 + L N0 − 2L2N0 |< e−c′′κq0 + C̃
N0

N1
< e−c′′κq0 + C3κ

−C4q2η
0 e−ηq0 < e−c1κq0 .

Thus, we have verified the initial case.
Now assume that we have (57)–(59) for

q0 < N0 < q1 < N1 < · · ·< Ns < qs < Ns .

Let qs+1 be the smallest approximant of ω satisfying (54). Pick Ns+1 satisfying (55)–(56).
By inductive assumption we have that |L2Ns − L Ns |< Ce−c2κqs−1 . For large enough q0

this implies L2Ns >
9

10 L Ns . The other conditions of Lemma 4 follow from the construction
and (60).

Thus, by Lemma 4, with N ′ = Ns+1 and N = Ns ,

|L Ns+1 + L Ns − 2L2Ns | < e−c′′κqs + C̃
Ns

Ns+1

< e−c′′κqs + C3κ
−C4q2η

s e−ηqs < e−c1κqs . (64)

Thus, (57) holds for qs+1, Ns+1. By the same argument

|L2Ns+1 + L Ns − 2L2Ns |< e−c′′κqs + C̃
Ns

2Ns+1
< e−c1κqs .
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Hence, we obtain

|L2Ns+1 − L Ns+1 |< 2e−c1κqs < e−c2κqs .

Also by (64) and (58)

|L Ns+1 − L Ns | < |L Ns+1 + L Ns − 2L2Ns | + |2L2Ns − 2L Ns |

< e−c1κqs + 2Ce−c2κqs−1 < e−c3κqs−1 .

Therefore, (57)–(59) hold by induction. Thus, by (57) and (59), for c4 < c3 and for
sufficiently large q0,

|L + L N0 − 2L2N0 | =

∣∣∣ lim
s→∞

L Ns+1 + L N0 − 2L2N0

∣∣∣
=

∣∣∣∣∑
s≥1

(L Ns+1 − L Ns )+ L N1 + L N0 − 2L2N0

∣∣∣∣
≤ |L N1 + L N0 − 2L2N0 | +

∑
s≥1

|L Ns+1 − L Ns |

< e−c1κq0 +

∑
s≥1

e−c3κqs−1 < e−c4κq0 . 2

Note. The only reason we needed the condition L(Bi , ωi ) > 100κ was to establish (50)
and therefore (51) and (52). Equations (50)–(52) would follow equally well under the
assumption L N (Bi , ωi ) > 100κ for some N > (κ−C2q0)

2η of the form

N = 2kn, k > 2 j0 and n > (Cκ−2q0)
η. (65)

Hence, after rescaling κ , Lemma 5 can be reformulated as follows.

LEMMA 5’. Suppose that |D|<∞. Let ωi , i = 1, 2, satisfying (9) with r(ω1)= r(ω2),
have the same approximant a/q, so |ωi − a/q|< 1/q2, (a, q)= 1. Assume that 0< κ
< 1, q > Cκ−2, and L N (Bi , ωi ) > κ > 0, i = 1, 2, for some N > (κ−C2q)η of the form
(65) with η = η(ω) > 1 from Lemma 1. Then there exists 0< C2 <∞, (Cκ−2q0)

η <

N0 < (κ
−C2q)η and c4 > 0 such that

|L(Bi , ωi )+ L N0(B
i , ωi )− 2L2N0(B

i , ωi )|< e−c4κq , i = 1, 2. (66)

We are ready to prove our main theorem.

5. Proof of Theorem 1
The strategy of the proof is to use Lemma 5’ in order to approximate L with L N and
combine it with continuity of L N . The quantitative bounds required for the argument are
not as straightforward as in the Schrödinger case as ‖MN‖ are unbounded from above. We
address this issue by converting back to the ‖BN‖ and using a truncation argument similar
to that used in Lemmas 1 and 3 in order to control the regime when ‖BN‖ is small. Namely
we need a continuity property of wN as defined in (14).

PROPOSITION E. There exists 0< C <∞ such that

|wN0(B, x)− wN0(B
α, x)|< C N0 dist(B, Bα). (67)
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Proof. We assume without loss of generality that dist(B, Bα) < 1. There exists CB <∞

such that whenever dist(B, Bα) < 1,

‖Bα(S j x)‖< CB,

‖Bα(S j x)−1
‖ ≤

1
|d(S j x)|

CB .
(68)

Set

X1 = {x : ‖BN0(x)‖< e−N0 A
; ‖BαN0

(x)‖< e−N0 A
},

X2 = {x : ‖BN0(x)‖ ≥ e−N0 A
; ‖BαN0

(x)‖ ≥ e−N0 A
},

X3 = {x : ‖BN0(x)‖ ≥ e−N0 A
; ‖BαN0

(x)‖< e−N0 A
},

X4 = {x : ‖BN0(x)‖< e−N0 A
; ‖BαN0

(x)‖ ≥ e−N0 A
}.

For x ∈ X1, we have wN0(B, x)= wN0(B
α, x)=−A so (67) holds.

For the other three cases we use

|‖BαN (x)‖ − ‖BN (x)‖|< ‖B
α
N (x)− BN (x)‖< NC N

B dist(B, Bα), (69)

which can be easily verified by the Trotter product formula and (1), (68). Consider x ∈ X2.
Without loss of generality, assume that ‖BαN0

(x)‖< ‖BN0(x)‖. Then we have by (69)

|wN0(B, x)− wN0(B
α, x)| =

∣∣∣∣ 1
N0

log ‖BN0(x)‖ −
1

N0
log ‖BαN0

(x)‖

∣∣∣∣
=

∣∣∣∣ 1
N0

log
(

1+
‖BN0(x)‖ − ‖B

α
N0
(x)‖

‖BαN0
(x)‖

)∣∣∣∣
<

1
N0

∣∣∣∣‖BN0(x)‖ − ‖B
α
N0
(x)‖

‖BαN0
(x)‖

∣∣∣∣
<

1
N0

eN0 A N0C N0
B dist(B, Bα)

= (eACB)
N0 dist(B, Bα).

For x ∈ X3, noting that ‖BαN0
(x)‖< e−N0 A

≤ ‖BN0(x)‖ we have by a similar argument

|wN0(B, x)− wN0(B
α, x)| =

∣∣∣∣ 1
N0

log
(

1+
‖BN0(x)‖ − e−N0 A

e−N0 A

)∣∣∣∣
<

1
N0

eN0 A
|‖BN0(x)‖ − ‖B

α
N0
(x)‖|

< (eACB)
N0 dist(B, Bα).

Case X4 follows exactly as X3. 2

Remark. For Bα with dist(B, Bα) < 1, C from Proposition E can be taken to be eACB

with CB from (68), and A from (14).

Proof of Theorem 1. Fix ω satisfying (9). Suppose that Bα→ B. Assume first that
L(B, ω) > κ > 0. Recall that L(B, ω), L N (B, ω) are defined by (8), (4), respectively.
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Let q > Cκ−2 be an approximant of ω, that is |ω − a/q|< 1/q2, (a, q)= 1. Let
N > (κ−C2q)η with η = η(ω) from Lemma 2 and C2 from Lemma 5’. We have

L N (B, ω) > L(B, ω) > κ > 0

and since it can easily be shown using (69) and (6) that L N is continuous in B, we have

L N (B
α, ω) > κ for α > α0.

As we can assume that κ < 1
100 , Lemma 5’ applies and we obtain that there exists

(Cκ−2q)η < N0 < (κ
−C2q)η

such that

|L(Bi , ω)+ L N0(B
i , ω)− 2L2N0(B

i , ω)|< e−c4κq for Bi
= B, Bα. (70)

Recall that L ′N = 〈uN 〉 with uN defined in (13). Recall also that η > 1/δ. Then by (5),
(70), (6), Propositions B and E, for sufficiently large q we obtain

|L(B)− L(Bα)|

≤ |L(B)+ L N0(B)− 2L2N0(B)| + |L N0(B)− L N0(B
α)|

+ |L(Bα)+ L N0(B
α)− 2L2N0(B

α)| + 2|L2N0(B)− L2N0(B
α)|

≤ 2e−c4κq
+ |L ′N0

(B)− L ′N0
(Bα)| + 2|L ′2N0

(B)− L ′2N0
(Bα)|

≤ 2e−c4κq
+ |〈uN0(B)〉 − 〈wN0(B)〉| + |〈uN0(B

α)〉 − 〈wN0(B
α)〉|

+ 2|〈u2N0(B)〉 − 〈w2N0(B)〉| + 2|〈u2N0(B
α)〉 − 〈w2N0(B

α)〉|

+ |〈wN0(B)〉 − 〈wN0(B
α)〉| + 2|〈w2N0(B)〉 − 〈w2N0(B

α)〉|

≤ 2e−c4κq
+ 2e−cN δ

0 + |〈wN0(B)〉 − 〈wN0(B
α)〉|

+ 4e−c(2N0)
δ

+ 2|〈w2N0(B)〉 − 〈w2N0(B
α)〉|

≤ 3e−c4κq
+ 3C2N0 dist(B, Bα) < 3e−c4κq

+ C(κ)q
η

dist(B, Bα). (71)

Thus, we have lim supα |L(B, ω)− L(Bα, ω)| ≤ 3e−c4κq . Letting q→∞, we obtain the
desired continuity for the case when L(B) > 0.

Assume that L(B)= 0. Let Bα→ B. Assume that L is not continuous at B. For κ
small enough, for any δ > 0, |L(Bα)|> 2κ for infinitely many α with dist(Bα, B) < δ.
For q as in Lemma 5’, let N be the minimum N > (κ−C2q)η satisfying (65). Since L N is
continuous for each N , we can find δ1 such that dist(Bα, B) < δ1 implies

|L N (B)− L N (B
α)|< κ. (72)

Let δ0 =min(C(κ)−qηe−c4κq , δ1). Pick Bα with dist(Bα, B) < δ0, L(Bα) > 2κ . Then
by (72), L N (B) > κ . Thus, we can apply Lemma 5’ to B1

= B and B2
= Bα, ω1,2 = ω.

Let N0 be as given in Lemma 5’. We then have (66). Thus, the argument used to arrive at
(71) applies and by (71) we have

2κ < |L(Bα)− L(B)|< 4e−c4κq (73)

a contradiction for large q. Hence, L(B) is continuous. 2
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Fix r > 1. We define a Diophantine condition, call it DC(r), to be ω such that there
exists b(ω) > 0 such that for all j 6= 0,

|sin 2π jω|>
b(ω)

| j |r
.

It can be shown that DC(r) for r > 1 is a full measure set. Our analysis also leads to the
following.

THEOREM 2. Under the assumptions of Theorem 1, we have:
(1) L ′(B, ω) : Cρ(T, Md(x)

2 )× DC(r)→ R is jointly continuous;

(2) L(B, ω) : Cρ(T, Md(x)
2 )× DC(r)→ R is jointly continuous.

Proof. Assume that (Bα, ωα)→ (B, ω) in Cρ(T, Md(x)
2 )× DC(r). As before assume

first that L(B, ω) > κ > 0. Let q > Cκ−2 be an approximant of ω, hence∣∣∣∣ω − a

q

∣∣∣∣< 1

q2 .

Let N > (κ−C q)η. The value of η(ω) in Lemma 1, only depends on the r(ω) from (9)
(see the remark after Lemma 1). As we have a fixed value r > 1 for the class DC(r), we
see that all of our estimates will hold for both ω and ωα . Therefore, L N (Bα, ωα) > κ and
|ωα − a/q|< 1/q2 for α > α0. Fix an α > α0. As above, by Lemma 5’, we can find an
N0 < (κ

−C2q)η such that

|L(B, ω)+ L N0(B, ω)− 2L2N0(B, ω)|< e−c4κq

and
|L(Bα, ωα)+ L N0(B

α, ωα)− 2L2N0(B
α, ωα)|< e−c4κq .

Then we note that the proof of Theorem 1 holds with only minor changes. Let Sx = x + ω
as before, and let Sαx = x + ωα . It is easy to see that

‖Bα(S j
αx)− B(S j x)‖< dist(B, Bα)+ C j |ω − ωα|,

where C depends on the Lipshitz constant for the analytic function B and is uniform in a
neighborhood of B. Thus, (69) can be replaced by

|‖BαN (x)‖ − ‖B
α
N (x)‖|< N 2C N (|ω − ωα| + dist(B, Bα)).

Therefore, instead of (71), we obtain

|L(B, ω)− L(Bα, ωα)|< C(κ)q
η

(| ω − ωα| + dist(B, Bα))+ 3e−c4κq . (74)

Hence, lim supα |L(B, ω)− L(Bα, ωα)|< 3e−c4κq . Letting q→∞, the result follows
for the case L > 0.

Assume now that L(B, ω)= 0. Let (Bα, ωα)→ (B, ω). Assume that L is not
continuous at (B, ω). For κ small enough, for any δ > 0, |L(Bα, ωα)|> 2κ for infinitely
many α with dist(Bα, B)+ |ωα − ω|< δ. For a/q as in Lemma 5’, let N be the minimum
N > (κ−C2q)η satisfying (65). Since L N is continuous for each N , we can find δ1 such
that dist(Bα, B)+ |ωα − ω|< δ1 implies

|L N (B, ω)− L N (B
α, ωα)|< κ. (75)
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Pick δ2 so that |ωα − ω|< δ2 implies |a/q − ωα|< 1/q2. Let δ0 =min(C(κ)−qηe−c4κq ,

δ1, δ2). Pick (Bα, ωα)with dist(Bα, B)+ |ω − ωα|< δ0, L(Bα, ωα) > 2κ . Then by (75),
L N (B, ω) > κ . Thus, we can apply Lemma 5’ to B1

= B, B2
= Bα, ω1 = ω, ω2 = ωα .

Let N0 be as given in Lemma 5’. Thus, we have (66) and the argument used to arrive at
(74) applies and by (74) we have

2κ < |L(Bα, ωα)− L(B, ω)|< 4e−c4κq (76)

a contradiction for large q. Hence, L(B, ω) is continuous. Also L ′(B, ω) is then
continuous by (6). 2
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