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SUMMARY

Localization based on visual natural landmarks is one of the state-of-the-art localization methods for
automated vehicles that is, however, limited in fast motion and low-texture environments, which can
lead to failure. This paper proposes an approach to solve these limitations with an extended Kalman
filter (EKF) based on a state estimation algorithm that fuses information from a low-cost MEMS
Inertial Measurement Unit and a Time-of-Flight camera. We demonstrate our results in an indoor
environment. We show that the proposed approach does not require any global reflective landmark
for localization and is fast, accurate, and easy to use with mobile robots.

KEYWORDS: RGB-TOF camera; Industrial mobile robots; Localization; SLAM; Sensor fusion;
Extended Kalman filter.

1. Introduction

Automatic industrial mobile robot systems are entirely automated carriage systems that use
unmanned robots in indoor areas. Industrial mobile robots securely transport all kinds of goods
without human involvement inside manufacturing, logistics, warehouse, and delivery environments.
Most of the studies on indoor mobile robot localization have, so far, focused on sensing devices, such
as laser range finders,! magnet spots,” and RFID tags.> However, recent developments in low-cost
range sensors like RGB Time-of-Flight (TOF) cameras, which included two different data, one is
RGB, and another one is depth image data, which uses the TOF technology,* make range sensors
an attractive substitute for expensive laser scanners. In real-time localization in GPS-denied envi-
ronments, localization based on environmental features is much more flexible and straightforward
than using traditional methods like RFID tags and magnet tape. Using RGB-TOF cameras in real-
time localization is very appealing because RGB-TOF cameras have a wide assortment of potential
advantages, including the ability to take depth and color images instantaneously at a frequency of
upward to 30 fps, which can take advantage of both light detection and ranging (Lidar) and RGB
cameras. Compact and solid-state RGB filters afford cameras the many benefits of both laser (depth
information) and sight (color image) modalities in an individual package (RGB-D). The RGB part of
the camera helps to extract natural landmarks from the environment, which is a big advantage over
other methods, such as Lidar-based localization.'->-¢ Therefore, RGBD cameras have been exten-
sively studied for a new range of applications, such as visual simultaneous localization and mapping
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(VSLAM).” VSLAM uses an environmental measurement model process, which is the estimation
of the poses of the camera from its data stream (video and depth) in order to build a map of the
whole environment while the camera is moving. The VSLAM system has been applied to solve the
indoor data problem from the RGB-D data that use natural landmarks from the environment to build
an online map in the indoor environment; however, RGB-D cameras, such as the RGB-TOF cam-
eras, have a restricted field of view (FOV), resulting in lower efficiency in the data collection stage.
Concurrently, visual odometry (VO) does not work appropriately in a no-texture area or areas with
tedious textures, which are common in indoor environments.® Overall, the FOV of a depth camera
is smaller than 70 degrees, and the acceptable distance is between 5 and 8 m, which can very easily
cause match errors. Due to the limitations of the single RGB-TOF camera, we present the sensor
fusion information of an IMU and a RGB-TOF camera based on an EKF state estimation algorithm,’
which can obtain reliable maps in a real-time probabilistic framework. Localization with a single
RGB-TOF camera in a low-texture environment can cause mismatching of the features and failure to
estimate the poses. Usually, this problem happens in these situations:

1. The camera’s FOV is not vast enough (such as a Lidar that is 70 degrees), making it easy to lose
the tracking of pose during the camera’s rotation.
2. This case can be worse when the camera turns to a featureless environment.

To achieve the desired frame rate, during the scanning, the camera starts to move quickly, resulting
in a lack of features to match between the two frames; also, RGB images can be blurry during fast
motion and thus decrease the number of proper matches. These two reasons can decrease the number
of the iterations, N, which can lead to failures in the modeling of the parameters via the Random
Sample Consensus (RANSAC) algorithm.'? In Section 3, we will show how this problem influences
the whole system of localization using a single RGB-TOF camera localization. This paper deals with
a accurate localization using sensor fusion based on an extended Kalman filter (EKF) to overcome the
limitation of a single RGB-TOF camera in localization and increase the accuracy of the localization.
In this part, we fuse the visual odometry with IMU, which can aid the whole system in less features
and fast-motion situations.

The experiment was conducted in two parts in an indoor environment; the first one is using a single
RGB-TOF camera. The ground truth data used here is from a centimeter-level accuracy method with
SICK Lidar to compare the accuracy of this work second one using a public dataset. In Section 2,
the related work is investigated, and the localization using a single RGB-TOF camera is explained
in Section 3. Section 4 describes the accurate localization approach. In Section 5, we demonstrate
the experimental results of the accurate localization approach. Section 6 focuses on the conclusion
of this paper.

2. Related Work

Previous works on indoor mobile robot localization can be divided into two main groups: Lidar-based
localization and camera-based localization, but there are some other traditional simple methods like
these three methods,>* !! which uses a magnet or RFID as a primary sensor. Basically, mobile indus-
trial robot applications need one of the state-of-the-art methods that can precisely use the indoor
environment that is proper for that mobile robot’s application. The method”? uses a magnet as the
main sensor for the localization and navigation of the vehicle in the indoor environment; in order
to get accurate results, the method uses hall-effect sensors, encoders, and counters as complemen-
tary sensors. A fuzzy controller is used as a solution to decrease the wheel-skidding error, which
improves the accuracy of localization but makes it necessary to install sensors in the environment
for every localization route. Localization based on RFID has been used for a long time in indoor
localization for mobile robot applications. The method!' uses a RFID tag and a laser to regenerate
maps with a mobile robot and proposed an algorithm that is used as a variant FastSLLAM to recognize
the geometric structure of the environment using laser data. It then estimated the pose of the RFID
tags based on the trajectory, which was computed by the FastSLAM. The results of that work show
that the combination of a laser scanner and RFID technology can help to decrease the computational
demand for localization; however, this requires the installation of a huge amount of RFID tags in the
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environment. Using magnet sensors and magnet tape is another early development that has long been
used for localization in mobile robot applications. The method'? is one of the state-of-the-art methods
for the localization and navigation of an unmanned mobile robot. The main contribution of that work
is a magnetic nail based on a Kalman filter (KF) and a method to improve localization accuracy by
considering the kinematics of the mobile robots on the state equation, angle, and position estimated
by a gyroscope and an encoder. The experimental results were compared with two common methods
on mobile robots (specifically strip magnets and lasers). The method is cheaper than lasers, but once
the work environment changes, the magnet strip route must be changed. Therefore the method is dif-
ficult to use in a dynamic application that requires frequent environmental changes. Another article’
describes a vision-based approach that focused on a natural landmark that was detected by different
descriptors. The primary sensor in that work is the RGB-TOF camera, which uses structured light
in the infrared spectrum to collect depth information. The highlighted topics in that work are fea-
ture matching, feature extraction, and comparing these different methods in terms of accuracy and
speed. The method uses natural landmark detectors, which have recently become popular in the field
because there is no demand for any artificial landmarks, and they use both RGB and depth informa-
tion to make a 3D color map. The result of that work is the creation of an accurate map that is like
the real environment, but there are some problems with that work, such as the low-texture environ-
ment and fast motion, which decrease the accuracy of that method. Another main problem with that
kind of vision-based localization is the FOV of the camera, which has limitations and is not wide
enough. One way to solve the low-texture and fast-motion scenarios is to use multiple RGB-TOF
cameras. The multiple RGB-TOF cameras approach increases the camera FOV and helps to extract
more features during the scanning of the environment. One paper!? uses three RGB-TOF cameras
in order to overcome the limitations of using only one RGB-TOF camera. Specifically, the three
RGB-TOF cameras are mounted on the rig in different directions to access a larger FOV. The paper
considers a new calibration method for multiple cameras, which shows improved mapping efficiency
and camera FOV. The method can solve the fast-motion problem, but does not solve the low-texture
issue. Another group generated an IMU-aided VO system'* on aerial vehicles (AVs) that considers
the dynamic model of AVs to deal with drift-free velocity and altitude estimations. The IMU and VO
were not based on mapping and localization, but almost all such work in the AV (a quad-rotor robot,
in that case) focused on the weight of the system and, as a result, the velocity estimation. Using
selected algorithms for sensor fusion has a low computational cost and, therefore, should be used on
an onboard computer, which is vital in AV applications. A recent Lidar-based paper'® used 2D or
3D Lidar to provide real-time SLAM and loop closure at 5-cm accuracy via various platforms and
sensor configurations. In order to achieve the best real-time performance, that research work used
the branch-and-bound method of calculating scan-to-submap matches. In another work,' an indus-
trial robot was equipped with a single 2D laser scanner to measure the range of bearing related to
shining reflectors used as landmarks, which is a common practice in industrial applications. One of
the state-of-the-art methods'® used 3D Lidar to provide precise localization with a hybrid filtering
framework; this method employs Lidar, GPS, and IMU to produce exact localization in an automat-
ically guided vehicle application. It contains two main parts: a hybrid filtering-based method used
for localization and a map manager that was proposed for large-scale environments. Another state-
of-the-art method,!” is based on nonlinear optimization; this method is highly accurate and mostly
focused on the accurate monocular visual odometry method, which can deal with unknown states.
The paper'® is another robust stereo VIO odometry in the application of autonomous flight; this works
uses the multistate constraint Kalman filter to reach the computational efficiency and robustness in
this application. This work due to the limitation in processing in the autonomous flight application,
they introduced an optimized and fast algorithm, which is most important in this application, which
has shown in the experimental result part of this paper. This VIO approach,'® which uses iterated
extended Kalman filter (IEKF) is efficient in reducing the errors that are related to nonlinearities.
One of the innovatives in this paper is employed image batches as a landmark, which can help to
detect the non-corner landmark as a line; this advantage can aid the feature tracking in fewer features
environments that have better performance than classic VIO.? However, the experimental results of
this work don’t prove this method is robust in every environment. This paper?! presents a tightly inte-
grate VIO in key frame-based visual SLAM. The approach integrated the IMU error and re-projection
error to get optimized nonlinear cost function. This work develops both algorithms and hardware to
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Fig. 1. Two coordinate systems from the RGB-TOF camera and the real world.

achieve accurate real-time VSLAM with robust keypoint matching. But this work is not easy to run
on any framework because it also needs to develop the hardware to get the best performance.

3. Localization Based on Natural Landmark Detection
In this section, we explained the principle of localization using the RBG-TOF camera in the indoor
environment and relation and projection between the RGB-TOF camera and the real world.

3.1. Localization using RGB-TOF camera

Localization and pose estimation together comprise one of the essential topics for robotics appli-
cations like navigation and mapping. In this paper, we propose a localization system that uses a
RGB-TOF camera. It gets the advantages of both image and depth data in natural landmark detection
from the environment; initially, this localization framework starts to build a sparse feature map of a
small area through feature detection. Then, the detected features are tracked and matched, and the
system uses images from the RGB-TOF camera to track the pose (position and orientation) of the
camera, which is related to the created map. Matching frames from the RGB-TOF video stream with
the original map provides a set of geometric constraints that allows us to estimate the camera’s posi-
tion and orientation. The front-end part processes the RGB-TOF camera data and extraction and the
matching of BRIEF/GFTT. Refs. [22,23], which are faster than SURF/SIFT.>*2> This work chooses
fast feature extraction(BRIEF/GFTT) because speed is critical in this application, and this method is
faster than other methods.?*?> The problem with visual descriptors is that they are sensitive to light
conditions and less-textured environments, such as white walls, which make it difficult to extract
the feature from the images and match two frames. Once a feature is extracted, the system starts to
compute a similar transformation with RANSAC.

3.2. 3D projection and 3D transformation

In this part, we begin with the structure of the 3D projection from the world to the camera, and then
show how a featureless environment affects this system. In the front-end part, primarily from the
RGB-TOF camera’s input sequence images, the feature points are detected by BRIEF/GFTT, and
then the detected points whose corresponding depth is unreachable are removed. On the other side,
those detected points that corresponding depth are reachable then, pixel position of features and its
respective raw depth, d are converted into 3D feature points (see Fig. 1). The spatial location of the
feature in the pixel coordinates with depth gives:

Xf
vr | eR?, (D)
d
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Algorithm 1: Random Sample Consensus

1 Requirement:

2 tutorial dataset < D,

3 while D,,, do

4 Select k data set randomly

5 Estimate the corresponding to k point(s) <— M, 4,

6 Find the data items of D,,, fit in the model M,,,, within a tolerance < T,,
7 if T,., is acceptable then

8 | Quit the process

9 end

10 end

which can be converted into 3D Euclidean feature position:

X
y | eR’. (2)
Z

The relative transformation between the real world to the camera is given by

(cus ey, d) > (x,y,2), 3)
y= 2oz o)
s
xzz(cu—xf)7 )
Ly
z=%, (6)

where [ is the camera focal length and d is distance and unit of that is m, (xs, yr) is the center of
the image, and the camera calibration gives the baseline between the infrared emitter and the infrared
camera (the intrinsic calibration of the RGB-TOF camera). One of the most important algorithms in
the transformation section in RGB-D SLAM is the RANSAC algorithm. The RANSAC algorithm is
an iterative method to estimate the parameters of a transformation between the matched features. At
first, some points are chosen randomly to define a model in the dataset; then, this model is evaluated
for the whole dataset. This process is repeated numerous times by selecting new models for particular
iterations and keeping the best transformation. This method cannot transfer all points every time, and
thus some points are considered failed; those points that this technique can transfer by this algorithm
are called inliers, and the others are outliers. The big challenge in the RANSAC algorithm is to find
the number of iterations N,,,, which can be defined according to the anticipated probability; P,
indicates the probability that at least one point is not in the outlier section, the minimum number of
points m, and the likelihood of observing an inlier Uyan.°

Orgn = 1 - Uran, (7)

0ran here is probability of sensing one outlier in RANSAC algorithm.

Nyan

1= Pan=(1—-ult,) ®)

ran

where m is a minimum number of points, then we can get the number of iterations:

Nyan = log (1= Pran) ©)
e lOg (1 - (1 - Oran)m) o '

The Algorithm 1 contains dataset (D,,), at first, this algorithm chooses some points randomly
from dataset (D,,,) which we call it k , after choosing the k data, then estimate a model (M,,,)
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Table I. Vector configurations, 0 = false and 1 = true.
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Fig. 2. Schematic overview of whole localization of our approach.
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corresponding with k point which is chosen in the last step. In the next step, check whether the
selected points(k) are acceptable for the estimated model within a tolerance (7,,,). If the selected
points are acceptable, then the process is done and exit the algorithm; otherwise will try different k
points with a different model. In a fast-motion scenario, in a low-texture environment, it is easy to
mismatch between two frames, and the transformation fails, that is, the system cannot estimate the
pose of the last few frames. Therefore, the odometry will be lost and causes significant trouble for the
whole system. In order to overcome this problem and make this method accurate in similar situation,
we use EKF sensor fusion using a MEMS IMU and a RGB-TOF camera.

4. Accurate Localization Approach
In this section, an IMU-camera sensor fusion system based on an EKF is introduced to overcome the
limitations of localization using a single camera that was described in Section 3.

4.1. Extended Kalman Filter (EKF)

The extended Kalman filter (EKF) is a nonlinear mathematical model calculation, which estimates
the state of a process based on efficient computational. This nonlinear system can fuse the multiple
inputs,” 2% in our work, there are two inputs for EKF, one of the inputs is visual odometry(VO) that
VOr’s data comes from the calculation of orientation and position of the RGB-TOF camera though a
sequence and another one is from IMU. A MEMS IMU is the main module of the inertial supervi-
sion systems used in the aerospace and robotics fields, including guided vehicles. The principle of
an IMU is based on sensing motion. An IMU is comprised of accelerometers and gyroscopes and
works by sensing the present proportion of acceleration, which measures the mobile robot’s rota-
tional attributes, including yaw, roll, and pitch.27 Full 6DOF solutions have become more common
due to improvements in low-cost inertial sensing. The fused odometry provided by EKF applies for
localization and also influences the quality of the map. In our approach, as shown in Fig. 2 and
Table 1. Figure 2 is an overview of our approach in which visual-inertial odometry (VIO) is fused
data that is provided by our method.

In Table I, r is roll, p is pith, y is yaw, vx , vy, vz are velocity axes, and ax, ay, az are acceleration
axes. Table I shows how we configure the inputs sensors for EKF. We use three parameters from
the IMU, including roll, pitch, and yaw velocities; other parameters of 6DOF are used by the VO of
localization using the RGB-TOF camera. We have tried different configurations from IMU, but due to
the noise of this IMU with this configuration, we reached the best performance. The EKF formulation
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and algorithm are well-known;?*2 when combining VO with the IMU, this EKF framework can
estimate the full 3D (6DOF) pose of a mobile robot over time. The EKF algorithm in this work
contains three steps: the EKF model, the prediction, and the update.” These equations reflect the
nonlinearity of our sensor. These equations, step by step, show the implementation of EKF in three
stages which mentioned, time prediction update is given by

xe = fi, (%%, we—1) (10)
yi =h (x¢) + vr. (11)

These two equations describe the state of the system we are observing, where x; here indicates
the current step of our system, x;_, is its last state, where wy is called the noise process. vy is the
current noise associated with a representation action; 4 is defined as a sensor function. Q; and Ry
are covariance matrices of the noise.

Wi ~ (03 Qk) P

12
Vi ™~ (O, Rk) . ( )

Our system in this state is not linearized, so we need to linearize them with the use of Taylor series
to expand around wy_; =0 and x;_; = )?,:[1 as below:

. 0fk—1 . .
X = fier (821, 0) + P 5 x (-1, 7))
afkfl At
t Gy et X Wt =0 (13)

= fie1 (51, 0) + Froy (et — £2)) + Lecrwi—y
= Fi_1 X1 + W1,

where )?,j is a posteriori estimate, Fj is Jacobian matrix of f;, and L is Jacobian matrix of wy that

changes both overtime. X is error between the true state (x;) and estimate state (x) for w; and oy,
respectively, indicates for process noise error and sensor noise error.
To find the wy_1, first we obtain the Q as

E [ww ] = 0. (14)
E is expected value. Then, from Eq. (14), we calculate the wy_;:

E [wew) | = E [Lywxw{ L{]

15)
= LkE [wkwkr] LZ
From Egs. (14) and (15), we can get
Wi~ (0, Ly Ok LY) - (16)
In the next step, we should linearize the measurement part around vy =0 and x; = X, to get
. Ohg_1 .\
yi=hi (£,_,0) + iR x (xi — %)
g1
T MM a7
=h, ()2](_, 0) + H,; (xk —)2/(_) + Sp vk
= Hixi + 2k + U,
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which z; is our current observation of the system, X, illustrates prior estimate, in order to find the ¥y
we do same as Egs. (14) and (15):

O ~ (0, ScRiS]) - (18)

H,. is Jacobian of i function, S; is Jacobian of v function, z; is known signal. After linearized the
state-space system and linearized the measurement, the equation needs to calculate the noise. But
before that need to compute the mean of the estimation error, which can be calculated as:

E (sxx) =E (x — %)

(19)
=(I — K¢ Hy) E (exk—1) — K E (v) -

I is the identity matrix, covariance matrix P and gain G for Kalman flter; next time, we consider the
finding of the optimal value of K}, Since the estimator is unbiased regardless of what value of Ky
we use, we must choose some other optimality method to determine K. Then we consider the cost
function J, but this time, we decided to minimize is the sum of the variances of the estimation errors
at time k:

Je=E [ = 20+ E [ (00 = %)

(20)
=T, + P.
This time we use the similar way as Eq. (19) to get a recursive formula:
Pc=E (sc 1))
1)

E[(I — KcHy) e -1 Kivi ) [(I — K Hy) 8x,k—1Kkvk]T-

Estimation error is & , & 1s vector of x at the time & that is independent from measurement noise
Vg, thus:

Pc=E (ex8l ;) =E (0) E (8.4-1) =0. (22)
Once the expected value of both sides is zero, then the above equation becomes:
Pe=(I — KyHy) Poy (I — K HO)' + K ReK (23)

To find the k; by considering this % =2AD partial derivatives equation if D is symmetric,

we can use the Egs. (20) and (23) with chain rule to obtain:
aJg

—= =2( — KyHy) Peoy (—H]) + 2K Re. (24)
0Ky
To get the value of K; which provides the minimizes Ji; we set the Eq. (24) to zero then solve the
K as
Kk Ry = (I — Ky Hy) Py HY
. el (25)
Ky =P H! (HP— H) .
Once G is determined, then we need to calculate the covariance matrix P.
First, we define our system like this, which comes from Eq. (10):
X = fro1Xk—1 + wi_1. (26)
Then from two sides of Eq. (26), we take the expected value:
Xe=FE (x¢),
_ (27)
= Fi_1Xp—1.
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Then we use the Egs. (26) and (27) to prevail:
(xx — %) x (i — %) = [Fret Gt — Xem) + wit ] X [Feoy ey — Bmp) +weg]™. (28)
In the last step, we calculate the expected value of the above equation, which is equal to P:
Pe=E [(xx — %) x (xx — %) ] 29
=F P F |+ O

Here, we explain the summary of the EKF algorithm in some simple steps:

e In the beginning, we define our state of system and observation system, as mentioned in Egs.
(10)-(12).
o In the next step, we initialize the filter:

xg = E (xo)
+ St a+\T
P =E [(x0 - £7) ([(XO_XO) ]

e Then for every k we do as follows:

e Compute the partial derivative matrices in Eq. (13) F;_; and L;_; .

e Next, we perform the time update of the state estimate and estimation error covariance by referring
to Egs. (10), (16), and (29):

(30)

P, =F P} Fl |+ L1 Qe Ly,
X = fi, (. 0).

e To compute the H; and S partial derivative matrices, we need to refer to the structure of Eq. (17).
e Perform the measurement update of the state estimate and estimation error covariance as

3D

-1
Kk:Pk_lHkT (HkPk_lHkT—f—SkRkSkT) ,

X =30+ Kelye — hie (3, 0)1, (32)
Pl = —KiHy) P; (I — KeHy)' + Ky R K

P, is a posteriori covariance and P is a prior covariance.

To get translation and rotation between the IMU and RGB-TOF camera, we mount the IMU on
the top pf RGB part of the camera, which is zero coordinate of the RGB-TOF camera. Therefore, we
could consider the rotation is zero.

4.2. Sensor fusion
This section describes the core of the accurate localization approach and presents the details of the
mapping and localization processing. The whole schematic model is as follows:

. Receive a stream of RGB-D data from the RGB-TOF camera;

. Present the feature extraction and matching of BRIEF/GFTT;

. Compute the relative transformations with RANSAC;

. Compute the initial poses and translate them into g20 nodes and edges;

. Sensor fusion is based on EKF, which uses the VO and a MEMS IMU as inputs.

DN B W =

Figure 3 shows the whole schematic of our approach, and the key part of this figure is the fusion
part, which shows the fusion of visual odometry and how IMU is integrated with RGB-D SLAM.
The accurate localization approach takes advantage of the RGB-TOF camera and inertial sensor; the
inertial sensor aids the RGB-TOF camera in fast motion and the low-texture environment. The EKF
fuses both of these sensors: the single RGB-TOF camera localization provides the VO and the inertial
sensor provides the roll, pitch, and yaw angular velocity for the EKF. The combination of these two
sensors provides accurate results.
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Fig. 4. Mobile robot platform used in the present study.

5. Experimental Results

The experimental results focused on fast motion and textureless for odometry. Therefore, our exper-
imental results focused on these two main parts. The experiment was conducted in an indoor
environment where the mobile robots could work. Thereafter, we compared localization using RTAB-
Map, which is one of the state-of-the-art configurations that uses only a single RGB-TOF camera,*
with our approach, which uses both an inertial sensor and a RGB-TOF camera. The experimental
platform is a mobile robot (Fig. 4), on top of which an RGB-TOF camera and an IMU are mounted,
and there are no other sensors, such as a wheel encoder. We also used the “Sequence-freiburg2-desk”
file from the TUM RGB-D dataset.3' These data are similar to self-collected data, which have been
presented in Fig. 4. However, there is some difference in the quality of the RGB-D data and the IMU
data. All experiments were run on a laptop equipped with a 2.40 GHz Intel Core 17-3630HQ CPU,
16 GB of RAM, and an NVIDIA GTX 750 Ti GPU with 2 GB of memory. For the first experiment
shown in Fig. 6, we use Microsoft Kinect V2. The depth resolution of this camera is 512 x 424 pixel,
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Fig. 5. Mobile robot moving along a planned path around a corner.
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Fig. 6. Localization trajectories in a feature-rich area between the ground truth, our approach, and the RTAB-
Map; the units are in meter (m).

and the FOV is 70 x 60 degrees . The ground truth data in this study are obtained using a Lidar sen-
sor with an accuracy of approximately 1 cm, which is mounted on a rotation head; the application of
this sensor is especially useful for industrial vehicles in indoor environments. This sensor measures
its surroundings as 2D polar coordinates using reflector markers that are mounted in the environ-
ment. The drawback of this industrial sensor is that it requires continuous detection of a minimum
number of reflector markers to begin operation and during vehicle operation. If, for any reason, it
cannot identify the minimum number of reflectors, it will no longer work in the indoor environment.
In our approach, by contrast, there is no need to use an artificial landmark, as the sensors installed
on the industrial vehicle are sufficient. This is the advantage of using a method based on natural
landmark detection compared to the Lidar-based sensor in industrial vehicle applications. However,
in our approach, the extraction of features from environments is required.

Figure 5 demonstrates a scenario in which a mobile robot moves along a curved path in the real
world. The experimental results reveal that in a low-texture environment, such as white walls, the
system extracted fewer features than it did in a feature-rich area. This issue affects the accuracy of
the entire framework of localization when a single RGB-TOF camera is used (Fig. 6).
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Fig. 7. RPE w.r.t. the translation part (m) For delta = 1 (frames), using consecutive pairs (with SE(3) Umeyama
alignment), between the ground truth and RTAB-Map; the units are in meter (m).
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Fig. 8. RPE w.r.t. the translation part (m) for delta = 1 (frames), using consecutive pairs (with SE(3) Umeyama
alignment), between the ground truth and our approach; the units are in meter (m).

The results presented in Figs. 6, 7, and 8 indicate that in indoor environments, this approach is
accurate enough for unmanned mobile robots for simple navigation applications. This experiment
was conducted at a speed of approximately 0.5 m/s, which was chosen because at high speeds, the
RTAB-Map cannot work well and, therefore, fails to localize.

The experimental results presented in Fig. 6 are a self-collected dataset. The remainder of the
experiment (Figs. 9, 10, and 11) considers a textureless environment with fast motion using the
TUM dataset, thereby demonstrating the accuracy of our approach. The TUM dataset is partially
similar to our data. The quality of the RGB and depth data is worse than that of the self-collected
experiment shown in Fig. 6. Additionally, the IMU data are slightly different, but our algorithms can
work for both. Table II presents the localization errors of our approach and the RTAB-Map in an
indoor environment. In some scenarios, the error is greater for a curved route than for a straight route
because the FOV of the camera is not wide enough, thereby causing mismatch during the rotation,
that is, when fewer features are detected, there are more errors in localization. The error in some
areas is not very big; however, in full localization, the results demonstrate that this approach can
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Table II. Localization errors of our approach (bold numerical) and the RTAB-Map in
an indoor environment using self-collected data.

ERROR MAX MEAN RMS SSE
OUR APPROACH 0.034 0.00021 0.0012 0.012
RTAB-Map 0.086 0.01126 0.0152 0.5648
1 I}F = -:'.::'.T:-_\_E:\ . = Er;‘:::;:{ig:.h
[ \ YT =)
) \
P i
v -1 Ehf .‘;
_ “pgan ==
-3 T
-3 -2 -1 0 1 2 3 4 5

Fig. 9. Localization trajectories in fast motion using the TUM dataset of the ground truth, our approach, and the
RTAB-Map; the units are in meter (m).
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Fig. 10. RPE w.r.t. the translation part (m) for delta = 1 (frames), using consecutive pairs (with SE(3) Umeyama
alignment), between the ground truth and the RTAB-Map in fast motion; the units are in meter (m).

improve the accuracy and also boost the accurate in fast-motion condition. The results indicate that
our approach is accurate enough in low-texture areas.

In the second part, the experimental results belong to the trajectory with fast motion. In this part,
we use the TUM dataset. Figure 9 illustrates the localization trajectories in fast motion using the
TUM dataset; these trajectories present the differences between our approach, the RTAB-Map, and
the ground truth. Figures 10 and 11 show the related pose error (RPE) for the translation part in fast
motion between ground truth and RTAB-Map and our approach, respectively.
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Table III. Localization errors of our approach and RTAB-Map in fast motion using TUM dataset.

ERROR MAX MEAN RMS SSE

OUR APPROACH  0.077 0.017 0.020  0.426
RTAB-Map 0.109 0.027 0.031  0.492

RPE w.r.t. translation part (m)
for delta = 1 (frames) using consecutive pairs
(with SE(3) Umeyama alignment)

0.08
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0.00
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Fig. 11. RPE w.r.t. the translation part (m) For delta = 1 (frames), using consecutive pairs (with SE(3) Umeyama
alignment), between the ground truth and our approach in fast motion; the units are in meter (m).
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Fig. 12. Comparison of the yaw value for the ground truth (black) and a single RGB-TOF camera (blue) in fast
motion with that for our approach (green).

The third part of the experimental results are considered for the trajectory and the RPE error in
fast motion. The speed of this part is twice than that of the results in Fig. 6 (1 m/s). Table II lists the
localization errors between our approach and RTAB-Map in the indoor environment. Here, we chose
fast motion to show the accuracy of our method. However, a comparison of the self-collected data
and fast motion in Tables II and III shows that for both methods, the error is greater than that in slow
motion (self-collected). One reason for this is that a part of our method uses the data from RGB-TOF,
which is not accurate in fast motion.

Figure 12 compares the yaw value between our approach and the RTAB-Map. The main challenge
of extracting natural landmarks from the environment is the decreased texture area, making it difficult
for the descriptor to extract features and to match the detected features from two related frames. This
figure shows another challenge for RTAB-Map methods when the speed gets much higher (higher
than Fig. 9 around 1.3 m/s) in a curve or fewer textures area, which can cause mismatching between
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Fig. 13. Industrial vehicle platform used in fourth part of the experiment.

Fig. 14. RGB-TOF camera and Lidar which is mounted on top of the Industrial vehicle platform.

the from and finally visual odometer turn to zero. However, these limitations depend on the environ-
ment and the extent of motion, which differ between frames and motion conditions. In the area with
white walls, which are common in indoor environments, fewer features were extracted. Moreover,
the matching rate between the two frames for low-feature areas is lower than that in the feature-rich
area, and this can reduce further for fast motion. This can result in mismatch between two frames. For
fast motion, once the single RGB-TOF camera starts moving quickly, the system cannot match two
frames, leading to localization failure. This is the main drawback of using a single RGB-TOF cam-
era, that is, it is easy to lose track of landmarks during rotation along curves. As shown in Fig. 12, our
approach addresses this problem, making the system sufficiently accurate for situations that a mobile
robot can face in an indoor environment. Figure 12 shows that the RTAB-Map exhibits sudden data
loss for fast motion; however, our approach is stable. The RTAB-Map loses the matching for a brief
period, and once the camera returns to the previous position, the frames are matched again. The IMU
is very small and easy to use. Additionally, the IMU has no limitations in terms of changing light and
low-texture areas, making our approach sufficiently accurate for low-texture areas and fast motion.
When this system cannot match two frames and visuals, the RANSAC algorithm cannot compute the
transformation between two frames; therefore, visual odometry returns to zero value. We explained
this issue in detail in Section 3.2. In the second part, the experimental results for the trajectory with
fast motion are shown. For this, we used the TUM dataset. The fourth part of the experimental results
are self-collected data, which use the industrial vehicle platform, as shown in Figs. 13 and 14. Our
self-collected experimental results in Figs. 13 and 14 were obtained in an underground parking lot in
fast motion (1 m/s). We collected the lidar data with centimeter-level accuracy (model RS-lidar-16)3?
as the ground truth localization data. Figure 15 shows the localization trajectories in fast motion that
uses the self-collected data. This trajectory shows the difference between our approach, RTAB-Map,
and ground truth. Figures 16 and 17 show the RPE for the translation part in fast motion between
ground truth and RTAB-Map and our approach, respectively.

Table IV lists the localization errors between our approach and RTAB-Map in the indoor
environment. Here, we chose fast motion to show the accuracy of our method.
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Table IV. Localization errors of our approach and RTAB-Map in fast motion using self-collected data.

ERROR MAX MEAN RMS SSE
OUR APPROACH 2.86 0.370 0.540  0.389
RTAB-Map 3.961 1.20 1.420  0.760
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Fig. 15. Localization trajectories in fast motion using self-collected data in large environment for ground truth,
our approach, and RTAB-Map. Units are in meter (m).
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Fig. 16. RPE w.r.t. translation part (m) for delta = 1 (frames) using consecutive pairs (with SE(3) Umeyama
alignment), between ground truth and RTAB-Map in fast motion. Units are in meter (m).
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Fig. 17. RPE w.r.t. translation part (m) for delta = 1 (frames) using consecutive pairs (with SE(3) Umeyama
alignment), between ground truth and our approach in fast motion, Units are in meter (m).

6. Conclusions

In this paper, we propose an accurate 3D localization method for an industrial vehicle in an indoor
environment. The method combines an RGB-TOF camera and a MEMS IMU based on the EKF
sensor fusion. In the indoor environment, the localization data of this system can be used in some
simple tasks for navigating an industrial vehicle. The method uses only two sensors without any
GPS, and it does not require any floor sensors for guidance. The proposed method is accurate for any
indoor environment, such as a large warehouse. The IMU and sensor fusion based on EKF, aided by
the RGB-TOF camera, overcome the limitation of the single RGB-TOF localization method.
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