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Abstract

Nowadays, as indoor localization is getting more popular, there is a growing need for reliable
and accurate techniques of position determination. Recently, ultrawideband (UWB)-based
systems are gaining popularity, since they make achieving positioning errors in the range of
dozens of centimeters or even single centimeters, possible. The Time Difference of Arrival
(TDOA)-based systems are especially attractive because they allow to simplify tags, in
which functionality can be limited to transmission of packets. However, one of TDOA-
based solution drawbacks is a need for strict synchronization between anchor nodes, which
may be hard to provide in indoor environment. In the paper, a novel method for simplifying
synchronization in TDOA-based UWB localization system is described. The paper presents
two system architectures based on pairs of synchronized nodes. Results of simulations and
experiments included in the article allow for evaluation of both solutions.

Introduction

Nowadays indoor localization systems are getting a lot of attention, since there is a growing
demand for indoor location-based services. As indoor environment is quite tough for radio
waves propagation, especially when they are intended to be used for localization purposes, a
need for new, precise, and accurate localization techniques arises.

There are many ways leading to estimation of indoor positions of tags, however systems
based on propagation of radio waves are most popular. They do not share the limitation of
vision- or ultrasound-based systems, which is the inability to propagate through walls [1].
Of course, through-wall propagation deteriorates radio waves as well, it leads to their attenu-
ation and introduces delays, but it does not preclude them from use in positioning systems.
Majority of localization systems use measurements of received signal level, its time or angle
of arrival to determine positions. Received Signal Strength (RSS) method is commonly used
in WiFi or Bluetooth Low Energy (BLE)-based systems [2, 3]. However, it is prone to changes
in radio propagation environment.

Measurements of time are most commonly used in ultrawideband (UWB) systems; the pos-
ition is calculated based on Time of Arrival (TOA) or Time Difference of Arrival (TDOA)
values. Systems utilizing those techniques offer good accuracy; the positioning errors are reach-
ing dozens, or even single centimeters in favorable conditions.

Generally, localization systems consist of localized tags, infrastructure comprised of fixed-
positioned anchor nodes and a system controller. The most popular system architecture is
shown in Fig. 1(a). Implementation of TDOA technique in such a system has many advan-
tages. Tags design can be simplified because their functionality is limited to transmission of
signals. Anchors measure time of signals arrivals and send results to the system controller,
which calculates TDOAs and determines tags positions. Communication links between anchor
nodes can be provided with cable or wireless network.

Determination of TDOAs for tags’ signals requires synchronization of anchors. Typically, it
is achieved by transmission of synchronization signals over cable or wireless network. The
need for providing synchronization signals to all anchors using cables may be tedious in
indoor environment with lots of walls and obstacles. Moreover, distribution of such signals
in case of system covering large areas is a demanding task.

The proposed system architecture (presented in Fig. 1(b)) illustrates the idea introduced in
the paper. The system infrastructure consists of anchor nodes pairs, which measure TDOA
independently and transmit the results to the system controller. The solution allows to release
a requirement for global anchors synchronization. Only two nodes constituting a pair should
be synchronized. The proposed solution is far more scalable. Synchronization of two nodes
located close together is simpler and can be more accurate.

The article presents novel methods for synchronization of pair of anchor nodes, contains
results of simulations and measurements. It also discusses influence of the synchronization
process on the TDOA measurement rate. The presented solutions implement both cable
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Fig. 1. A typical (a) and proposed (b) localization system architecture.

and wireless connections between pairs of nodes and wireless
connection to the system controller. The WiFi links are assumed
to be used for this purpose.

Related works

Synchronization of anchor nodes is usually related to the syn-
chronization of their clocks and may be treated in many ways.
Most commonly it is referred to the synchronization of frequency
or phase of the clock signal. However, in localization systems util-
izing measurements of TOA or TDOA, for example, UWB local-
ization systems, two main areas may be recognized:

« Clock synchronization, which is mainly tied to the frequency
offset compensation. Each device is equipped with a clock signal
source, which may be significantly affected by the temperature
and humidity variations. Change of ambient conditions may
cause the clocks to drift, which will have negative impact on
the performed time measurements.

« Device synchronization, which can be understood, as maintain-
ing the same time-base for all anchors. All devices have their
own internal system counters, which may be used for time-
stamping of received packets (estimation of their TOA). A
method for aligning those counters is necessary for the system
to work properly.

Many of the commonly used solutions are inspired by the clock
synchronization algorithms used within the internet or intranets,
such as Cristian’s algorithm, Precision Time Protocol (PTP), or
Reference Broadcast Time (RBT) Synchronization used in wireless
sensor networks.

There is a variety of methods described in the literature con-
cerning synchronization in localization systems. Of course, the easi-
est solution is to provide cable connections between all devices [1].
Despite its obvious drawbacks, such as complicated system installa-
tion and significant impact on the area where system is deployed,
this approach is most commonly used in commercially available
systems, such as Zebra’s Dart [2] or Ubisense’s Dimension4 [3].
Different approach was presented in [4, 5]. It is less intrusive
than straightforward connecting of all of the devices, as it relies
on synchronizing only pairs of devices. That way, installation of
the system is simplified, however at some cost of the versatility.

Another approach to synchronization is based on the wireless
transmission of synchronization signals. In most cases, it consists
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in the placement of additional transmitting node which serves as a
synchronization signal source or in the implementation of trans-
mission scheme which allows for clock’s drift compensation.

In [6-8], master tag, which periodically sends packets, is
placed at a known position. It preferably has a high stability
clock and therefore provides reference for the anchor nodes and
measurements of the times of reception of the packets from
other tags.

In [9], a similar approach is presented. Master anchor node
sends packets received by the tags and other anchors. Those
anchors, after the reception, sequentially send their own packets
after some predefined delays. All packets are received by the
tags, which calculate their positions.

Significantly different approach was presented in [10], as it uti-
lizes only one anchor node equipped with antenna array, hence
there is no need for synchronization. It combines TOA technique
with Direction of Arrival (DOA) and allows for 2D tag localization.

Methods presented in [11, 12] rely on strictly structured mes-
sage exchange between devices and modeling of imperfections in
devices’ clocks, combined with more advanced data processing.
Idea of modeling the clock and estimating its imperfections for
further correction and synchronization is also analyzed in [13, 14].

Anchor pairs
Architectures

The proposed system is based on pairs of anchor nodes. There are
many variants of interfaces between anchors constituting the pair.
Two exemplary solutions discussed in the article are shown in
Fig. 2. Each pair consists of two anchors (A and B) which measure
time of signal arrival. In order to calculate TDOA, measurement
results should be expressed in the same time scale or the offset
between anchors’ local times should be known and used for result
correction. Keeping the offset steady requires synchronization of
anchors clocks or correction of clock frequency deviations.

Both configurations allow for use of different quality clock sig-
nal generators. It was assumed that more stable and of better tol-
erance clock source is provided in node A. Solutions differ with
interfaces between nodes: wired is presented in Fig. 2(a), wireless
is exploited in the design shown in Fig. 2(b).

According to the assumption that wireless connection is setup
between anchor pairs and the system controller, WiFi modules are
used for this purpose. In all architectures, UWB modules are
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Fig. 2. Anchor pair architecture versions. WiFi, radio local area network transceiver; UWB, ultrawideband transceiver; PS, power supply unit.

L =7 t

-
- AT
Node A s t1 »l t
. i -
TAT
- - Tor
Node B ' o2 N A
; i >
TBT

Fig. 3. Wire synchronization timing scheme.

responsible for UWB packets TOA measurements. Additionally,
in the design shown in Fig. 2(b), they are used for exchange of
measurement results and synchronization packets.

Cable interfaces give opportunity for power supply sharing. In
case of wireless setup, each node should be powered separately.

TDOA determination with wired pair of nodes

TOA measurement performed in paired anchor nodes is illu-
strated in Fig. 3. Both nodes measure TOA with internal counters
clocked with the signal derived from the same reference clock. At
the moment of tag’s packet transmission, the counter values in
both nodes differ by Af,ge:.

After propagation times #,, and t,, the packet reaches both
anchor nodes. Measured times of arrivals correspond to counter
values Tyt and Tyt

TDOA value can be expressed by:

TDOA =ty — tp1 = Tpr — Tar + Tar — 81 — Atogier, (1)

where: Tyz, Tpr — times of arrivals measured by nodes, 74, 75 -
internal delays in nodes, Aty — difference between counters in
both nodes.

Difference of delays and At can be determined by placing
the tag at a known position (TDOA is known) and performing
a series of TOA measurement. By comparing calculated and
known TDOA values, internal delay biases and counter offset
can be calculated.

Uncertainties associated with measurements of times T, and
Tpr have an impact on the uncertainty of TDOA determination.
Total TDOA uncertainty is equal to:

81poa = 1/ 8xu + Spg + 8o 2
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where: dry4, Opp are uncertainties of measurements performed in
both nodes (both values include internal delay uncertainty), &z
is the uncertainty of 74y — g — Aty component determination.

According to (2) TDOA determination uncertainty depends
on uncertainties of TOA measurements Sry, Srp and the compo-
nent related to calibration measurement. If the number of results
collected during calibration process and averaged later in order to
obtain 7,7 — 7y — Aty is large, the uncertainty &, is much
lower than dg,, Sgp uncertainties and can be omitted.

Assuming the same design of the receiver in all anchor nodes
and thus close uncertainty values, the TDOA uncertainty can be
estimated as:

81poA ~ /2 Sra A /2 Sgg. 3)

TDOA determination with wirelessly synchronized nodes

Anchor nodes in configuration presented in Fig. 2(b) communi-
cate only over UWB wireless link. The exchange of packets in
this link is presented in Fig. 4.

Packet transmitted by the tag reaches both nodes and its times
of arrival are recorded. Node B sends to the node A the packet
containing measurement result and the time it was transmitted.
Node A measures TOA and retrieves data from the packet. By
comparing times of transmission of consecutive packets from
node B with times of their arrival, node A is able to reduce errors
caused by clock offset present in node B.

Node B clock offset is determined after each reception of data
packet from node B. It can be expressed as:

Atofrer = Trpr — Tr1 — tpaB — Ta- 4)

If we assume that the both nodes clock frequencies difference is
almost steady between packet “D” transmissions, the time meas-
urement error cumulated within the period from Trp, and
Trree can be estimated as:

T, —-T Treo — T,
ATsry = (Targs — Trs) — (Trr2 — Trp1)(Tre2 RBI). )
(Trg2 — T1p1)

TDOA value is equal to:

TDOA = Trypz + Atoffer — T8 — Trraz + Ta + ATpr2
= Trrey — Trraz + Tret — Tre1 — tpap — ATpry — T5.

(6)

Determination of TDOA besides measurement results requires
determination of propagation time between nodes and internal
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Fig. 4. Exchange of packets between nodes in the pair, accumulation of time interval measurement error in node B.

delay in node B. As in the wired anchor pair architecture, both
values can be evaluated from the results of measurement of the
tag placed in a known location.

TDOA = Trp1 — Trra2 — tpAB

(Trrez — Tre1)(Tre2 — Tre1)

+
(T72 — TtB1)

7B. (7)

Uncertainty of TDOA calculated from (5) can be expressed as:

The factors scaling 875 and Jzp depend on the time interval
between time of tag’s packet arrival (Trrp,) and times of reference
packets transmission from node B. If the Trrp, is close to Trp,,
the uncertainty can be estimated as:

Brooa ~ /283 + (Bra)® + (Brw)® + 8, + 8. (9)

(Trp2 — Trrg)* + (Trrez — Tre1)* + (Trez — Tren)?

Orpoa =

where: 8ry4, Opp are uncertainties of measurements performed in
both nodes (both values include internal delay uncertainty), 87p
is uncertainty of time of transmission determination, &, is the
uncertainty of propagation time between anchor nodes determin-
ation, d,p is the uncertainty of 75 determination. The derivation of
the formula is included in Appendix.

The uncertainty can be estimated taking into account relations
between measured times. Time interval between packets sent by
anchor B is in the order of ms so it is significantly larger than
propagation time between nodes or delays observed in nodes dur-
ing packets reception.
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52
(Tre> — Trm)* K8
+(8ra)’
+((TRTBZ — Tre2)(Tre2 — Trp1) 5TB>2 n ((TRTB2 — Trp1)(Tre2 — Trp1) 5TB>2 , (8)
(Trg2 — Trp1)* (Trp2 — Trp1)*
+8;,
+67

For TRTBZ close to TTBI:

Brooa ~ [38% + (Bra)® + (Brw)® + 8, + 8. (10)

Typically, the process of packet transmission is controlled by
internal digital circuits, and uncertainty of time of transmission
determination &7 is much lower than uncertainties related to
TOA measurements. Uncertainty of propagation time and recep-
tion delay in node B measurements can be also significantly lower.
Therefore, assuming that uncertainties of TOA measurements are
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the same in both nodes, the upper uncertainty value is bigger than
in wired anchors configuration (3) and can be estimated as:

1y

Orpoa A 20pp ~ 20p4 -

Impact of proposed architectures on positioning system
performance

Typical positioning system should be able to localize many tags.
The number of determined localizations per time period may
be one of the measures of the system performance.

All the tags used in the system share the same radio resources.
Random access to radio channel results in collisions deteriorating
system performance. The problem can be solved by scheduling
tags’ transmissions, but it requires two-way communication chan-
nel between the system and tags. Simpler solution depends on
decreasing probability of collisions by randomizing tags™ trans-
mission period. The second solution was investigated for the
two proposed anchor pair architectures.

Performance of both architectures was investigated in
Matlab environment. It was assumed that the packet structure
conforms to IEEE 802.15.4a standard [15]. For the purpose of
simulations, for the packets sent by the tags, preamble length
was set to 2048 symbols and data rate to 110 kbps with data
field consisting of one byte. It results in packet duration equal
to 2.4 ms. For the wireless synchronization for the anchor’s
packet, 64 symbols long preamble was chosen along with
same data rate as for the tags and data field consisting of 10
bytes. In such configuration, anchor’s packet length was equal
to 1 ms. Packet processing time in the receiver was assumed
to be equal to 2.5 ms.

Total number of different tags transmitting packets was chan-
ged from 1 to 13 and transmission periods were changed from
50 ms to 3s. Randomization of the transmission time was
achieved by adding random component with uniform distribu-
tion, ranging from 0 to the half of the transmission period. For
each combination of those parameters, 200 simulations were per-
formed and obtained packet reception ratio results were averaged.
For the simulation purposes, packet reception ratio was defined as
the ratio of the number of received packets (successful reception
was assumed in the situation when there was no overlapping
between the packets and their processing time) to the total num-
ber of transmitted packets. Simulation results for architecture with
wired connection between nodes are presented in Fig. 5 and the
results for architecture with wirelessly connected nodes are
shown in Fig. 6.

As expected, probability of packet reception is higher for
architecture with wire synchronization. There is no transmission
of packets from the anchor node, and therefore radio link is
occupied for shorter time and probability of packet collision is
smaller.

However, for transmission periods higher than 1s, for both
architectures, probability of packet reception is above 90%.

In localization systems for three-dimensional localization of a
tag, at least four anchor nodes are needed. In the proposed
method, as TDOAs can be measured only between the nodes con-
stituting the pair, a minimum of three pairs (six nodes) are
needed. In case of wireless synchronization, every pair needs to
exchange synchronization data, which could potentially lead to
bottlenecking of the radio link. Fortunately, IEEE 802.15.4a stand-
ard allows for transmissions with different preamble codes, which
eliminate possible interference between the nodes.
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Experimental verification
Test arrangements

Both anchor pair architectures were tested with UWB modules
based on DW1000 modules. DW1000 module integrates both
analogue frontend and digital backend [16]. Its radio interface
complies with IEEE standard 802.15.4a [15] (later consolidated
into and superseded by IEEE Standard 802.15.4-2011 [17]).

The module allows for received signal TOA measurement with
the 15.65 ps resolution, which is of crucial role when it comes to
TDOA measurement.

In order for the module to work properly, external clock signal
needs to be supplied and its choice may have significant impact
on the performance of the measurements. This feature allows
for distributing the same clock signal to two DW1000 equipped
devices and was utilized in the proposed wired synchronization
architecture.
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Precision of DW1000’s measurements was evaluated by measur-
ing times of reception of continuously sent packets. Two receivers
with different clock sources were used - one with standard crystal
oscillator (XTAL) and one with Temperature Compensated Crystal
Oscillator (TCXO). Results are shown in Fig. 7.

Significant drift is present in results gathered by XTAL-driven
receiver, whereas in TCXO-based design, results are quite concen-
trated. For the latter, standard deviation of measured periods is
equal to roughly 130 ps.

In DW1000 modules, packet reception timestamp is read from
40-bit register, where LSB stands for 15.65 ps [16]. Obtained value
comes from DW1000’s internal circuitry combining coarse time-
stamp with additional adjustments and is strictly tied to the sys-
tem clock, generated using the earlier mentioned XTAL generator
or TCXO and internal Phase Locked Loops (PLLs). As PLLs and
other internal circuits are enabled on power-on, initial register
values may differ between the two DW1000s.

DW1000 module is rather immune to multipath propagation
influence on the reception of the data and TOA measurement.
It is achieved by utilizing UWB technology and internal reception
and timestamping algorithms based on channel impulse response
estimation and first path detection.

Wired nodes

Test setup

The proposed TDOA determination method with a pair of wired
synchronized nodes was experimentally investigated. The test
setup is presented in Fig. 8. Tests were carried out in a classroom
of size 6 by 6 m equipped with tables and chairs.

Two anchor nodes were placed next to each other at the dis-
tance L at the same height, equal to 1.65 m. Both nodes were con-
nected with the cable used for reference TCXO clock sharing.
Measurement results were transferred to the PC over USB inter-
faces. Two sets of measurements were carried out, for two differ-
ent distances (L) between the nodes.

The tag was placed in nine different positions at the height of
1.3 m. At each location, around 1200 TDOA measurements were
performed. First measurement was done in such a position that
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Fig. 8. Test setup for wire synchronized nodes.
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Fig. 9. CDF for TDOA measurements errors for wire synchronization (distance
between nodes equal to 0.93 m).

the propagation times to both receivers were the same and there-
fore TDOA value was equal to 0 s. This measurement, referred as
reference measurement (P0), was used to calculate At ..

Test results
Empirical Cumulative Distribution Functions (CDFs) of mea-
sured TDOAs errors are presented in Figs 9 and 10 for the dis-
tances between anchors equal to 0.93 and 2.18 m, respectively.
As a measurement error, absolute value of the difference between
TDOAs measured and calculated from the distances to both node
values was used.
The observable “step changes” visible on the presented figures
are caused by the DW1000 counter’s resolution of 15.65 ps.
Comparing the figures, it can be seen that in overall, TDOA
values are more accurate for the separation between receivers
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Fig. 10. CDF for TDOA measurements errors for wire synchronization (distance
between nodes equal to 2.18 m).
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Fig. 11. CDF for TDOA measurements errors for wireless synchronization (distance
between nodes equal to 0.93 m).

equal to 0.93 m. It is mainly caused by the DW1000’s dependence
of TOA measurement on the signal level. There are two factors
that have an impact on signal levels measured by nodes in one
pair: difference of distances between the tag and the nodes and
radiation pattern of nodes’ antennas (radiation patterns of anten-
nas used in experiments are not purely omnidirectional and have
a few dB pattern variations). By increasing the distance between
antennas, we also increase the distance difference between the
tag and the nodes for some tag locations. This effect is especially
visible for the test points P2 and P4.

Wirelessly synchronized nodes

Test setup
The proposed TDOA determination method with wirelessly syn-
chronized nodes was experimentally investigated. Tests were
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Fig. 12. CDF for TDOA measurements errors for wireless synchronization (distance
between nodes equal to 2.18 m).

carried out in a laboratory room of size 6 by 6 m. Apart from
the different room, test setup was the same as for the wire syn-
chronized nodes shown in Fig. 8.

Node A, equipped with TCXO, was connected to the PC over
USB interface, which was used to transfer measurement results.

The tag was placed in eight different positions at the height of
1.3 m. At each location, around 400 TDOA measurements were
performed. Measurement marked with PO was done in such pos-
ition that the propagation times to both receivers were the same
and therefore TDOA value was equal to 0 s. This measurement
(reference measurement) was used to determine propagation
time between nodes (t,45) and internal delay in node B (zp).

Test results
Empirical CDFs of measured TDOAs errors are presented in Figs
11 and 12 for distances between nodes equal to 0.93 and 2.18 m,
respectively.

Similarly, to the results obtained using the wired synchroniza-
tion between the nodes, results for the separation between the
nodes equal to 0.93 were generally better than for 2.18 m, with
the exception of the P5 point. Slightly different results for that
point may be explained by the same phenomena observed for
the test points P2 and P4 for the wired synchronization. This
proves that the position of the tag and thus level of the received
signal has an influence on the TDOA measurements.

Lack of “step changes” in the CDFs presented for the wireless
synchronization can be explained by the way the TDOA values are
calculated, which includes addition of the correction factors as
shown in (5).

Comparison of results

In Table 1, standard deviations of obtained results are presented.

By comparing the results obtained for both synchronization
methods, it can be seen that the wired synchronization slightly
outperforms the wireless synchronization, which was expected
and is in line with the estimations of the TDOA uncertainties pre-
sented in section “Anchor pairs”.
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Table 1. Standard deviations of TDOA measurements
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Standard deviations of TDOA measurements (ps)

P1 P2 P3 P4 P5 P6 P7 P8
Wired, 0.93 m 3232 2711 205.5 234.0 235.0 182.8 250.1 262.5
Wired, 2.18 m 194.7 2236 259.0 269.1 2162 2112 2432 3384
Wireless, 0.93 m 280.9 275.8 3615 3205 3303 2793 293.3 335.8
Wireless, 2.18 m 3022 3574 298.9 361.0 409.5 309.2 3206 346.0

Conclusion

In the paper, two novel methods for TDOA estimation based on
the connected pairs of anchor nodes equipped with DW1000
chips are evaluated. A brief explanation of methods is presented.
One utilizes cable connections for nodes synchronization, second
uses wireless links for that purpose.

Both methods were thoroughly analyzed, taking into account
uncertainties of the measurements performed by the nodes in
order to estimate uncertainties of estimated TDOA values.
Additionally, simulations were conducted to evaluate the perform-
ance of the proposed methods in terms of probability of packet
reception for assumed number of tags and transmission period.

Results of performed simulations and experiments show that the
proposed methods are promising. As expected, simulations proved
that architecture with cable synchronization allows for slightly
higher probability of packet reception for assumed conditions.

Experiment results show that for both architectures, TDOAs are
measured with errors smaller than 1 ns for 90% of cases. However, it
is worth mentioning that the tests were performed in line of sight
conditions between the tag and the anchor nodes. Significant errors
in TDOA measurements may arise in case of non line of sight con-
ditions, when measurements are carried out on reflected (or signifi-
cantly delayed) signals, not direct ones.

Also, based on the results, it could be assumed that better
TDOA measurement results may be achieved by placing the
anchors close to each other. Unfortunately, apart from the dis-
tance between the nodes, there are other factors, such as size
and layout of the area, placement of the pairs of nodes within
the area and localization of tags, that have an influence on the
accuracy of the TDOA measurements. Hence, there is no easy
way to estimate the optimal allocation of the pairs of nodes and
every deployment needs to be treated individually.

The proposed solutions would allow for higher scalability, eas-
ier deployment, and expansion of localization systems which
would utilize them, while keeping TDOA measurement within
reasonable accuracies (in the range of hundreds of picoseconds
to single nanosecond).
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Measurements of particular components in (5) are independent. Therefore, the total uncertainty of the measured TDOA can be estimated as:
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