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The Multilink model that Dijkstra, Wahl, Buytenhuijs, van
Halem, Al-jibouri, de Korte, and Rekké (2018) present
is an excellent example that connects empirical patterns
obtained from behavioral studies with mechanisms
that can be implemented in computational models.
We have previously argued that implementation of
computational models is important because it forces the
researchers to be explicit about assumptions and to specify
parameters and variables that may be absent in verbal
models. The Multilink model, along with BIA/BIA+
and many other models, provides concrete hypotheses
regarding the role of variables such as word frequency,
word length, orthographic similarity, and phonological
neighborhood for researchers to test and verify against
empirical data (see examples in the special issue on
computational modeling published in this journal; Li,
2013).

A key attraction that Multilink has over previous
models is that it scales up to a more realistic lexicon
(e.g., over 1500 words from both languages in the
enriched lexicon). Bilingual models should indeed aim
at scaling up to the experience of real language users,
and computational models can propel us forward in
this direction. Empirical work may often be restricted
to small sets of limited vocabulary from the bilingual’s
two languages due to resource and time constraints
in any given experiment, but computational modeling
has the flexibility and freedom to include large sets
of lexical items, modeled over large-scale datasets or
databases (e.g., the English Lexicon Project and the
Dutch Lexicon Project, as used by Multilink; Balota,
Yap, Cortese, Hutchison, Kessler, Loftis, Neely, Nelson,
Simpson & Treiman, 2007; Brysbaert, Stevens, Mandera
& Keuleers, 2016). In our view, there are two dimensions
that the current version of Multilink has not considered
sufficiently, where future work could be done to further
scale up the modeling effort.

First, Multilink lacks real semantic representations
in the lexicon. Although Multilink has the advantage
of deriving accurate orthographic similarity between

Address for correspondence:
Ping Li, 452 Moore Building, Department of Psychology, The Pennsylvania State University, University Park, PA 16802
pul8@psu.edu

languages via the Levenshtein distances, the model
approximates semantic representations only indirectly
through localist connectionist node representations. A
more direct approach could be attained through vector
representations of the type used in semantic space
models such as Latent Semantic Analysis (LSA; Landauer
& Dumais, 1997), Hyperspace Analogue to Language
(HAL; Burgess & Lund, 1997), and many other semantic
vectors that can be generated by popular software
such as Word2vec (Mikolov, Chen, Corrado & Dean,
2013) or GloVe (Caliskan, Bryson & Narayanan, 2017).
It is unclear why efforts elsewhere in language and
text research cannot be incorporated more easily into
models of bilingualism, and the lack of true semantic
representations has already clearly impacted the ability
of Multilink in modeling cross-language homographs,
homophones, and words that do not match neatly
across two languages (but see, for example, Fang,
Zinszer, Malt & Li, 2016; also Malt, Pavlenko, Zhu
& Ameel, 2015; Zinszer, Malt, Ameel & Li, 2014).
Instead, Multilink’s lexicon is highly restricted to
words that share semantics (e.g., cognates) or words
that have translation equivalents across two languages
(Dutch and English). This will severely limit the
model’s generalizability to other language pairs where
the correspondence between word pairs is much less
transparent.

Second, Multilink only provides an account of the
proficient adult bilingual speaker. Although Dijkstra and
colleagues attempt to model differences in proficiency by
adjusting the resting level activation of the lexicon, such
an approach is overly simplistic, as they themselves have
noted (p. 42). The lack of formal models of bilingual
language acquisition has been a long-standing problem
that one of us has pointed out in several other contexts
(Li, 2002; Li & Farkas, 2002).

In order to move forward, future models will need to
consider language proficiency with more nuance (see an
example in Thomas, 1997). Although word frequency is
certainly related to proficiency, assuming that the two are
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equivalent is problematic. First, consider the differences
between word frequency as assessed by SUBTLEX and
word frequency as experienced by a classroom L2 learner.
For a classroom learner, items like “desk” and “stapler”
are likely to be much more highly frequent than would
be estimated by SUBTLEX, and vice versa. Thus, any
predictions made using a database constructed from native
speakers’ productions may not accurately capture the
experience of L2 learners. Second, even modeling a
highly proficient, simultaneous bilingual (as in Multilink)
could be problematic when based on the data from
two monolingual corpora. After all, “The bilingual is
not two monolinguals in one person” (Grosjean, 1989)
and this is reflected by slower speech processing in
each language compared to monolinguals, which may be
due to overall reduced frequency of use (e.g., Gollan,
Montoya, Cera & Sandoval, 2008). Third, even if a
model were to use frequency information based on a
learner corpus, using frequency alone as a measure
of estimating proficiency ignores the modality of L2
use, another critical factor. Many learners report higher
proficiency in speech comprehension than in production,
and in some cases, such as heritage language learners,
may have an extensive comprehension lexicon while
rarely producing those same items. These differences
in exposure to language comprehension and production
may have meaningful effects on proficiency (e.g.,
Hopman & Macdonald, 2018; Kang, Gollan & Pashler,
2013) that are ignored in the current manifestation of
Multilink.

Another factor to consider when attempting to model
proficiency, and one perhaps more easily accommodated
within Multilink’s existing structure, is word association.
Although the authors propose that lexical links between
translation equivalents could be implemented in the
model, they contest that these links are not necessary
“at least in the case of the more proficient bilinguals
whose data we simulated” (p. 40). However, such
an assumption misses the opportunity to potentially
improve the model’s simulation of lower proficiency
bilinguals, which is the same population that the word-
association route was meant to accommodate in the RHM
(Kroll & Stewart, 1994). Moreover, part of the appeal
of formalized models is the ability to explicitly test
predictions in a way that verbal models (such as the RHM)
lack.

In conclusion, Multilink represents a significant step
forward in the modeling and understanding of bilingual
lexical processing. However, there are places where the
model could be scaled up further. We have identified
two potential next steps – improving the modeling of
semantic representations and proficiency – and we look
forward to seeing where research using Multilink will
lead.
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