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The physical mechanisms underlying the dynamics of the dissipation of passive scalar
fluctuations with a uniform mean gradient in stationary isotropic turbulence are
studied using data from direct numerical simulations (DNS), at grid resolutions up
to 5123. The ensemble-averaged Taylor-scale Reynolds number is up to about 240
and the Schmidt number is from 1

8
to 1. Special attention is given to statistics

conditioned upon the energy dissipation rate because of their important role in
the Lagrangian spectral relaxation (LSR) model of turbulent mixing. In general,
the dominant physical processes are those of nonlinear amplification by strain rate
fluctuations, and destruction by molecular diffusivity. Scalar dissipation tends to form
elongated structures in space, with only a limited overlap with zones of intense energy
dissipation. Scalar gradient fluctuations are preferentially aligned with the direction
of most compressive strain rate, especially in regions of high energy dissipation.
Both the nature of this alignment and the timescale of the resulting scalar gradient
amplification appear to be nearly universal in regard to Reynolds and Schmidt
numbers. Most of the terms appearing in the budget equation for conditional scalar
dissipation show neutral behaviour at low energy dissipation but increased magnitudes
at high energy dissipation. Although homogeneity requires that transport terms
have a zero unconditional average, conditional molecular transport is found to be
significant, especially at lower Reynolds or Schmidt numbers within the simulation
data range. The physical insights obtained from DNS are used for a priori testing
and development of the LSR model. In particular, based on the DNS data, improved
functional forms are introduced for several model coefficients which were previously
taken as constants. Similar improvements including new closure schemes for specific
terms are also achieved for the modelling of conditional scalar variance.

1. Introduction
It is well known that (Corrsin 1951; Batchelor 1959) efficient mixing in turbulence

depends on a close coupling between advective transport which breaks large-scale
non-uniformities of the scalar field into smaller scales, and molecular diffusion which
tends to dissipate scalar fluctuations by acting on local gradients. The dissipation rate
of a passive scalar fluctuation φ of diffusivity Dφ is defined here by

χ = 2Dφ
∂φ

∂xi

∂φ

∂xi
, (1)
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where the factor of 2 is chosen such that the mean value 〈χ〉 is the dissipation term
in the equation for the scalar variance, 〈φ2〉. Being proportional to the square of
scalar gradient fluctuations, the scalar dissipation rate is an important parameter of
the small scales in the scalar field, which is known to be characterized by strong
intermittency (Sreenivasan 1991; Warhaft 2000). The occurrence of large deviations
from the mean is significant in, for example, turbulent combustion where extreme
values of χ for the mixture fraction can cause local flame extinction.

A detailed understanding of the scalar dissipation is important, because of the
physical significance noted above, and because of its direct role in the modelling
of turbulent mixing, including probability density function (PDF) methods (Pope
1985; Dopazo 1994). In particular, the Lagrangian spectral relaxation (LSR) model
proposed by Fox (1997, 1999) is a PDF model which attempts to incorporate the
physics of scalar dissipation fluctuations. The LSR model is aimed at a full joint
PDF description of the velocity, scalar, energy dissipation and scalar dissipation.
By accounting for spectral transfer between different scales in the scalar field (Fox
& Yeung 1999) it is able to avoid dubious assumptions of proportionality between
the timescales of velocity and scalar fluctuations. Although the model is ultimately
implemented in a Lagrangian frame following fluid particle trajectories, many of the
assumptions used can, at least for homogeneous turbulence, be tested in an a priori
manner in terms of Eulerian quantities.

Our objectives in this paper are to study the dynamics underlying the evolution
of the scalar dissipation rate in relation to the local kinematics of the velocity field,
and to use this information to achieve improvements in modelling. For simplicity, we
consider the case of a homogeneous scalar fluctuation field subject to a uniform mean
gradient (∇Φ) in isotropic turbulence. The instantaneous scalar dissipation equation
can be written as

Dχ

Dt
≡ ∂χ

∂t
+ ui

∂χ

∂xi

= Dφ
∂2χ

∂xi∂xi
− 4Dφ

∂φ

∂xj

∂ui

∂xj

∂Φ

∂xi
− 4Dφ

∂φ

∂xi

∂φ

∂xj
sij − 4D2

φ

(
∂2φ

∂xi∂xj

)2

, (2)

where D/Dt denotes the material derivative, and the four terms on the right-hand
side represent, respectively: (i) transport by molecular diffusion, (ii) production by
the mean scalar gradient, (iii) nonlinear amplification or ‘stretching’ by strain rate
fluctuations (sij), and (iv) destruction of dissipation fluctuations by molecular diffu-
sivity. It may be noted that the transport terms have zero space averages because
of homogeneity. The mean gradient term is expected to be small, if the fluctuating
gradients are much larger than the mean gradient and if the scalar field does not
deviate dramatically from local isotropy. For these reasons, the general expectation, to
be checked in this work, is that the nonlinear amplification and molecular destruction
are the dominant terms, especially at high Reynolds number.

In equation (2) the nonlinear amplification term is of special interest because it
contains the coupling between the velocity and scalar fields whereby scalar gradients
are amplified by association with the local straining of fluid elements. The magnitude,
as well as the sign, of this term depends on the geometric alignment between scalar
gradients and strain rates, which, because of the tensorial structure involved, is best
studied in the coordinate frame defined by the principal axes of the strain-rate tensor.
In this coordinate frame the strain-rate tensor is represented by its diagonal elements,
which we arrange in the order α > β > γ, with (given the incompressibility condition
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α+ β + γ = 0) α > 0 being the most extensive and γ < 0 being the most compressive.
Although the statistics of principal strain rates have been studied numerically by other
authors (e.g. Ashurst et al. 1987; Yeung, Girimaji & Pope 1990), more comprehensive
information is needed in this work, particularly concerning conditional statistics
of scalar gradient alignment and the possible dependence of these quantities on
Reynolds number and Schmidt number. Issues of vector alignment with principal
strain directions are also important in other contexts (e.g. Boratav, Elghobashi &
Zhong 1998; Nomura & Post 1998).

In this paper, we make use of data from direct numerical simulations (DNS),
which allow us to investigate physical processes in great detail (see Moin & Mahesh
1998 for a review). For example, subject to some numerical and statistical limitations,
we can calculate each term in (2) as well as scalar gradients projected along the
principal strain directions. Considerable emphasis is placed on extracting quantities
relevant to the LSR model (Fox 1997, 1999), especially concerning the dynamics of the
scalar dissipation rate conditioned on energy dissipation fluctuations (ε) representing
the instantaneous rate of strain in the flow. DNS results are also used to develop
improved functional forms of the model expressions, in several cases suggesting the
replacement of constant coefficients with more general formulations as functions of the
conditioning variable. Currently, we consider only single-scalar statistics at ensemble-
averaged Taylor-scale Reynolds numbers (Rλ) from 38 to 243 and at Schmidt numbers
(Sc ≡ ν/Dφ) from 1

8
to 1. Extension of this work to the important topic of differential

diffusion (Bilger & Dibble 1982; Fox 1999) of multiple scalars with different molecular
diffusivities is the subject of a future paper.

The rest of this paper is organized as follows. In § 2, we give a brief account of
the LSR model formulation and identify the specific motivation behind the need
for a number of quantities from DNS. In § 3, we provide a brief overview of the
numerical simulation approach and the methods used for data analysis including
statistical sampling issues for conditional expectations. DNS results aimed at physical
understanding are given in § 4, including statistics of principal strain rates, alignment
of scalar gradients, and conditional averages of the dissipation, variance and Laplacian
of the scalar field. It should be noted that the conditional averages studied in this
paper are different from those conditioned on the scalar fluctuation (e.g. Jaberi,
Miller & Givi 1996; Overholt & Pope 1996; Yeung 1998). Issues concerning model
development are addressed in § 5, in part via the ‘budget’ of terms contributing to
the conditional rates of change of the scalar variance and its dissipation rate. Some
numerical details on the new model coefficients are collected into an Appendix. A
summary of the main results and conclusions is provided in § 6.

2. Background on model formulation
The spectral relaxation (SR) model was initially proposed by Fox (1995) to describe

non-equilibrium scalar spectral effects on the scalar dissipation rate. In the SR model,
the scalar variance spectrum is divided into discrete wavenumber bands (denoted
by 〈φ2〉i, with i here being a band index starting from unity), each with its own
characteristic timescale that can be related to the scalar transfer spectrum (Fox &
Yeung 1999). The final wavenumber band in the scalar cascade corresponds to the

scalar dissipation range: κ ∈ [κD,∞) where κD = C
1/2
D Sc1/2κη , CD ≈ 0.01 is a model

constant, and κη = (〈ε〉/ν3)1/4 is the Kolmogorov-scale wavenumber. For statistically
stationary, homogeneous scalar mixing (the configuration studied in this paper), the
scalar spectrum reaches a dynamic equilibrium wherein the scalar-variance production
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due to the mean scalar gradient is in balance with the scalar dissipation rate. In this
limit, the SR model can be simplified since all wavenumber bands are in dynamic
equilibrium. The spectral scalar flux into the scalar dissipation range (which depends
explicitly on the scalar spectral content in the neighbouring wavenumber band) can
be approximated by the mean scalar dissipation rate 〈χ〉. The model equation for the
scalar dissipation rate can then be uncoupled from the equations describing the scalar
spectral cascade (i.e. the equations for the 〈φ2〉i). In this work, we shall compare the
model equations to DNS results only in this limiting case.

The SR model was extended by Fox (1997, 1999) to include the effects of Lagrangian
fluctuations of the scalar dissipation rate on the turbulent mixing of scalars subject
to molecular diffusion. In the LSR model, Lagrangian fluctuations in the scalar
dissipation rate are expressed via the conditional expected value 〈χ|ε = ε∗〉, hereinafter
referred to as the conditional scalar dissipation rate. In Lagrangian PDF models (Pope
1994), the superscript * is often used to denote the value of a quantity following a
fluid particle through the flow. In the LSR model, 〈X〉∗ is used to denote the
Lagrangian expected value of X conditioned on ε∗. The Lagrangian PDF models for
such quantities are related to Eulerian conditional statistics by (Pope 1994)

d〈X〉∗
dt

=

〈
DX

Dt

∣∣∣∣ ε = ε∗
〉
, (3)

where the right-hand side is the Eulerian conditional expected value of the material
derivative of X(x, t) evaluated at ε(x, t) = ε∗(t). This equation is, in fact, the definition
of 〈X〉∗. The task of modelling here is to try to express the right-hand side in terms
of known quantities, as is done in this paper for the limiting case of statistically
stationary, homogeneous scalar mixing. (An a posteriori test of equation (3) requires
comparisons of Lagrangian statistics between DNS and model, which are in progress
and will be reported in future communications.) As described above, we will again
represent the flux of conditional scalar fluctuations into the scalar dissipation range
by 〈χ〉∗, so that the LSR model equation for the conditional scalar dissipation rate can
be decoupled from the equations for contributions to the conditional scalar variance
in different wavenumber bands (i.e. 〈φ2〉∗i ).

For statistically stationary, homogeneous turbulent scalar mixing, the Eulerian
conditional statistics required to close the right-hand side of equations in the form
of (3) can be extracted directly from DNS for comparison with the LSR model.
Note, however, that because conditional averaging and differentiation, in general,
do not commute with each other (Klimenko & Bilger 1999), statistical stationarity
does not imply that the right-hand side of (3) is null. In addition, in (3), ε∗(t)
is a (statistically stationary) random process which will generate time-dependent
fluctuations in 〈X〉∗. Nevertheless, unlike ‘standard’ Lagrangian PDF models (Pope
1994) which introduce a ‘white-noise’ driving force, all random processes in the LSR
model will be deterministic in the limit where ε∗(t) = 〈ε〉 (i.e. when ε∗(t) is constant). In
this sense, intermittency in the scalar mixing process is directly linked to intermittency
in the turbulent dissipation rate as described by the stochastic model for ε∗(t) (Fox
1997). Finally, it is important to note that the statistics of χ∗(t) (the instantaneous
scalar dissipation rate) and 〈χ〉∗(t) will be very different (although they share the same
unconditional mean). Indeed, as can be seen from figure 11 in Fox (1997), 〈χ〉∗(t)
is a relatively smooth random process whereas χ∗(t) is (see figure 1 in Yeung 2001)
highly intermittent. This difference has important consequences when modelling the
molecular mixing rate of the scalar field φ∗(t). In particular, when 〈χ〉∗(t) is used in
the molecular-mixing closure, the scalar field exhibits a very modest tendency towards
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non-Gaussian behaviour (Fox 1997), but is otherwise well behaved. On the other
hand, when χ∗(t) is used, the resulting model yields a very poor representation of the
scalar PDF (Pope 1999, personal communication).

In the LSR model, conditional statistics of the type appearing in the right-hand side
of (3) are modelled using conditional moments involving the scalar and its dissipation
rate. For example, in the limit of a fully developed scalar spectrum, the evolution of
conditional scalar variance 〈φ2〉∗ is modelled by (Fox 1997)〈

Dφ2

Dt

∣∣∣∣ ε = ε∗
〉
LSR

= −2〈uiφ〉∂Φ
∂xi

+ fD
〈χ〉
〈φ2〉

(〈φ2〉 − 〈φ2〉∗)− 〈χ〉∗, (4)

where fD is a model constant of order one. This model can be compared to the exact
Eulerian expression:〈

Dφ2

Dt

∣∣∣∣ ε〉
exact

= −2〈uiφ|ε〉∂Φ
∂xi

+

〈
Dφ

∂2φ2

∂xi∂xi

∣∣∣∣ ε〉− 〈χ|ε〉, (5)

where it can be seen that two modelling assumptions have been introduced:

〈uiφ|ε〉 = 〈uiφ〉 (6)〈
Dφ

∂2φ2

∂xi∂xi

∣∣∣∣ ε〉 = fD
〈χ〉
〈φ2〉

(〈φ2〉 − 〈φ2|ε〉) . (7)

(For inhomogeneous scalar mixing, an additional term Dφ∇2〈φ2|ε〉 would also appear
on the right-hand side of equation (7). However, terms of this form are null in
homogeneous flows and thus have not been included in this work.) In § 5, we find
from the DNS data that these modelling assumptions can be significantly improved,
and thus new closures are developed in favour of (4).

In order to form a closed system, an equation for the conditional scalar dissipation
rate must be coupled to (4) above. For a statistically stationary flow, the LSR model
expression has the form〈

Dχ

Dt

∣∣∣∣ ε = ε∗
〉
LSR

= −γD 〈χ〉
∗

〈φ2〉∗D 〈uiφ〉
∂Φ

∂xi
+ CB

(
ε∗

ν

)1/2

〈χ〉∗ − Cd 〈χ〉
∗

〈φ2〉∗D 〈χ〉
∗, (8)

where γD , CB and Cd are model coefficients to be discussed further, and the subscript
D on the term 〈φ2〉∗D signifies contributions from the wavenumber range κ > κD only.
Comparison of (8) with equation (38) in Fox (1999) (in which the scalar dissipation
was denoted by εφ and without a factor of 2, such that 〈εφ〉∗ = 1

2
〈χ〉∗) shows two

significant differences. First, owing to statistical stationarity, the terms containing CD
and Cs in the older model are now combined to form the term containing CB in
(8) (see Appendix in Fox 1999). Secondly, as discussed below, the two molecular
dissipation terms in equation (38) of Fox (1999) have been combined in (8).

Some understanding of the relative importance of different terms on the right-hand
side of (8) can be obtained by considering the timescales involved. In particular, the
characteristic timescale associated with both mean gradient and molecular dissipation
(first and third) terms is given by τD = 〈φ2〉∗D/〈χ〉∗ where the scalar variance is
taken only from the dissipation range κ > κD . The corresponding Eulerian term
for 〈φ2〉∗D , i.e. 〈φ2|ε〉D , is computed from the scalar field after a filtering operation
that – in contrast to the usual practice in large-eddy simulations – involves removing
all spectral content below the cutoff wavenumber κD . As confirmed in an earlier
study (Fox & Yeung 1999), for a statistically stationary flow, high-Reynolds-number
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scaling in the range Sc & 1 requires that this quantity be inversely proportional to
the Taylor-scale Reynolds number Rλ: i.e. 〈φ2|ε〉D ∼ 〈φ2|ε〉/Rλ. By assuming that the
ratio between the large-eddy timescales of the velocity (as K/〈ε〉, where K is the
kinetic energy) and scalar fields (as 〈φ2〉/〈χ〉) approaches a constant at high Reynolds
number we can obtain an order-of-magnitude estimate

〈φ2|ε〉D
〈χ|ε〉 ∼

K

〈ε〉
1

Rλ
, (9)

which furthermore can be recognized as being proportional to the Kolmogorov
timescale, τη = (ν/〈ε〉)1/2. In other words, both nonlinear amplification (second term)
and molecular dissipation (third term) in (8) vary on the same timescale, so that
they are both dynamically important. On the other hand, although (subject to a
Reynolds-number dependence for the coefficient γD) the mean gradient term also has
the same timescale, because the unconditional scalar flux is used in (8), it is expected
that at high values of the energy dissipation it would be small when compared to
other terms in the same equation.

The exact Eulerian expression for the right-hand side of the Lagrangian PDF
model for 〈χ〉∗ follows from (2):〈

Dχ

Dt

∣∣∣∣ ε〉
exact

=

〈
Dφ

∂2χ

∂xi∂xi

∣∣∣∣ ε〉− 4

〈
Dφ

∂ui

∂xj

∂φ

∂xj

∣∣∣∣ ε〉 ∂Φ

∂xi

−4

〈
Dφ

∂φ

∂xi
sij
∂φ

∂xj

∣∣∣∣ ε〉− 4

〈(
Dφ

∂2φ

∂xi∂xj

)2
∣∣∣∣∣ ε
〉
. (10)

Comparing with (8), it can be seen that the following three modelling assumptions
have been introduced:

−4

〈
Dφ

∂φ

∂xi
sij
∂φ

∂xj

∣∣∣∣ ε〉 = CB

(ε
ν

)1/2 〈χ|ε〉, (11)

4

〈
Dφ

∂ui

∂xj

∂φ

∂xj

∣∣∣∣ ε〉 = γD
〈χ|ε〉
〈φ2|ε〉D 〈uiφ〉D, (12)

4

〈(
Dφ

∂2φ

∂xi∂xj

)2
∣∣∣∣∣ ε
〉
−
〈
Dφ

∂2χ

∂xi∂xi

∣∣∣∣ ε〉 = Cd
〈χ|ε〉
〈φ2|ε〉D 〈χ|ε〉. (13)

Note that in earlier versions of the model (e.g. equation (38) in Fox 1999), in analogy
with (7), the second term on the left-hand side of (13) was modelled separately, as〈

Dφ
∂2χ

∂xi∂xi

∣∣∣∣ ε〉 = γd
〈χ〉
〈φ2〉D

(〈χ〉 − 〈χ|ε〉) , (14)

and was assumed to be much smaller than the first at high Reynolds numbers.
However, at low Reynolds numbers, the DNS data reveal that both terms on the
left of (13) are of nearly equal magnitude for large ε, and that Cd varies significantly
with Reynolds number when a separate model is used for the second term. Thus,
based on the results of the present study, these two terms have been combined in the
current version of the model. As will be shown in § 5, this regrouping yields improved
agreement with the DNS data using a single value of Cd over the entire range of
Reynolds numbers investigated.

In deriving the LSR model (Fox 1997, 1999), the model constants γD , CB , and
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Cd were previously assigned the same values as were employed in the SR model
for the unconditional scalar dissipation rate (Fox 1995). For example, CB = 0.5
corresponds to Batchelor’s constant (Batchelor 1959). For Cd, the extreme values
of 3 and 5

3
correspond, respectively, to the limiting cases of random scalar fields

dominated by one-dimensional diffusive layers and those without local structure in
three-dimensional space. (The self-similar decay of such random scalar fields by
molecular diffusion alone in the absence of turbulence was studied in Fox 1994; a
fully developed turbulent flow is expected to generate a scalar field between these
limits.) For statistically stationary, homogeneous scalar mixing, all terms in (11)–(13)
can be computed from DNS data, and thus the modelling assumptions can be tested
directly. In an earlier work (Fox & Yeung 1999), it was found that the values of
the model constants are quite sensitive to the choice of the cutoff wavenumber κD .
However, κD can be chosen independently by specifying that the filtered scalar field
must contain a fixed and large fraction of the dissipation rate of the unfiltered scalar
field. In this work, the choice κD = 0.1Sc1/2κη was found to capture over 90% of the
unfiltered scalar dissipation rate, and to yield values for Cd close to 3 over a wide
range of Reynolds and Schmidt numbers.

In addition to uncertainties in the values of the model constants, it should be noted
that the functional forms of the terms in the LSR model were also chosen based on
scaling arguments for unconditional statistics (Fox 1997, 1999). Thus, one of the goals
of this work is to compare equations (6), (7) and (11)–(13) with the DNS data (i.e.
a priori model validation), and to suggest new functional forms when the agreement
is poor. (We have already introduced one such model improvement in arriving at
(13).) For example, in § 5, we find that agreement between model and DNS can be
significantly improved by simply letting the ‘constants’ (i.e. fD , γD , CB and Cd) become
functions of the conditioning variable ε. Moreover, by using DNS data over a range
of Reynolds and Schmidt numbers, we are able to demonstrate that the resulting
functional forms are nearly independent of these parameters.

3. Numerical simulation overview
We analyse velocity and scalar field data obtained from direct numerical simulations

carried out using a parallelized version of the algorithm of Rogallo (1981), which is
Fourier pseudo-spectral in space and second-order in time. As in Yeung (1998), the
velocity field considered is stationary isotropic turbulence with energy maintained by
forcing at the large scales (Eswaran & Pope 1988). As a result of an approximate
balance between production by mean scalar gradient and molecular dissipation, the
scalar fluctuations are also statistically stationary in time. This stationarity allows
data at well-separated time intervals (of order one large-eddy turnover time or more)
in DNS to be taken as independent realizations for ensemble averaging. Both the
simulation and data analysis were carried out on an IBM SP, using up to 64 processors
for calculations with 5123 grid points.

A common goal in DNS is to reach the highest Reynolds number possible while
maintaining accuracy at the small scales. In our work, the Reynolds number reached
(Rλ ≈ 243) is sufficiently high for a limited inertial range in the energy spectrum
to occur, with a value of the Kolmogorov spectrum constant (Yeung & Zhou 1997)
in good agreement with experiments (Sreenivasan 1995). Resolution of the small
scales is measured by the non-dimensional parameter kmaxη, where kmax =

√
2N/3 is

(allowing for alias error control) the highest wavenumber resolved on an N3 grid, and
η is the Kolmogorov lengthscale. For most purposes (e.g. in Ruetsch & Maxey 1991;
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Grid 2563 2563 2563 5123

Rλ 38 90 141 243
kmaxη 5.82 3.04 1.41 1.40
Sc 1

4
, 1 1

8
, 1

4
, 1 1

8
, 1 1

8
, 1

M 14 11 10 23

Table 1. Basic parameters of the numerical simulations. Ensemble averages are taken over M
realizations at each grid resolution.

Pumir 1994; Overholt & Pope 1996; Yeung 1998) kmaxη ≈ 1.5 is usually considered
sufficient for passive scalars of Schmidt numbers of 1.0 or less. However, it should be
emphasized that, at given Rλ and Sc, resolution requirements depend on the nature of
the quantity computed. In particular, whereas kmaxη ≈ 1.5 is sufficient for quantities
which are second order or lower in scalar gradients (including dissipation rate and
alignment properties studied in § 4.1), we find that a higher level of resolution is
required for higher-order quantities, such as derivatives of the scalar dissipation rate
arising in its transport equation (equation (2)). To meet this requirement, we have
used, subject to practical constraints on computational time, relatively refined grids,
even for simulations at low Reynolds number. It may be noted that this strategy is
similar to that used (Bogucki, Domaradzki & Yeung 1997; Brethouwer & Nieuwstadt
1999; Yeung, Sykes & Vedula 2000) to perform DNS for scalars with Sc > 1 which
are characterized by fluctuations arising at scales smaller than those of the velocity
field.

A summary of the actual simulation parameters is given in table 1, including the
number of grid points, Reynolds number, the parameter kmaxη, Schmidt numbers,
and the number of realizations (M) used for ensemble averaging in each case. The
highest degree of resolution used is kmaxη ≈ 6, for the case of lowest Reynolds number
(at Rλ 38). Because of the resolution issues discussed above, results for the Sc = 1.0
scalar at the two highest Reynolds numbers (with kmaxη ≈ 1.5) in this work should
be taken with caution.

Given its prominent role in the LSR model equations (§ 2), a detailed understanding
of the behaviour of energy dissipation fluctuations is important. A qualitative view of
the spatial structure is given in figure 1 which shows contours in a two-dimensional
plane (for a single realization) for the normalized fluctuation ε/〈ε〉 at the lowest
and highest Reynolds numbers in this work. It can be seen that regions of high ε
(relative to the mean) are confined in localized regions of space. This implies that
samples of large ε/〈ε〉 are relatively rare in the solution domain, which is consistent
with the expected behaviour for intermittent quantities. It should be noted that the
appearance of contour plots depends somewhat on the choice of contour levels (see
figure captions). Nevertheless, between figures 1(a) and 1(b) the expected increase
in intermittency at higher Reynolds number is clearly illustrated by a reduction in
the thickness of the narrow zones of intense dissipation. This observation is also
accompanied by higher peak normalized contour levels. (It is also seen that contour
lines in figure 1(a) are remarkably smooth, which, however, is not a true Reynolds
number effect but is instead mainly due to the higher level of resolution (kmaxη ≈ 6)
used for the Rλ 38 data.)

Figure 2 shows similar contours for the normalized scalar dissipation rate (χ/〈χ〉),
for scalars of Sc = 1

8
and 1, respectively, in the 5123 data at Rλ 243. Localized
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Figure 1. (a) Sample contour plot of normalized instantaneous energy dissipation rate (ε/〈ε〉) at
Rλ 38 for a chosen two-dimensional plane. Contour levels are from 0.5 to 10 in increments of 0.5.
The coordinates in the plane (y, z) are normalized by the length of the solution domain (L). (b)
Same as (a), but for Rλ 243, with contour levels from 2 to 42 by increments of 2.0.
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Figure 2. (a) Same as figure 1(b), but for normalized scalar dissipation (χ/〈χ〉) for scalar of Sc = 1
8
.

Contour levels are from 2.5 to 50 by increments of 2.5. (b) Same as (a), but scalar of Sc = 1.0.
Contour levels are from 2.5 to 57.5 by increments of 2.5.
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Grid 2563 2563 2563 5123

Rλ 38 90 141 243
σ(ε)/µ(ε) 0.97 1.15 1.24 1.46
µ3(ε) 2.86 4.08 4.49 6.31
µ4(ε) 19 37 44 114
σ2(ln ε) 0.81 0.97 1.07 1.25
µ3(ln ε) −0.25 −0.18 −0.15 −0.09
µ4(ln ε) 3.23 3.16 3.09 3.07
{ε/〈ε〉}Z=−1 0.28 0.23 0.21 0.18
{ε/〈ε〉}Z=0 0.68 0.62 0.60 0.54
{ε/〈ε〉}Z=1 1.68 1.66 1.69 1.64
{ε/〈ε〉}Z=2 4.14 4.45 4.73 5.01
{ε/〈ε〉}Z=3 10.17 11.91 13.32 15.29
{ε/〈ε〉}Z=4 25.02 31.90 37.54 46.67
{ε/〈ε〉}Z=5 61.55 85.41 105.77 142.46

Table 2. Statistical measures of the energy dissipation rate. The symbols µ(·), σ(·), σ2(·), µ3(·)
and µ4(·) denote the mean, r.m.s., variance, skewness and flatness (respectively) of the bracketed
quantities.

Grid 2563 2563 2563 2563 2563 2563 2563 5123 5123

Rλ 38 38 90 90 90 141 141 243 243
Sc 1

4
1 1

8
1
4

1 1
8

1 1
8

1
〈φ2〉 1.18 2.03 2.44 2.88 3.74 1.70 2.27 2.63 3.07
〈χ〉 2.31 2.65 2.31 2.38 2.38 2.01 2.06 2.69 2.70
rφ 2.66 1.77 3.17 2.76 2.13 3.14 2.41 2.87 2.48
σ(χ)/µ(χ) 4.60 9.52 6.89 9.81 14.05 8.38 12.05 21.68 25.36
µ3(χ) 4.85 6.28 5.39 6.32 7.76 6.64 7.56 9.90 10.41
µ4(χ) 42 72 52 73 112 78 103 182 241
σ2(ln χ) 1.86 2.59 2.13 2.51 3.22 2.60 3.31 3.37 3.73
µ3(ln χ) −0.174 −0.115 −0.113 −0.056 −0.098 −0.065 −0.055 −0.018 −0.012
µ4(ln χ) 3.13 2.87 3.05 2.90 2.82 2.88 2.81 2.82 2.82

Table 3. Statistical moments involving the scalar dissipation rate.

packets of intense ‘activity’ which characterize intermittency are again observed.
However, compared to energy dissipation in the same simulation (figure 1b), the
scalar dissipation has a more defined structure, with intense values concentrated in
narrow but elongated bands, especially at higher Schmidt number. This elongated
structure is consistent with the picture suggested by previous studies (Sreenivasan
1991). In addition, it suggests that intense scalar gradients tend to reside in sheets, a
feature also implied in experimental measurements at relatively high resolution (Buch
& Dahm 1996, 1998; Mydlarski & Warhaft 1998a; Mydlarski et al. 1998).

In figures 1(b), 2(a) and 2(b) regions of high ε and high χ appear to have only
a limited degree of overlap. The overlap between χ at different Schmidt numbers is
much stronger, which is consistent with a significant cross-correlation between the
gradients of different scalars (Yeung 1998). Reference to the normalized contour levels
indicates that, consistent with other observations in both simulations (Overholt &
Pope 1996; Wang, Chen & Brasseur 1999; Yeung 2001) and experiments (Warhaft
2000), the scalar field at the small scales is much more intermittent than the velocity
field, especially at higher Schmidt number.
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Figure 3. Standardized PDFs of ln ε from data at Rλ 38, 90, 141 and 243 denoted by lines A to
D, respectively (with the grid resolutions given in table 1). Dashed curve represents a Gaussian
distribution.

To provide more information on the statistical properties of ε and χ we show a
number of statistical moments in tables 2 and 3, as well as PDFs of their logarithms,
respectively, in figures 3 and 4. The skewness and flatness of both ε and χ, as well
as the variances of their logarithms, provide quantitative indications of increase in
intermittency with both Reynolds number and Schmidt number. Despite well-known
reservations concerning log-normal distributions in turbulence (Frisch 1995; Wang
et al. 1996), it can be seen in figure 3 that (within the range of our DNS data) the
PDF of ln ε does become closer to Gaussian with increase in Reynolds number. This
observation, which is important for our sampling purposes, is also supported by the
fact that (see table 2) the skewness and flatness factors of ln ε become closer to the
values 0 and 3, respectively, at higher Reynolds number.

The Reynolds and Schmidt number combinations in figure 4 are chosen so that
inferences about the effects of both parameters can be made in a single plot. However,
unlike ln ε, ln χ displays no clear trend of increasing Gaussianity at higher Reynolds
number, with a flatness factor (see table 3) which is slightly below the Gaussian value
of 3. (In experimental data by Jayesh & Warhaft (1992) and Buch & Dahm (1998)
at Sc ≈ 1, the PDF of ln χ is close to Gaussian with a slight negative skewness.)
However, comparison between tables 2 and 3 shows that the skewness and flatness
factors of the scalar dissipation are, even for Sc = 1

8
, greater than those of the energy

dissipation. These observations provide additional support, at least in our DNS data
range, that scalar fluctuations are more intermittent than the velocity.

Within the limits of statistical uncertainty (in, say, skewness and flatness factors of
χ in table 3), the current results can be interpreted as suggesting a definite increase
in intermittency with Reynolds number at fixed Schmidt number. This Reynolds
number trend is different from numerical simulations of two-dimensional Gaussian
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Figure 4. Standardized PDFs of ln χ for e, Rλ 90, Sc = 1
8
; 4, Rλ 243, Sc = 1

8
; �, Rλ 243, Sc = 1.

random fields (Holzer & Siggia 1994; Chen & Kraichnan 1998) which indicate strong
intermittency for scalar fields even at very low Reynolds number and in the absence
of intermittency in the velocity field itself. This contrast may be due to intrinsic
differences between the nature of the velocity fields studied in this work versus those
which are kept Gaussian at all times and do not evolve according to the dynamics of
the Navier–Stokes equations.

As indicated in § 2, for the purpose of model development, accurate results for the
conditional expectations of various variables given the energy dissipation are required.
Difficulties in data ranges where relatively few conditional samples exist (usually at
the tails of its PDF) are well-known (e.g. Fox 1996; Yeung 1998). Whereas greater
sampling accuracy can, in principle, be achieved by taking more realizations in DNS,
in practice, we are limited by the amount of computational resources available. Use of
an intermittent quantity such as the dissipation rate as conditioning variable increases
these difficulties, because the sampling range of interest would then extend far from
the mean, while the number of samples falling into outlying intervals may not be
sufficient to produce a statistically reliable conditional average.

The difficulty above is partially alleviated by using the logarithm (ln ε) of the
energy dissipation as the conditioning variable instead, the main advantage being
that (as suggested by skewness and flatness factors in table 2) ln ε is approximately
Gaussian in the simulations, especially at high Reynolds numbers. Since a one-to-one
relationship exists between ε and ln ε, a plot of conditional averages given ln ε on a
linear scale can be interpreted as the same quantities given ε but with ε on logarithmic
scales. In particular, for the conditional average of a quantity Q we can write

〈Q|ε = ε′〉 =

〈
Q |Z =

ln ε′ − µln ε

σln ε

〉
, (15)
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Figure 5. PDF of the normalized intermediate strain rate, β̂. Lines A–D denote data
at Rλ 38, 90, 141 and 243, respectively.

where Z ≡ (ln ε− µln ε)/σln ε denotes the fluctuation in ln ε, in terms of its mean and
standard deviation (µln ε and σln ε). Approximate Gaussianity of ln ε allows the use of
a set of non-uniform sampling intervals (Fox 1996; Yeung 1998) designed to reduce
sampling noise in the results. To assist in the interpretation of a given value of Z we
have included some corresponding values of ε/〈ε〉 in table 2.

4. DNS Results and analysis
In this section we present the results obtained from the analysis of DNS data

which are helpful in understanding the dynamics of scalar gradient fluctuations. In
particular, we consider (i) the relationship between fluctuations of the principal strain
rates and those of the scalar gradient, and (ii) the physical mechanisms responsible
for the evolution of scalar gradients and, hence, the scalar dissipation rate.

4.1. Principal strain rates and scalar gradient alignment

Earlier DNS data regarding the statistical aspects of the strain-rate tensor in principal
axes were given by Ashurst et al. (1987), Kerr (1985), Rogers & Moin (1987) and
Yeung et al. (1990). Attainment of higher Reynolds numbers (Rλ up to 243 using 5123

grid points) in the current simulation data provides an opportunity to update these
results.

As demonstrated by previous authors, the probability distribution of principal
strain rates can be characterized effectively by the PDF of the intermediate strain

rate (β) normalized by the strain-rate amplitude (e, defined as
√
α2 + β2 + γ2), which

also determines the energy dissipation rate as ε = 2νe2. Under the constraint of
incompressibility (α + β + γ = 0), it can be shown that the non-dimensional inter-

mediate principal strain rate β̂ (defined as
√

6β/e) always lies between −1 and +1,
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Figure 6. PDF of directional cosines | cos(∇φ, ek)| for k = α, β, γ. Lines A–C represent eigenvectors
eα, eβ and eγ , respectively for Rλ 90 and Sc = 1

8
. Lines D–F give corresponding data for Sc = 1

8
and

G–I for Sc = 1, at Rλ 243.

corresponding to extreme cases of β = γ and β = α, respectively. Figure 5 shows the

PDF of β̂ at different Reynolds numbers. The shape of this PDF is similar to that
obtained by Ashurst et al. (1987) and Yeung et al. (1990), with a clear indication
that the intermediate strain rate is, in general, likely to be positive (extensive). At
higher Reynolds numbers, a smooth peak of maximal probability is seen in the range

β̂ ∼ 0.5–0.55 which corresponds to a value between 2.85–2.53 for the ratio α/β. This
value of α/β is close to the result 3 : 1 : −4 for α : β : γ given by Ashurst et al.
(1987).

With the exception of the data at Rλ 38, our results also suggest that the shape of
this PDF is virtually independent of Reynolds number, indicating possible universality
for the intermediate principal strain rate. Significant differences for Rλ 38 are, in fact,
a general feature of this work, a primary reason being that the range of scales at
this Reynolds number is too narrow for usual scaling arguments to apply. Similar
differences also arise in, for example, the energy spectrum in wavenumber space
(Yeung & Zhou 1997), the scaling of the mean energy dissipation rate with parameters
of the large scales (Sreenivasan 1998), as well as the variance of the fluid particle
acceleration (Vedula & Yeung 1999, where a separate scaling law was in fact observed
for low Reynolds numbers).

As stated in § 1, the properties of the fluctuating scalar gradient vector (∇φ) in
the coordinate frame defined by the principal-strain eigenvectors (ek, k = α, β, γ) are
important in this work. The degree of geometric alignment can be measured directly
by the PDF of the ‘direction cosine’ between the corresponding vectors, written as
| cos(∇φ, ek)| (for k = α, β, γ). Figure 6 shows the PDFs at selected Reynolds and
Schmidt numbers. As found by Ashurst et al. (1987), it is clear that the fluctuating
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Grid 2563 2563 2563 2563 2563 2563 2563 5123 5123

Rλ 38 38 90 90 90 141 141 243 243
Sc 1

4
1 1

8
1
4

1 1
8

1 1
8

1
Gα 0.2115 0.1892 0.2094 0.1998 0.1896 0.2004 0.1909 0.1953 0.1916
Gβ 0.1457 0.1345 0.1368 0.1274 0.1241 0.1318 0.1273 0.1263 0.1271
Gγ 0.6427 0.6765 0.6545 0.6730 0.6869 0.6680 0.6825 0.6784 0.6813

Table 4. Statistical measures of the degree of alignment between fluctuating scalar gradients and
principal strain axes. The symbols Gα, Gβ and Gγ denote the normalized mean square scalar gradients
projected along the eigenvectors eα, eβ and eγ .

scalar gradients are likely to be aligned most strongly with the eigenvector correspond-
ing to the most compressive principal strain rate, and least so with that corresponding
to the intermediate strain rate. It can be seen that preferential alignment becomes
stronger at higher Reynolds number (line F vs. line C). The Schmidt number appears
to have a similar, but weaker effect (line I vs. line F).

The preferential alignment noted above can be further characterized by comparing
the mean squares of scalar gradient fluctuations projected along each of the principal-
strain eigenvectors. For example, for each of k = α, β, γ, we can define

Gk ≡ 〈(∇φ · ek)
2〉

〈|∇φ|2〉 , (16)

with data shown in table 4. (Note that these definitions imply Gα + Gβ + Gγ = 1.)
Clearly, Gγ is by far the largest, which is consistent with alignment with eγ . The nature
of Reynolds and Schmidt number effects on these mean-square ratios is similar to
those observed in the PDFs of figure 6, with the most significant trend being an
increase in Gγ with Schmidt number when the Reynolds number is held constant.

An important issue concerning the effect of local flow structure is how the vector
alignment studied above depends on the fluctuating energy dissipation rate. As
quantitative measures, we consider the conditional expectations of | cos(∇φ, ek)|, given
the energy dissipation rate via the conditioning variable Z (defined below equation
(15)). In figure 7, we show the behaviour of these ‘conditional cosines’ for the
same Reynolds numbers and Schmidt numbers as in figure 6. It can be seen that
the character of the alignment between the fluctuating scalar gradients and the
principal axes of the strain-rate tensor is sensitive to the local magnitude of the
energy dissipation rate. In particular, in regions of high energy dissipation rate,
the fluctuating scalar gradients tend to align preferentially with the principal axis
corresponding to the most compressive strain rate. However, in the limit of very low
energy dissipation this preferential alignment essentially vanishes, with the conditional
cosine approaching the neutral value of 0.5 for all three principal strain directions.
We also note from figure 7 that the nature of alignment with respect to the local
energy dissipation rate is qualitatively insensitive to changes in Reynolds number
and Schmidt number, although for high dissipation (in the range Z & 3), sampling
limitations make it difficult to draw firm conclusions.

It should be noted that the alignment angle statistics studied above carry no
direct information on the magnitude of the fluctuating scalar gradient vector, which
contributes to scalar dissipation fluctuations. On the other hand, we have seen from
figures 1 and 2 that large energy dissipation and large scalar dissipation sometimes
(but not always) occur together. Collectively, these observations imply that strong
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Figure 7. Conditional cosines, 〈| cos(∇φ, ek)| |Z 〉 for k = α, β, γ. Lines A–I denote the same cases as
in figure 6.

alignment in the present context does not necessarily imply large scalar dissipation.
Nevertheless, alignment is important in the interpretation and modelling (i.e. equation
(11)) of the amplification term in equation (2) that eventually leads to large scalar
dissipation.

In the principal axes of the strain-rate tensor, the amplification term can be written
as 〈

∂φ

∂xi

∂φ

∂xj
sij

〉
=

〈(
∂φ

∂xα

)2

α

〉
+

〈(
∂φ

∂xβ

)2

β

〉
+

〈(
∂φ

∂xγ

)2

γ

〉
. (17)

The relative sizes of the three contributions on the right-hand side are compared in
table 5, through the non-dimensional ratios <α, <β and <γ defined as (for instance)

<α ≡
〈(

∂φ

∂xα

)2

α

〉/〈
∂φ

∂xi

∂φ

∂xj
sij

〉
. (18)

It can be seen that <γ is positive and the largest in magnitude whereas <α and <β

are negative. In general, these ratios are seen to decrease in magnitude with Schmidt
number at a given Reynolds number, although the effects of Schmidt number are
seen to become weaker at high Reynolds numbers. In addition, for Schmidt numbers
1
8

and 1
4

(but not 1), these ratios appear to decrease in magnitude with Reynolds
number.

A characteristic timescale for the rate of nonlinear scalar gradient amplification
can be defined by

τa = −〈χ〉
/

4Dφ

〈
∂φ

∂xi

∂φ

∂xj
sij

〉
, (19)

where the minus sign is needed to obtain a positive value. The data in table 5 sug-

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/S

00
22

11
20

00
00

32
07

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/S0022112000003207


46 P. Vedula, P. K. Yeung and R. O. Fox

Grid 2563 2563 2563 2563 2563 2563 2563 5123 5123

Rλ 38 38 90 90 90 141 141 243 243
Sc 1

4
1 1

8
1
4

1 1
8

1 1
8

1
<α −0.371 −0.296 −0.359 −0.320 −0.291 −0.328 −0.298 −0.310 −0.301
<β −0.047 −0.036 −0.040 −0.036 −0.032 −0.037 −0.034 −0.034 −0.033
<γ 1.418 1.332 1.399 1.356 1.323 1.365 1.332 1.344 1.334
τa/τη 1.665 1.499 1.652 1.539 1.480 1.615 1.563 1.527 1.534

Table 5. Statistical measures of the amplification term. The ratios <α, <β and <γ are defined in § 4
(equation (18)). The non-dimensional timescale characterizing the amplification process is denoted
by τa/τη (defined in equation (19)).
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Figure 8. Conditional scalar dissipation rate 〈χ|Z〉, normalized by the unconditional mean 〈χ〉 for
three different cases: e, Rλ 90, Sc = 1

8
; 4, Rλ 243, Sc = 1

8
; �, Rλ 243, Sc = 1.

gests that this timescale is approximately universal when normalized by Kolmogorov
variables, with τa/τη ≈ 1.6 for all Reynolds and Schmidt numbers in the data. This
apparent universality will be used in § 5 to model the conditional average of the rate
of amplification of scalar dissipation in terms of the conditional scalar dissipation
(〈χ|Z〉).

4.2. Scalar dissipation and conditional averages

As noted in § 2, the conditional scalar dissipation (given the energy dissipation) is a
key quantity in the LSR model. In our simulations, this is calculated as 〈χ|Z〉 where
Z is (see equation (15)) the standardized fluctuation of ln ε. Results for three different
Reynolds and Schmidt number combinations are shown in figure 8, normalized by
the unconditional expectation, 〈χ〉. We observe that, at low values of Z , the curves are
nearly flat, which suggests that, in regions of low strain rate, scalar dissipation and
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energy dissipation are almost statistically independent. It can be seen that from Z ≈ 0
onwards, the conditional scalar dissipation increases strongly with energy dissipation,
although results at Z ∼ 3 or higher are subject to considerable sampling uncertainties
(of the type noted in § 3). Nevertheless, our results are consistent with Overholt &
Pope (1996), despite the use of a different conditioning variable (Z , instead of ε/〈ε〉).
Sensitivity to Reynolds number and Schmidt number appears to be only modest in
the range −2 6 Z 6 2 which contains most of the samples.

Additional calculations show that, on the whole, the scalar dissipation rate and the
energy dissipation rate are only weakly (but positively) correlated. For instance, for
Rλ 243 at Sc = 1

8
the correlation coefficient between the logarithms of ε and χ was

found to be only about 0.16, which is comparable to values obtained in experiments
(Meneveau et al. 1990; Zhu, Antonia & Hosokawa 1995) where (also in Mydlarski
& Warhaft 1998b) one-dimensional surrogates of energy and scalar dissipation rates
were employed. In both DNS and experiments, this weak yet positive correlation is
mainly due to contributions from regions of high local strain rate.

The lack of a strong correlation between ε and χ can, in part, be explained by
the nature of the mechanistic relation between these two variables. The alignment
properties shown in figure 7 suggest that if, at a given time, two fluid particles have
the same χ, but different values of Z (and ε), we would expect the one with larger Z to
have, through an effect of gradient amplification in the scalar dissipation equation, a
higher χ at the next time instant. In other words, Z is a predictor of the rate of growth
of χ, not of its instantaneous magnitude. In addition, the effect of the dissipation
term on the rate of growth must also be considered, that is, whether dissipation is
stronger or weaker than amplification when Z is large. To answer this question, it is
necessary to investigate the budget of terms (from equation (2)) contributing to the
rate of change of dissipation, given Z as the conditional variable.

The equation for the evolution of scalar dissipation rate conditioned on the energy
dissipation rate follows from (2) as〈

∂χ

∂t

∣∣∣∣Z〉 = −4D2
φ

〈(
∂2φ

∂xi∂xj

)2
∣∣∣∣∣Z
〉
− 4Dφ

〈
∂φ

∂xi

∂φ

∂xj
sij

∣∣∣∣Z〉
+Dφ

〈
∂2χ

∂xi∂xi

∣∣∣∣Z〉−〈 ∂uiχ∂xi

∣∣∣∣Z〉− 4Dφ

〈
∂φ

∂xj

∂ui

∂xj

∣∣∣∣Z〉 ∂Φ

∂xi
, (20)

where, for convenience, we have moved the turbulent transport term to the right-hand
side. We use data obtained from DNS to understand the relative contributions of
each of the terms on the right-hand side – namely molecular dissipation, nonlinear
stretching, molecular transport, turbulent transport, and mean-gradient coupling. It
should be emphasized that although in homogeneous turbulence transport terms
have zero unconditional means, they can still contribute significantly to conditional
averages. In figure 9, we show all five contributions on the right-hand side (A to E,
respectively), as well as their total (line F, for the left-hand side) for selected Reynolds
numbers and Schmidt numbers. (Because of resolution limitations concerning higher-
order terms, we show here data for Sc = 1 at Rλ 90 instead of Rλ 243 which
was used in previous figures.) The data are all non-dimensionalized by the factor
Λ = 〈φ2〉/[τη(K/〈ε〉)] which is a known parameter in the LSR model and is thus
a convenient choice for comparisons in later work. For reference in the discussion
below, the unconditional means of terms other than transport are listed in table 6 for
all cases in the simulations.

Several features common to all parts of figure 9 can be identified. At low values
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Figure 9. (a) Budget of terms in equation (20) at Rλ 90 and Sc = 1
8
: lines A–E denote the respective

terms on the right-hand side, while F is their sum (on the left-hand side). All terms are normalized
by the factor Λ as defined in the text. Dashed line is drawn at zero for comparison. (b) Same as (a),
but at Rλ = 243 and Sc = 1

8
. (c) Same as (a), but at Rλ = 90 and Sc = 1.

of Z , each of the five physical processes on the right-hand side of (20) show little
dependence on Z (with relatively flat curves), with molecular dissipation (line A)
being negative and the largest in magnitude. However, at large values of Z , the
functional dependences become much stronger. Nonlinear stretching (line B), which
is most sensitive to the alignment between scalar gradients and strain rates, is positive
and, in general, the term of largest magnitude – which also rises rapidly with Z . The
turbulent transport term (D) is generally small, except possibly at Z & 3 where
sampling uncertainties dominate. Line F representing the sum of terms A to E
is also seen to be close to zero, implying a strong degree of mutual cancellation
between competing effects. Although the vanishing of line F is not guaranteed, in
view of statistical stationarity, the small values obtained for it can – as far as (20)
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Grid 2563 2563 2563 2563 2563 2563 2563 5123 5123

Rλ 38 38 90 90 90 141 141 243 243
Sc 1

4
1 1

8
1
4

1 1
8

1 1
8

1
Dissipation −2.022 −1.286 −2.145 −1.901 −1.457 −2.053 −1.556 −1.922 −1.632
Stretching 1.594 1.183 1.920 1.791 1.441 1.948 1.545 1.897 1.623
Mean gradient 0.404 0.085 0.249 0.130 0.034 0.126 0.020 0.038 0.007
Left-hand side −0.024 −0.018 0.024 0.020 0.018 0.021 0.009 0.013 0.000

Table 6. Unconditional averages (normalized by Λ ≡ 〈φ2〉/[τη(k/〈ε〉)]) of terms corresponding to
those in the conditional evolution (equation (20)) for scalar dissipation rate. Unconditional averages
for the molecular and turbulent transport terms are zero due to homogeneity.

is concerned – be interpreted as an indicator of the overall statistical quality of our
results.

Comparison of figures 9(a), 9(b) and 9(c), indicates that molecular transport (line C)
and mean-gradient coupling (E) terms in the above are subject to a more systematic
dependence on Reynolds number and Schmidt number than the others. It is significant
that molecular transport (as well as turbulent transport) is negative at large Z , since
(as suggested by figure 8) the corresponding values of χ are likely to be above the
mean, and the physics of transport is (on average) to cause large local values of χ to
decrease towards the unconditional mean value. In figure 9(a), conditional molecular
transport is seen to be very significant at relatively low Rλ and Sc, in fact, possibly
stronger than conditional molecular dissipation in the large Z limit. However, in
line with usual expectations, comparison with figures 9(b) and 9(c) shows that this
transport effect indeed becomes weaker at both higher Rλ and Sc.

In a similar way, comparison of figures 9(b) and 9(c) with figure 9(a) shows that the
mean gradient coupling term is significant for low Reynolds numbers and Schmidt
numbers, but becomes vanishingly small at high Reynolds numbers and Schmidt
numbers. This can be attributed to the fact that this term depends on the correlation
between components of velocity and scalar gradient fluctuations in the direction of
the imposed mean scalar gradient. As noted elsewhere (e.g. Yeung 2001) a non-zero
value for this correlation signifies a departure from local isotropy for the scalar field,
and this correlation is found to become weaker at high Rλ and Sc.

The result noted above appears to suggest that the scalar field becomes more
nearly locally isotropic at higher Rλ (and Sc) at the second-moment level for scalar
gradients. However, caution is necessary since deviations from local isotropy may
still persist in other measures, including higher-order moments of scalar gradient
fluctuations parallel vs. perpendicular (∇‖φ and ∇⊥φ) to the imposed mean gradient.
Indeed, consistent with other literature (Sreenivasan 1991; Shraiman & Siggia 1996;
Warhaft 2000), the skewness of ∇‖φ in our results at Sc = 1 is at order one without
systematic variation for all Reynolds numbers simulated. Furthermore, as in Yeung
(1998, table 1 therein) a significant difference in the flatness factors of ∇‖φ and ∇⊥φ
also appears to be sustained with increasing Reynolds number.

Table 6 shows data for the balance of terms in the equation for the (unconditional)
mean scalar dissipation rate (〈χ〉), where the transport terms vanish as a result of
homogeneity. A comparison of the remaining terms indicates that at high Reynolds
number the mean scalar dissipation evolves essentially as a balance between nonlinear
amplification by strain-rate fluctuations and dissipation by molecular diffusivity. In
particular, the normalized amplification term increases with Rλ whereas the mean
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Figure 10. Profiles of the coefficient of CB for different Reynolds numbers and Schmidt numbers:
lines A and B represent Rλ 38 at Sc = 1

4
, 1; lines C–E for Rλ 90 at Sc = 1

8
, 1

4
, 1; lines F and G for

Rλ 141 at Sc = 1
8
, 1; and lines H and I for Rλ 243 at Sc = 1

8
, 1.

gradient term decreases. On the other hand, given that the alignment between scalar
gradients and principal strain rates (in figures 6 and 7) shows little sensitivity to
Schmidt number, it may seem surprising that the magnitude of the normalized
stretching term decreases with Schmidt number. This can be explained readily by
noting that the choice of normalization factor plays a role: if the large-eddy timescale
K/〈ε〉 in the normalization were replaced by the scalar dissipation timescale 〈φ2〉/〈χ〉,
the normalized quantities would differ by a factor equal to the mechanical-to-scalar
timescale ratio (rφ, which is listed in table 3). Because (as in Yeung 2001) this timescale
ratio decreases significantly with Schmidt number, such a change in normalization
would produce a slight increase in the non-dimensional stretching term.

Further information on the conditional stretching term appearing in (20) and
figure 9 can be obtained by using a principal axes decomposition (in a manner
similar to equation (17)) and comparing the contributions from different principal
strain directions. The conclusion obtained is qualitatively very similar to that already
known from the above: namely that – except at low values of Z – the dominant
contribution comes from the most compressive strain rate.

5. Model development
In this section, we focus on modelling aspects, including a priori assessment of

model assumptions (especially equations (11)–(13)) and the subsequent evaluation of
model results based on modifications suggested by the DNS data. In particular, we
investigate whether the quantities CB , γD and Cd in the LSR model can indeed be
treated effectively as constants for modelling purposes, and (if not) what alternative
functional forms may be appropriate.
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We begin by examining the modelling assumption introduced in the LSR model
via equation (11). (It should be noted that the model coefficient CB here corresponds
to 2(CS − CD) ≈ 2CS in equation (74) of Fox 1997, where an attempt was made to
capture the behaviour of the gradient-amplification term based on scaling arguments.)
In figure 10, we show DNS data on the dependence of CB (computed from the other
terms in equation (11)) on the energy dissipation rate, for all Reynolds numbers and
Schmidt numbers. The data appear to show little systematic dependence on either Rλ
or Sc. In addition, it is clear that CB is not a constant and needs to be described by
a modified functional form. In Fox (1997), CS was taken to be 0.5 (corresponding
to CB = 1.0) based on the assumptions that (i) the intermediate principal strain rate
(β) is always negligibly small compared to the most compressive strain rate (γ), (ii)
the fluctuating scalar gradient is perfectly aligned with the eigenvector eγ , and (iii)
the degree of alignment is independent of the energy dissipation rate. However, DNS
data show that the PDF of intermediate strain rate (figure 5) has a significant spread,
and although there is a tendency for preferential alignment of the scalar gradient
with eγ (figure 6) this alignment is far from perfect and depends on Z (figure 7).
Nevertheless, from a modelling point of view, it is still fortunate that the observed
insensitivity of the CB profile to Rλ and Sc suggests that a suitably revised model
formulation may have applicability extending over wide parameter ranges.

Using an approach similar to that discussed above, we can determine the dependence
of the model coefficients γD and Cd appearing in equations (12) and (13) for all values
of Rλ and Sc from the DNS data. Again, we find from the corresponding plots (not
shown) that these quantities have a significant dependence on the energy dissipation
as well as a remarkable degree of universality, which suggests that a single fit to
the data should lead to reasonable model results, at least within the DNS parameter
range covered in this work. The details of the fitting procedure adopted are described
in the Appendix. It should be noted that this observed universality (which is, however,
less satisfactory for Cd) is contingent upon the choice of the cutoff wavenumber κD
(as discussed in § 2) which is involved in the calculation of the filtered conditional
scalar variance 〈φ2|ε〉D in (12) and (13). In other words, the success of this ‘scaling’
also indicates that the current specification of κD is largely successful in capturing the
dependence of the underlying physics on Reynolds and Schmidt numbers.

Using the new specification of CB , Cd and γD (as functions of Z) as discussed
above, we can now make comparisons between results from the revised model and
from DNS. Figure 11 shows a term-by-term comparison of the ‘budget equation’ for
the rate of change of scalar dissipation given the energy dissipation for case Rλ 90
at Sc = 1. (This case is chosen because the higher-Reynolds-number data for the
conditional dissipation budget are less reliable.) The normalization factor (Λ) chosen is
the same as in figure 9. However, a different grouping of terms is used, corresponding
to the model formulation in equations (8) and (11)–(13): namely, that (i) molecular
transport and dissipation are combined into one (line A for model, E for DNS), and
(ii) unsteady and turbulent transport terms are lumped together to form the material
derivative (lines D, H). Nonlinear stretching (B, F) and mean-gradient coupling (C,
G) are still considered separately. We observe that the agreement between the model
(lines A to D) and DNS (E to H, in the same order) is good overall, especially for the
stretching term (lines B and F). A reasonable degree of agreement is also achieved
for the mean gradient term (lines C and G) and combined effects of molecular
destruction and molecular transport (lines A and E). Some discrepancies can be seen
for the material derivative (D and H), which can result from a cumulative effect of
smaller departures for each of the several contributing terms. As discussed in the
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Figure 11. Comparison between model and DNS results for Rλ 90, Sc = 1. The model predictions
of the combined effects of molecular destruction and molecular transport (A), stretching (B),
mean gradient contribution (C) and their sum (D) compared with their DNS counterparts (E–H,
respectively). All terms are normalized by Λ, as discussed in the text.
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Figure 12. Profiles of the normalized conditional scalar flux for four different cases: A, Rλ 90,
Sc = 1

8
; B, Rλ 90, Sc = 1; C, Rλ 243, Sc = 1

8
; D, Rλ 243, Sc = 1.
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Figure 13. Normalized conditional scalar variance, for the same conditions as in figure 12.

Appendix, the chosen model form for the coefficient Cd underpredicts the DNS value
in the data at Rλ 243, which would also cause the molecular terms to be less accurate.

To complete the model formulation, we must also consider the assumptions made
(i.e. equations (6) and (7)) concerning production (by scalar flux) and molecular
transport terms in the conditional scalar variance equation (equation (4)). In figure 12,
we show the behaviour of the conditional scalar flux, normalized by its unconditional
mean (〈u1φ〉) for two values of Reynolds and Schmidt numbers. This scalar flux is
non-trivial only in the direction (x1) of the imposed mean scalar gradient. We observe
that, at low Z , 〈u1φ|Z〉 is larger than its own unconditional value and also relatively
flat, whereas at high Z , it decreases steadily in a roughly linear fashion. A possible
interpretation is that the scalar flux is dominated by the large scales in both the
velocity field and the scalar field, whereas the intense velocity gradients implied by
high Z usually occur in regions where the velocity fluctuations are themselves small
in magnitude. Subject to a small dependence on the Reynolds number, it is clear
that deviations from equation (7) (a straight line at unity in figure 12) are sufficiently
strong to require a new model.

The argument made above concerning dominance of the large scales can also
be applied to the (unfiltered) conditional scalar variance 〈φ2|Z〉, which is shown in
normalized form in figure 13. The curves seen here are indeed similar to those in figure
12, with perhaps a greater degree of universality. Physically, together with figure 8, we
can say (as predicted in Fox 1997) that regions of high energy dissipation rate are more
likely to be associated with regions of high scalar dissipation, resulting in low values
of scalar variance and vice versa. From a modelling point of view, the similarities
noted here can be exploited to suggest that 〈u1φ|Z〉/〈u1φ〉 ∼ 〈φ2|Z〉/〈φ2〉, where,
because each quantity is normalized by its unconditional mean, the proportionality
constant involved should be of order unity. Indeed, as shown in figure 14, the ratio of
the normalized conditional scalar flux and normalized conditional scalar variance is
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Figure 14. Ratio of the normalized conditional scalar flux to normalized conditional scalar
variance, for the same conditions as in figure 12.

seen to be near unity for all Z . Consequently, we arrive at the following modification
in the mean gradient term in equation (4): to replace the closure in equation (6) with

〈uiφ|ε〉 =
〈φ2|ε〉
〈φ2〉 〈uiφ〉. (21)

We turn next to the closure for the conditional diffusion in equation (5), which is
represented by the conditional Laplacian of φ2. A principal axes decomposition similar
to that for scalar gradient alignment (§ 4.1) shows that the conditional Laplacian is
also, through the second derivatives of φ, dominated by contributions associated with
the most compressive strain rate. In figure 15, it can be seen that the conditional
Laplacian is nearly insensitive to Z for small values of Z , but increases strongly
with larger Z , and more rapidly than that for the right-hand side of equation (7).
Furthermore, because the Laplacian resides mainly at small scales whereas the scalar
variance is mainly in the large scales, it seems important to include a small-scale
conditional average in a model for the Laplacian. Following these observations, we
have therefore modified the closure by replacing equation (7) with〈

Dφ
∂2φ2

∂xi∂xi

∣∣∣∣ ε〉 = f∗D
〈χ〉
〈φ2〉

(
〈φ2〉〈χ|ε〉〈χ〉 − 〈φ

2|ε〉
)
, (22)

where the new model coefficient f∗D is used to take account of the Schmidt number
dependence seen in figure 15. Within our Reynolds and Schmidt number range, we
find that f∗D is well represented by the expression f∗D = 1 − exp(−fD/

√
Sc), where

fD = 0.466 and the functional form is chosen to guarantee that f∗D always remain
positive.

To conclude this section, the new model for the conditional scalar variance derived
from DNS data in the case of the statistically stationary mixing is (with f∗D specified
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Figure 15. Comparison between model (A) and DNS (B) for the normalized conditional Laplacian
of φ2 for different cases: (a) Rλ 90, Sc = 1

8
; (b) Rλ 90, Sc = 1 and (c) Rλ 243, Sc = 1

8
.

as above)〈
Dφ2

Dt

∣∣∣∣ ε = ε∗
〉
LSR

= − 〈χ〉〈φ2〉
(

2〈uiφ〉
〈χ〉

∂Φ

∂xi
+ f∗D

)
〈φ2〉∗ − (1− f∗D) 〈χ〉∗. (23)

The balance of production and dissipation for the scalar fluctuations allows this to
be simplified further to〈

Dφ2

Dt

∣∣∣∣ ε = ε∗
〉SS
LSR

= 〈χ〉 (1− f∗D)(〈φ2〉∗
〈φ2〉 −

〈χ〉∗
〈χ〉
)
. (24)

This expression supersedes (4) as a model for the exact (5).

6. Conclusions
In this paper, we have used data from direct numerical simulations to investigate

the physical mechanisms underlying the dynamics of the molecular dissipation fluctu-
ations of passive scalars transported in stationary isotropic turbulence at Taylor-scale
Reynolds numbers up to about 240. The scalar fields are statistically stationary, with
production by uniform mean gradient and are at Schmidt numbers ranging from 1

8
to

1. Physical insights derived from the DNS data are further used to perform Eulerian
a priori testing and development of the Lagrangian spectral relaxation model of Fox
(1997, 1999). Special attention is paid to the behaviour of various conditional averages
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given the local fluctuations in energy dissipation rate. To help alleviate some sampling
difficulties in the conditional statistics we make considerable use of the logarithm of
the energy dissipation, which is approximately Gaussian distributed.

Consistent with known results in the literature, PDFs and moments in the DNS data
indicate that scalar dissipation fluctuations are highly intermittent. This is especially
true at high Reynolds numbers and Schmidt numbers, although even at Sc = 1

8
we

find that the scalar dissipation is more intermittent than the energy dissipation rate.
Furthermore, regions of intense scalar dissipation tend to occur locally in narrow
but elongated zones, whereas, in contrast, the energy dissipation has a less defined
structure in space. Only a modest degree of overlap in space is observed between
zones of intense activity for these variables.

The primary mechanism for production of scalar dissipation fluctuations is the
nonlinear amplification of scalar gradients by strain rate fluctuations, which is best
studied in the coordinate frame defined by the principal strain rates. Through the PDF

of the normalized intermediate strain rate β̂, it is seen that the distribution of principal
strain rates is nearly universal, with the most probable ratio among the three principal
strains being close to the 3 : 1 :−4 result of Ashurst et al. (1987) which was inferred
from earlier DNS data at lower Reynolds number. The scalar gradient fluctuations
are preferentially aligned with the most compressive strain rate, with the degree
of alignment increasing slightly with both Reynolds number and Schmidt number.
Conditional averaging used to examine the sensitivity of this preferential alignment to
the local flow structure shows that this alignment is strongest in regions of high energy
dissipation, but nearly absent in regions of low energy dissipation. A timescale (τa,
equation (19)) used to characterize the rate of this nonlinear gradient amplification
process is found to be approximately universal, at about 1.6 Kolmogorov timescales.

The present DNS data have been used to analyse the budget of the evolution
equation of scalar dissipation conditioned on energy dissipation. We observe that the
same characteristic of neutral behaviour at low ε, but rapid increase in magnitude
at high ε (noted for gradient alignment), also applies to the conditional scalar dissi-
pation, as well as to each of the contributing terms (molecular destruction, nonlinear
amplification, molecular transport, turbulent transport and mean gradient coupling)
in equation (20). Nonlinear amplification and molecular destruction are always im-
portant, with the former being of the largest magnitude (and positive). Although in
homogeneous turbulence, transport terms have zero unconditional means, they are
non-trivial in conditional sample space. In particular, we find molecular transport to
be very significant (and negative at large ε), although its effect does become weaker
with increasing Rλ and Sc. The mean gradient term is small, especially at increasing
Rλ and Sc where the scalar field is closer to being locally isotropic at the second-
moment level (although remaining anisotropic in higher-order moments of the scalar
gradients). At high Re and Sc, although resolution limitations make some of budget
terms unreliable, our data do suggest an approximate balance between nonlinear
amplification by fluctuating strain rates and destruction by molecular diffusivity.

The present DNS data have also been used to assess the validity of several
assumptions (equations (11)–(13), (6) and (7)) stated in § 2 as part of the LSR model.
The data shows clearly that the coefficients CB , Cd and γD used in the modelling of
conditional scalar dissipation equation should be generalized from being constants
to depending on the energy dissipation rate, but also that these parameters can be
usefully described by a single functional form for all Reynolds and Schmidt numbers
covered in the simulations. After applying the results of a curve-fitting procedure
(described in the Appendix), we find that good agreement is obtained between the

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/S

00
22

11
20

00
00

32
07

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/S0022112000003207


Dynamics of scalar dissipation in isotropic turbulence 57

p6 p5 p4 p3 p2 p1 p0

CB 0.0004 0.0012 −0.0032 −0.0176 −0.0040 0.1572 0.4988
Cd −0.0022 0.0000 0.0305 0.0033 −0.1976 −0.3419 3.3589
γD 0.0002 0.0005 −0.0008 −0.0016 0.0253 0.1285 0.5780

Table 7. Coefficients of sixth-order polynomials describing the ‘best fit’ curves for CB , Cd and γD in

the range −2 < Z < 2. The sixth-order polynomial is denoted by
∑6

k=0 pkZ
k .

results from DNS and model predictions for the conditional scalar dissipation budget
equation. Finally, new closures for the conditional scalar flux (equation (21)) and the
conditional scalar diffusion (equation (22)) were introduced, with both of these leading
to significant improvements for the modelling of the conditional scalar variance.

In summary, in this work, we have obtained a detailed physical understanding of
the dynamics of scalar dissipation fluctuations, and also demonstrated the use of DNS
data for modelling in an a priori manner. However, because the ultimate test of the
Lagrangian spectral relaxation model is in the comparison of Lagrangian statistics
with DNS (Yeung 2001), it is clear that more work remains to be done. Furthermore,
it should be both interesting, and challenging, to extend this work to the case of
multiple scalars with different molecular diffusivities, as well as to unsteady mixing
with non-premixed initial configurations which are typical in combustion problems.

The authors gratefully acknowledge support by the National Science Foundation via
Grants CTS-9705678 (PKY) and CTS-9996242 (ROF). Additional partial support was
provided by NSF cooperative agreement ACI-9619020 through computing resources
provided by the National Partnership for Advanced Computational Infrastructure at
the San Diego Supercomputer Center.

Appendix. Curve fits for model coefficients
Ideally, the best way to modify (say) equation (11) would be to search for a new

analytical functional form of the model expression such that a new constant and
universal model coefficient would emerge. A significant amount of effort was indeed
expended in this direction, taking into account the requirements of dimensional
consistency (such as replacing the conditional dissipation by its unconditional value,
and vice versa), but unfortunately with no clearly positive results. Consequently, we
have chosen to use a phenomenological approach, whereby the functional forms of
CB , Cd and γD are determined numerically by a curve-fitting of the DNS data for a
range of Rλ and Sc. The ‘best fit’ curves for each of these terms are shown in figure
16. Owing to uncertainties involved in conditional sampling at extreme values of Z
(see § 3), we make direct use only of data points in the range −2 6 Z 6 2. A sixth-
order least-square polynomial is first evaluated based on the DNS data points in this
interval, and subsequently extended beyond this range by specifying certain limiting
behaviours considered to be appropriate for Z < −2 and Z > 2. The coefficients of
the sixth-order polynomials describing the ‘best fit’ curves, in the range −2 6 Z 6 2,
are listed in table 7.

In devising the model functional forms, care is taken to ensure that the resulting
model satisfies realizability constraints, in the sense that the predicted values of the
molecular destruction and nonlinear amplification terms should at least have the
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Figure 16. Profiles of fitted model parameters in the evolution equation for the scalar dissipation
rate: (a) CB , (b) Cd, and (c) γD .

correct signs for all Z . In the case of CB (figure 16a), we specify an exponential fall-
off for the range Z < −2 and exp(−z2) variation for Z > 2. These functional forms
at extreme values of Z are observed to give good agreement between model and DNS
data, besides satisfying realizability constraints. For the same reasons, we assume
the variation of Cd (figure 16b) to be linear for Z < −2, with stretched exponential
(exp(−z0.1)) decay to the asymptotic value of 1 for Z > 2. This lower limit of Cd is
chosen to ensure that the molecular dissipation term remains negative in the model
equation for 〈χ〉∗/〈φ2〉∗D . For γD (figure 16c), we assume a constant for Z < −2 and
a quadratic behaviour for Z > 2, in order to obtain good agreement between DNS
and model results. These assumed limiting behaviours can be summarized as:

CB = C1 exp(−β1Z)

Cd = m1Z + c1

γD = 0.4177

 for Z < −2,

where C1 = 0.5912, β1 = −0.4532, m1 = −0.0655 and c1 = 3.7121; and

CB = C2 exp(−α1(Z − a1)
2)

Cd = 1 + C3 exp(−β2Z
δ)

γD = e1Z
2 + f1

 for Z > 2,

where C2 = 0.6656, α1 = 0.0527, a1 = 1.7349, C3 = 1.04× 104, β2 = 8.4203, δ = 0.1,
e1 = 0.0663 and f1 = 0.6739.
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Finally, we note that the DNS data for Cd exhibit a dependence on Rλ that is
not reflected in the model given above. Indeed, at Rλ 243, we find that Cd ≈ 3 for
nearly all values of the energy dissipation rate. This suggests that, at high Rλ, the
value Cd = 3 originally proposed by Fox (1997) based on the limiting behaviour
of purely diffusive, one-dimensional scalar fields can be safely used in the LSR
model.
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