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Abstract

We show that fractal percolation sets in Rd almost surely intersect every hyperplane abso-
lutely winning (HAW) set with full Hausdorff dimension. In particular, if E ⊂Rd is a reali-
sation of a fractal percolation process, then almost surely (conditioned on E �= ∅), for every
countable collection ( fi)i∈N of C1 diffeomorphisms of Rd , dimH

(
E ∩ (⋂i∈N fi (BAd)

))=
dimH (E), where BAd is the set of badly approximable vectors in Rd . We show this by prov-
ing that E almost surely contains hyperplane diffuse subsets which are Ahlfors-regular with
dimensions arbitrarily close to dimH (E).

We achieve this by analysing Galton–Watson trees and showing that they almost surely
contain appropriate subtrees whose projections to Rd yield the aforementioned subsets of
E . This method allows us to obtain a more general result by projecting the Galton–Watson
trees against any similarity IFS whose attractor is not contained in a single affine hyperplane.
Thus our general result relates to a broader class of random fractals than fractal percolation.

2020 Mathematics Subject Classification: 28A80, 60J80, 60D05, 11K60 (Primary); 37C45,
05C80 (Secondary)

1. Introduction

1·1. The set BAd.

The field of Diophantine approximations deals with approximations of real numbers and
vectors by rationals, where the idea is to keep the denominators as small as possible. A
theorem by Dirichlet implies that for every v ∈Rd , there exist infinitely many (P, q) ∈Zd ×
N, such that ∥∥∥∥v − P

q

∥∥∥∥
∞

<
1

q1+ 1
d

.

This result leads to one of the key definitions in the field - the badly approximable
vectors.
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656 YIFTACH DAYAN

Definition 1·1. A vector v ∈Rd is called badly approximable if there exists some c > 0,
s.t. for every (P, q) ∈Zd ×N, ∥∥∥∥v − P

q

∥∥∥∥≥ c

q1+ 1
d

.

The set of all badly approximable vectors in Rd is denoted by BAd .

Throughout this paper, ‖·‖ is the Euclidean norm, which is the only norm on Rd to be
considered from this point forward. Given x ∈Rd and r > 0,

Br (x) = {
y ∈Rd : ‖x − y‖ < r

}
,

and finally, given a set S ⊆Rd , and ε > 0, S(ε) is the ε-neighbourhood of S defined by S(ε) =⋃
x∈S

Bε (x). Note that using any other norm in Definition 1·1 would result in an equivalent

definition.
The set BAd is one of the most intensively investigated sets in the field of Diophantine

approximations. It is well known that BAd has Lebesgue measure 0. On the other hand, it
has Hausdorff dimension d, which makes it reasonable to surmise that it intersects various
kinds of fractal sets. Indeed, in recent years there has been a lot of interest, and many results,
about the intersection of BAd with fractal sets. A key result in this line of research is due to
Broderick, Fishman, Kleinbock, Reich and Weiss [3], which deals with the intersection of
BAd with a certain kind of fractals called hyperplane diffuse.

Definition 1·2. Given β > 0, a closed set K ⊆Rd is called hyperplane β - diffuse if the
following holds:

∃ξ0 > 0, ∀ξ ∈ (0, ξ0) , ∀x ∈ K , ∀L⊂Rd affine hyperplane,

K ∩ Bξ (x) \L(βξ) �= ∅.

A set is called hyperplane diffuse if it is hyperplane β - diffuse for some β.

This turns out to be a quite natural property for fractals and many interesting fractals
are known to be hyperplane diffuse, especially when they have some self similarity. see [6,
theorems 1·3–1·5] for some examples.

In [3] it was shown that if K ⊂Rd is hyperplane diffuse, then dimH (K ∩ BAd) > 0.
Moreover, if K is also Ahlfors-regular (defined below) then dimH (K ∩ BAd) = dimH (K ).

Definition 1·3. For any δ > 0, a measure μ on Rd is called δ-Ahlfors-regular, if ∃c1, c2 >

0 s.t. ∀ρ ∈ (0, 1), ∀x ∈ supp (μ),

c1ρ
δ ≤ μ

(
Bρ (x)

)≤ c2ρ
δ

and Ahlfors-regular if it is δ-Ahlfors-regular for some δ > 0. A set K ⊂Rd is called Ahlfors-
regular (resp. δ-Ahlfors-regular) if there exists an Ahlfors-regular (resp. δ-Ahlfors-regular)
measure μ on Rd s.t. supp (μ) = K .

This result became a main tool for studying intersections of BAd with fractals. The above
statement is in fact a corollary of a more general theorem, where the set BAd is replaced by
an arbitrary hyperplane absolute winning (HAW) set. These are sets which are winning in
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a certain game called the hyperplane absolute game, which we shall describe in Section 3.
Note that the set BAd is HAW [3]. Thus, the more general theorem is the following.

THEOREM 1·4. ([3]). Let K ⊂Rd be hyperplane diffuse. Then there exists a con-
stant C > 0, s.t. ∀S ⊆Rd HAW, dimH (K ∩ S) > C. Moreover, if K is Ahlfors-regular then
dimH (K ∩ S) = dimH (K ).

Two important properties of HAW sets are the following:

THEOREM 1·5 [3, proposition 2·3].

(i) Any countable intersection of HAW sets is HAW.
(ii) Any image of a HAW set under a C1 diffeomorphism of Rd is HAW.

Theorem 1·5 implies for example that if K ⊆Rd is hyperplane diffuse, then for every
sequence ( fn)n∈N of C1 diffeomorphisms of Rd , the intersection K ∩ (⋂i∈N fi (BAd)

)
has

positive Hausdorff dimension, and if K is also Ahlfors-regular then the Hausdorff dimension
of the intersection is maximal, i.e., equal to dimH (K ).

1·2. Random fractals

In this paper we deal with a natural model of random fractals which we will refer to as
Galton–Watson fractals. This model may be described as follows. Suppose we are given
a finite IFS � = {

ϕi :Rd →Rd
}

i∈	
of contracting similarity maps with attractor K (these

notions will be explained in more detail in Subsection 2·3. See also [9] for a good exposition

of this topic). � defines a coding map γ� : 	N →Rd given by γ� (i) =
∞⋂

n=1
ϕi1 ◦ ... ◦ ϕin (K ).

Note that γ�

(
	N
)= K . Let W be a random variable taking values in the finite set 2	. We

construct a Galton–Watson tree by iteratively choosing at random the children of each ele-
ment of the tree as realisations of independent copies of W , starting from the root, namely ∅.
By concatenating each child to its parent, this defines a random subset of the symbolic space
	N which we then project using γ� to yield a random fractal E ⊂Rd (which is contained in
K). See Figure 1 for an illustrative example.

Throughout the paper, we shall always assume that ∀i ∈ 	, P (i ∈ W ) > 0. Note that it
is possible that at some level of the tree, no element survives and the process dies out. If
this occurs we say that the process is extinct, and the resulting limit set is E = ∅. It is a
well known fact that unless |W | = 1 almost surely, E (|W |) ≤ 1 ⇐⇒ E = ∅ a.s. (see e.g.
[15, proposition 5·1 ]). The case E (|W |) > 1 is called supercritical and we shall assume
this property throughout this paper. Another important fact is that if � satisfies the open set
condition (abbreviated to OSC and will be defined in Subsection 2·3), then a.s. conditioned
on nonextinction dimH (E) = δ where δ is the unique number satisfying

E

(∑
i∈W

r δ
i

)
= 1,

and ri is the contraction ratio of ϕi for each i ∈ 	.
A specific example of Galton–Watson fractals that the reader should keep in mind is that

of fractal percolation (AKA Mandelbrot percolation) which we now describe. Fix some p ∈
[0, 1] and some integer b ≥ 2. Let E0 ⊆Rd be the unit cube. Divide E0 to bd closed subcubes
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The Sierpinski triangle The Galton-Watson fractal

Fig. 1. An approximate realisation of a Galton–Watson fractal which is constructed using an Iterated
Function System (IFS) whose attractor is the Sierpinski triangle, where W has the distribution of a Bernoulli
process on {0, 1}	 with parameter p = 0.8.

Fig. 2. A realisation of the first 4 steps of a fractal percolation process in R2 with b = 3 and p = 0.6.

of equal volume. Now, independently, retain each subcube with probability p or discard
it with probability 1 − p. Let E1 be the union of all surviving subcubes. Next, for each
surviving subcube in E1 we follow the same procedure. The union of all surviving subcubes
in this step will be denoted by E2. We continue in the same fashion to produce a nested
sequence E0 ⊇ E1 ⊇ E2 ⊇ · · · where each set Ei is the union of the surviving subcubes of
level i of the process. Eventually we take E = ⋂

i∈N
Ei . See Figure 2 for an example.

All the notions raised in this subsection will be defined in a more formal and detailed
manner in Section 2.

1·3. Main result and applications

1·3·1. Main theorem
A condition which will recur in this paper is that a Galton–Watson fractal is not a.s.

contained in an affine hyperplane. Such a Galton–Watson fractal will be referred to as
non-planar. Since we make the assumption that ∀i ∈ 	, P (i ∈ W ) > 0, non-planarity is
essentially a property of the underlying IFS. More precisely, if E is a supercritical Galton–
Watson fractal then E is non-planar iff the attractor of the underlying IFS is not contained in
an affine hyperplane. This fact as well as some other equivalent conditions to non-planarity
are proved in Proposition 3·9. Note that by definition non-planar Galton-Watson fractals are
supercritical.
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The main theorem of this paper is the following:

THEOREM 1·6. Let E be a non-planar Galton–Watson fractal w.r.t. a similarity IFS �.
Then a.s. conditioned on nonextinction,

∃C > 0, ∀S ⊂Rd HAW, dimH (E ∩ S) > C.

Moreover, if in addition � satisfies the OSC, then a.s. conditioned on nonextinction,

∀S ⊂Rd HAW, dimH (E ∩ S) = dimH (E) .

The reader should pay special attention to the order of the quantifiers in Theorem 1·6 (a.s.
∀S ⊂Rd ...) which is the stronger form as the collection of HAW sets is uncountable.

Since supercritical fractal percolation sets are non-planar and they correspond to IFSs
which satisfy the OSC, an immediate corollary of Theorem 1·6 is the following:

COROLLARY 1·7. Let E ⊆Rd be a limit set of a supercritical fractal percolation process.
Then a.s., conditioned on non-extinction, for every HAW set S ⊆Rd ,

dimH (E ∩ S) = dimH (E) .

The proof of Theorem 1·6 is interesting mainly because in many cases (fractal percolation
for example) the Galton–Watson fractal is a.s. not hyperplane diffuse (see [7, corollaries A·9,
A·10]). Therefore in order to prove Theorem 1·6 we prove the following:

THEOREM 1·8. Let E be a non-planar Galton–Watson fractal w.r.t. a similarity IFS �.
Then a.s. conditioned on nonextinction, E contains a hyperplane diffuse subset. Moreover,
if � satisfies the OSC, then a.s. conditioned on nonextinction, E contains a sequence of
subsets (Dn)n∈N, s.t. for each n ∈N, Dn ⊆ E is hyperplane diffuse and Ahlfors-regular, and
dimH (Dn) ↗ dimH (E) .

1·3·2. Application to BAd

Applying Theorem 1·6 to BAd , together with Theorem 1·5, yields the following immedi-
ate corollary.

COROLLARY 1·9. Let E be a non-planar Galton–Watson fractal w.r.t. a similarity IFS �.
Then a.s. conditioned on nonextinction, there exists a constant C > 0 s.t. for every ( fi )i∈N a
sequence of C1 diffeomorphisms of Rd ,

dimH

(
E ∩

(⋂
i∈N

fi (BAd)

))
> C.

Moreover, if in addition � satisfies the OSC, then a.s. conditioned on nonextinction, for
every ( fi )i∈N a sequence of C1 diffeomorphisms of Rd ,

dimH

(
E ∩

(⋂
i∈N

fi (BAd)

))
= dimH (E) .
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1·3·3. Absolutely non-normal numbers and a generalisation
Since Theorem 1·6 deals with any HAW set, one may consider other interesting sets which

are known to be HAW. One such set is the set of absolutely non-normal numbers.

Definition 1·10. Let 2 ≤ a ∈N. For x ∈R, let (x1, x2, ...) be the digital expansion of
the fractional part of x in base a. Then x is normal to base a if ∀n ∈N, for every word
ω ∈ {0, 1, ..., a − 1}n ,

lim
N→∞

1

N
(# occurrences of ω in x1, x2, ..., xN ) = a−n.

Following [5], x will be called an absolutely non-normal number if it is normal to no base
2 ≤ a ∈N. By ergodicity of Bernoulli shifts, the set of numbers in the unit interval which
are normal to every integer base has Lebesgue measure 1. However, in [3, theorem 2·6]
following the ideas of Schmidt [21], it was shown that the set of absolutely non-normal
numbers is HAW. In fact, a stronger result was proved - the set of points whose orbit under
multiplication by any positive integer (mod 1) is not dense is HAW.

A generalisation of this for higher dimensions is given by the following. Let Td =Rd/Zd

be the d - dimensional torus, and let π :Rd →Td be the projection map. For every matrix
R ∈ GLd (Q) with integer entries, and every point y ∈Td , we shall denote

E (R, y) =
{

x ∈Rd : y /∈ {π (Rk x
) : k ∈N

}}
.

PROPOSITION 1·11 [3, theorem 2·6]. For every nonsingular semisimple matrix with integer
entries R ∈ GLd (Q), and every point y ∈Td , E (R, y) is HAW.

In particular, lifting to Rd the set of points whose orbit under R is not dense in Td , yields
a HAW set. A further generalisation of this theorem which relates to lacunary sequences of
matrices may be found in [2, theorem 1·3].

COROLLARY 1·12. Let E be a non-planar Galton–Watson fractal w.r.t. a similarity IFS
�. Then a.s. conditioned on non-extinction, ∃C > 0 s.t. for every sequence of nonsingular
semisimple matrices with integer entries Ri ∈ GLd (Q), every sequence of points yi ∈Td ,
and every sequence ( fi )i∈N of C1 diffeomorphisms of Rd ,

dimH

(
E ∩

(⋂
i∈N

fi (E (Ri , yi ))

))
> C.

Moreover, if � satisfies the OSC, then a.s. conditioned on nonextinction, for every sequences
Ri , yi and fi as above,

dimH

(
E ∩

(⋂
i∈N

fi (E (Ri , yi))

))
= dimH (E) .

Note that in the special case of d = 1, under the above conditions, a.s. conditioned
on nonextinction, the Hausdorff dimension of the absolutely non-normal numbers in E
is bounded from below by some positive constant, and in case � satisfies the OSC, this
dimension is equal to dimH (E).
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1·4. Known results

In the special case of fractal percolation, a weaker version of Theorem 1·6 may be derived
by known results. This goes through the following theorem by Hawkes [11] (see also [18,
theorem 9·5]).

THEOREM 1·13. Let E be a limit set of a supercritical fractal percolation process with
parameters b,p. Let A ⊂ [0, 1]d be a fixed set s.t. dimH (A) + logb p > 0. Then

esssup dimH (A ∩ E) = dimH A + logb p.

Using Hawkes’ theorem it is not hard to get the following.

THEOREM 1·14. Let E be a limit set of a supercritical fractal percolation process and
let S ⊆Rd be a HAW set. Then a.s. conditioned on non-extinction,

dimH (E ∩ S) = dimH (E) .

The proof of Theorem 1·14 follows immediately from Theorem 1·13 once the following
general observation about HAW sets is made (see Remark 3·1): Let S ⊆Rd be HAW, and
consider the set

S̃ =
⋂

(r,q)∈Q×Qd

r S + q.

S̃ is also HAW, it is invariant under rational scaling and translations, and is contained in S.
The proof of Theorem 1·14 for S follows from the proof for S̃ which is now left as an

exercise for the reader.

Remark 1·15. Corollary 1·7 is stronger than Theorem 1·14 due to different order of the
quantifiers, where Corollary 1·7 provides information about intersections of the random
fractal in question with every HAW set simultaneously, which may not be obtained directly
from Theorem 1·14 since the collection of HAW sets is uncountable.

1·5. Structure of the paper

The main goal of this paper is to prove Theorem 1·6. It is proved as a corollary of Theorem
1·8 which will be the focus of this paper. The structure of the paper is as follows: in Section
2 we define trees as subsets of a symbolic space. Then, we turn to the random setup and
define Galton–Watson trees. We introduce some background and preliminary results. Then,
geometry comes into play and we present the projection of trees to the Euclidean space.
We introduce IFSs and the special case of fractal percolation. In Section 3 we define the
hyperplane absolute game and describe some related results. We then study the hyperplane
diffuse property in the context of iterated function systems and Galton–Watson fractals.
In Section 4, after some required preparations, we prove Theorem 1·8. Section 5 provides
some additional analysis of one of the tools that are used in the proof of Theorem 1·8, and
is included here for completeness.
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2. Galton–Watson processes

2·1. Preliminaries - symbolic spaces and trees

We shall now fix some notations regarding the symbolic spaces we are about to use.
Let A be some finite set considered as the alphabet. Denote A∗ = {∅} ∪ ⋃

n∈N
An , this is the

set of all finite words in the alphabet A, with ∅ representing the word of length 0. Given
a word i ∈A∗, we use subscript indexing to denote the letters comprising i , so that i =
i1 · · · in where ik ∈A for k = 1, ..., n. A∗ is considered as a semigroup with the concatenation
operation (i1 · · · in) · ( j1 · · · jm) = (i1 · · · in, j1 · · · jm) and with ∅ the identity element. The
dot notation will usually be omitted so that the concatenation of two words i, j ∈A∗ will
be denoted simply by i j . We will also consider the action of A∗ on AN by concatenations
denoted in the same way. We put a partial order on A∗ ∪AN by defining ∀i ∈A∗, ∀ j ∈
A∗ ∪AN, i ≤ j iff ∃k ∈A∗ ∪AN with ik = j , that is to say i ≤ j iff i is a prefix of j . Given
any i ∈A∗ we shall denote the length of i by |i | = n where n is the unique integer with
the property i ∈An . Given any i ∈A∗, the corresponding cylinder set in AN is defined as
[i] = {

j ∈AN : i < j
}
.

Definition 2·1. A subset T ⊆A∗ will be called a tree with alphabet A if ∅ ∈ T , and for
every a ∈ T , ∀b ∈A∗, b ≤ a ⇒ b ∈ T . We shall denote Tn = T ∩An for every n ≥ 1, and
T0 = {∅} so that T = ⋃

n≥0
Tn . We also denote for each a ∈ T , WT (a) = {i ∈A : ai ∈ T }. The

boundary of a tree T is denoted by ∂T and is given by

∂T = {
a ∈AN : ∀n ∈N, a1 · · · an ∈ Tn

}
.

The set of all trees with alphabet A will be denoted by TA ⊂ 2A∗
. A subtree of T ∈ TA is

any tree T ′ ∈ TA s.t. T ′ ⊆ T .

We continue with a few more definitions which will come in handy in what follows.
Given any set A ⊆A∗ and a ∈ A, we denote Aa = { j ∈A∗ : aj ∈ A}. Given a tree T ∈ TA

and a ∈ T some vertex of T , T a ∈ TA, and is called the descendants tree of a. The length
of a tree T ⊆A∗ is defined by length (T ) = sup {n ∈N \ {0} : Tn−1 �= ∅} and takes values in
N∪ {∞}. A basic observation in this context is that ∀T ∈ TA with length (T ) = ∞, ∂T �= ∅.

Definition 2·2. A finite set � ⊂A∗ is called a section if
⋃
i∈�

[i] =AN and the union is a

disjoint union. Given a tree T ∈ TA and a section � ⊂A∗ we denote T� = T ∩ �.
An obvious example of a section is An for any n ∈N. Sections will play an important role

in the proof of Theorem 1·8.

2·2. The random setup - Galton–Watson processes

Definition 2·3. Let A be some finite alphabet. Let W be a random variable with values
in 2A. Let (Wa)a∈A∗ be a (countable) collection of independent copies of W . We now define
inductively:

(i) T0 = {∅};
(ii) for n ≥ 1, Tn = ⋃

a∈Tn−1

{aj : j ∈ Wa} ⊆An .
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If at some point Tn = ∅, then for every l > n, Tl = ∅ and we shall say that extinction
occurred. Finally we denote T = ⋃

n≥0
Tn . We shall call the process T0,T1,T2, ... (and T as

well) a Galton–Watson process with alphabet A and offspring distribution W . We consider
T as a tree and refer to it as a Galton–Watson Tree (GWT). Note that T is a random variable
determined by the random variables (Wa)a∈A∗ . As mentioned in the Introduction, we shall
make the assumption that ∀i ∈A, P (i ∈ W ) > 0 (otherwise we may take a smaller alphabet
without affecting the law of T ).

By definition TA ⊂ 2A∗
. As sets, 2A∗ ≈

∞∏
n=0

2An
with the convention that A0 = {∅}, thus 2A∗

may be endowed with the product topology of
∞∏

n=0
2An

which is metrisable, separable and

compact (where each 2An
carries the discrete topology). With this topology, TA is a closed

subset of 2A∗
, and from this point forward TA will carry the topology induced by 2A∗

.
Given a finite tree L ⊂A∗, let [L] ⊂ TA be defined by

[L] = {
S ∈ TA : ∀n ∈N, Ln �= ∅ =⇒ Sn = Ln

}
.

These sets form a basis for the topology of TA and generate the Borel σ -algebra on TA which
we denote by B. By Kolmogorov’s extension theorem the Galton–Watson process yields a
unique Borel measure on TA which we denote by G W and is the distribution of the random
variable T . The careful reader will notice that all the events in this paper whose probability is
analyzed are in B. For any measurable property T ′ ⊆ TA, the notation P

(
T ∈ T ′) means

G W
(
T ′).

For each n ≥ 0, we denote Zn = |Tn|. We note that the usual definition of a Galton–Watson
process (as defined e.g. in [15]) would be the random process (Zn)n≥1, but in our case it is
important to keep track of the labels as later on we are going to project these trees to the
Euclidean space (in the beginning of Subsection 2·3). Nevertheless, in some cases where the
labels aren’t important we shall refer to the process (Zn)n≥1 as a Galton–Watson process as
well.

Given a Galton–Watson process, we shall denote m =E (Z1). It is a basic fact that for
every n ≥ 1, E (Zn) = mn . As mentioned in Section 1, the process is called supercritical
when m > 1, in which case P (nonextinction) > 0.

The following is a basic result in the theory of Galton–Watson processes ([13], see also
[15, section 5·1]).

THEOREM 2·4. (Kesten–Stigum). Let (Zk)
∞
k=1 be a supercritical Galton–Watson pro-

cess, then Zk/mk converges a.s. (as k → ∞) to a random variable L, where E (L) = 1 and
L > 0 a.s. conditioned on nonextinction.

An immediate corollary of Theorem 2·4 is the following.

COROLLARY 2·5. Let (Zk)
∞
k=1 be a supercritical Galton–Watson process, then the

following holds.

∀ε > 0, ∃c > 0, ∃K0 ∈N, ∀k > K0, P

(
Zk

mk
> c | nonextinction

)
> 1 − ε.

The proof of Corollary 2·5 is standard and is left as an exercise to reader.
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The next proposition is a basic property of GWTs. Note that if T is a GWT, then for every
v ∈ T , the tree T v is itself a GWT with the same offspring distribution as T , and that for
v, w ∈ T which are not descendants of each other, T v and T w are independent.

PROPOSITION 2·6. Let T be a supercritical Galton–Watson tree with alphabet A and let
T ′ ⊆ TA be a measurable subset. Suppose that P

(
T ∈ T ′)> 0, then a.s. conditioned on

nonextinction, there exist infinitely many v ∈ T s.t. T v ∈ T ′.

Proof. By Corollary 2·5, given some ε > 0, there exists a constant c > 0 s.t.

P
(|Tk | > cmk | nonextinction

)
> 1 − ε

whenever k is large enough. Denote ρ = P
(
T ∈ T ′). Given any M > 0,

P
(∣∣{v ∈ Tk : T v ∈ T ′}∣∣ < M | nonextinction, |Tk | > cmk

)
≤ P

(
Bin

(
cmk, ρ

)
< M

)
≤ ρ (1 − ρ) cmk[

ρcmk − M
]2 −→

k→∞
0.

In the last inequality we used Chebyshev’s inequality assuming that k is large enough so that
ρcmk > M .

2·3. IFSs and projections to Rd

An iterated function system (IFS) is a finite collection {ϕi }i∈	 of self maps of Rd which
are Lipschitz continuous with Lipschitz constants smaller than 1. It is one of the most basic
results in fractal theory (due to Hutchinson [12]) that every IFS {ϕi }i∈	 gives rise to a unique
nonempty compact set K ⊂Rd which satisfies the equation K = ⋃

i∈	

ϕi K . The set K is called

the attractor of the IFS.
A map f :Rd →Rd is called a contracting similarity if there exists a constant r ∈ (0, 1),

referred to as the contraction ratio of f , s.t. ∀x, y ∈Rd, ‖ f (x) − f (y)‖ = r ‖x − y‖, so
that f is a composition of a scaling by factor r , an orthogonal transformation and a trans-
lation. In this paper we shall only discuss IFSs which are formed by contracting similarity
maps. Such IFSs will be referred to as similarity IFSs.

When analysing a similarity IFS � = {ϕi }i∈	 it is natural to work in the symbolic spaces
	N and 	∗. In view of the setup above, in the abstract setting of trees with alphabet A,
we will often assign weights to the alphabet {ri }i∈A. These weights will correspond to the
contraction ratios of similarity maps and therefore we shall always assume that ri ∈ (0, 1)

for every i ∈A.
Given an IFS {ϕi }i∈	, the identification between the symbolic spaces 	N, 	∗ and the

Euclidean space is made via the coding map γ� : 	N →Rd which is given by

γ� ( j) =
∞⋂

n=1

ϕ j1... jn (K ) , (2·1)
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where ϕ j1... jn = ϕ j1 ◦ ... ◦ ϕ jn . It may be easily seen that K = γ�

(
	N
)
. Moreover, given a tree

T ∈ 	∗, we may project the boundary of T to the Euclidean space using γ�, where

γ� (∂T ) =
⋃
j∈∂T

∞⋂
n=1

ϕ j1... jn (K ) =
∞⋂

n=1

⋃
i∈Tn

ϕi K . (2·2)

Note that for every compact set F ⊂Rd s.t. ∀i ∈ 	, ϕi F ⊆ F , we have

K =
∞⋂

n=1

⋃
i∈	n

ϕi F,

hence K ⊆ F and the decreasing sequence of sets

( ⋃
i∈	n

ϕi F

)∞

n=1

may be thought of as

approximating K . Since K ⊆ F , we may replace K with F in equations (2·1), (2·2) and the
equations will remain true.

An IFS {ϕi }i∈	 satisfies the open set condition (OSC) if there exists some nonempty open
set U ⊂Rd s.t. ϕiU ⊆ U for every i ∈ 	, and ϕiU ∩ ϕ jU = ∅ for distinct i, j ∈ 	. A set
U satisfying these conditions will be called an OSC set for �. In case an IFS � = {ϕi }i∈	

with contraction ratios {ri }i∈	 satisfies the open set condition, it is well known1 that the
Hausdorff dimension of the attractor of � is the unique number δ which satisfies the equation∑
i∈	

r δ
i = 1. For convenience, ∀i = i1 · · · in ∈ 	∗ we denote ri = ri1 · · · rin which is the

contraction ratio of the map ϕi . We also denote rmin = min {ri : i ∈ 	} and rmax =
max {ri : i ∈ 	}.

We shall now turn to the probabilistic setup.

Definition 2·7. Let � = {ϕi }i∈	 be a similarity IFS, and let W be some random variable
with values in 2	. Let T be a GWT with alphabet 	 and offspring distribution W , and finally
let E be the random set E = γ� (∂T ). The random set E will be called a Galton–Watson
fractal (GWF) w.r.t. the IFS � and offspring distribution W . We shall always assume that
E (|W |) > 1 so that the Galton–Watson process is supercritical.

The following theorem is due to Falconer [8] and Mauldin and Williams [16]. See also
[15, theorem 15·10] for another elegant proof.

THEOREM 2·8. Let E be a Galton–Watson fractal w.r.t. a similarity IFS � = {ϕi }i∈	

satisfying the OSC, with contraction ratios {ri }i∈	 and offspring distribution W. Then a.s.
conditioned on nonextinction, dimH E = δ where δ is the unique number satisfying

E

(∑
i∈W

r δ
i

)
= 1.

2·4. Fractal percolation

Fractal percolation (which was already described in Subsection 1·2) is an important spe-
cial case of GWFs. Its definition involves the following natural proability distribution on
finite sets.

1This was first proved by Moran for self-similar sets without overlaps in 1946 (see [17]). The form stated
here assuming the OSC was first proved by Hutchinson in 1981 (see [12]).
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Definition 2·9. Let A be some finite set, and p ∈ [0, 1]. A random subset Y ⊆ A is said
to have a binomial distribution with parameter p if

∀B ⊆ A, P (Y = B) = p|B| (1 − p)|A\B| .

In this case we denote Y ∼ Bin (A, p).2

In the framework described above, fractal percolation in Rd may be defined as follows.
Fix an integer b ≥ 2, and p ∈ (0, 1). Denote 	 = {0, 1, ..., b − 1}d , and consider the IFS
� = {ϕi }i∈	 where for every i ∈ 	, ϕi :Rd →Rd is the similarity map given by ϕi(x) =
(1/b)x + i/b. Finally, take E to be the GWF w.r.t. the IFS � and offspring distribution
W ∼ Bin (	, p). E is then considered a fractal percolation set.

Note that the IFS � clearly satisfies the OSC. Hence, in the supercritical case, Theorem
2·8 implies that a.s. conditioned on nonextinction,

dimH E = logb (m) ,

where m = pbd =E (|W |).

3. Hyperplane diffuse sets

3·1. The hyperplane absolute game

The hyperplane absolute game, developed in [3], is a useful variant of Schmidt’s game
which was invented by W. Schmidt in [21] and became a main tool for the study of BAd .

The hyperplane absolute game is played between two players, Bob and Alice and has one
fixed parameter β ∈ (0, 1/3). Bob starts by defining a closed ball B1 = Bρ1 (x1) ⊂Rd . Then,
for every i ∈N, after Bob has chosen a ball Bi = Bρi (xi ), Alice chooses an affine hyperplane
Li ⊂Rd and an εi ∈ (0, βρi), and removes the εi -neighbourhood of Li denoted by Ai =L(εi )

i

from Bi . Then Bob chooses his next ball Bi+1 = Bρi+1 (xi+1) ⊂ Bi \ Ai with the restriction on
the radius ρi+1 ≥ βρi . The game continues ad infinitum. A set S ⊂Rd is called hyperplane
absolute winning (HAW) if for every β ∈ (0, 1/3), Alice has a strategy guaranteeing that
∞⋂

n=1
Bn intersects S. Note that existence of such a strategy for some β ∈ (0, 1/3), implies the

existence of a strategy for every β ′ ∈ (β, 1/3).
Many interesting sets are known to be HAW (see e.g. [1, 10, 19]), including the set BAd [3,

theorem 2·5]. Note that HAW sets in Rd are always dense and have Hausdorff dimension d.
Also, as stated in Theorem 1·5, the HAW property is preserved under countable intersections
and C1 diffeomorphisms, which make these sets “large”. The following observation may be
found useful.

Remark 3·1. Let S ⊆Rd be HAW. Then for every countable group G of C1 diffeomor-
phisms of Rd , S contains a G - invariant set S̃ which is also HAW. Indeed, we may take
S̃ = ⋂

g∈G
gS, and by Theorem 1·5, S̃ is itself HAW. This property may be useful in some

cases, and as an example we already saw a use for this property in Theorem 1·14.

Although HAW sets are “large” in the senses mentioned above, as in the case of BAd ,
HAW sets may have Lebesgue measure 0.

2Note that the notation Bin (·, ·) will also be used for the usual binomial distribution as well, where the first
argument will be an integer and not a set.
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One of the main features of HAW sets is given in Theorem 1·4, which states, generally
speaking, that HAW sets intersect hyperplane diffuse sets.

3·2. Diffuseness in IFSs

Definition 3·2. Let � = {ϕi }i∈	 be a similarity IFS, and let F ⊂Rd be a non-empty
compact set s.t. ∀i ∈ 	, ϕi F ⊆ F . For any c > 0, we say that � is (F, c)-diffuse if ∀L⊆Rd

affine hyperplane ∃i ∈ 	 s.t. ϕi F ∩L(c) = ∅. Moreover, we say that � is F-diffuse if it is
(F, c)-diffuse for some c > 0.

Obviously, the attractor of � is a natural candidate for F in the definition above.

LEMMA 3·3. Let � = {ϕi }i∈	 be a similarity IFS whose attractor is denoted by K . Let
F ⊂Rd be as above, and c > 0.

(i) If � is (F, c)-diffuse, then � is also (K , c)-diffuse.
(ii) If � is (K , c)-diffuse, then ∀c′ ∈ (0, c), for a large enough n, the IFS {ϕi }i∈	n is

(F, c′)-diffuse.

Proof. (i) is trivial since K ⊆ F . (ii) follows directly from the fact that the decreasing
sequence of sets

⋃
i∈	n

ϕi F converges to K as n → ∞.

In view of the above, we say that � is c-diffuse if it is (K , c)-diffuse where K is the attractor
of �, and we say that � is diffuse if it is c-diffuse for some c > 0.

Given an IFS {ϕi }i∈	 in the background, we shall call a finite subset A ⊂ 	∗ diffuse (resp.
c-diffuse and (F, c)-diffuse) if the IFS {ϕi }i∈A is diffuse (resp. c-diffuse and (F, c)-diffuse).
Moreover, given a tree T ∈ T	, we say that T is diffuse (resp. c-diffuse and (F, c)-diffuse) if
for each i ∈ T , WT (i) is diffuse (resp. c-diffuse and (F, c)-diffuse). Note that a tree T ∈ T	

is diffuse iff it is c-diffuse for some c > 0.
The following lemma will be useful in what follows.

LEMMA 3·4. ∀A ⊆Rd , A is contained in an affine hyperplane ⇔

inf
{
ε > 0 : ∃L⊂Rd affine hyperplane s.t. A ⊆L(ε)

}= 0.

Proof. The implication (⇒) is trivial. For the other direction, assume that A is not con-
tained in an affine hyperplane. Then there exist x1, ..., xd+1 ∈ A which are not contained in
a single affine hyperplane, that is to say that the vectors v1 = x2 − x1, ..., vd = xd+1 − x1 are

linearly independent, so the matrix M =
⎛
⎝− v1 −

...

− vd −

⎞
⎠ is nonsingular. Since det(·) is a con-

tinuous function, small perturbations of M are still nonsingular, so for ε > 0 small enough,
no affine hyperplane intersects all the balls Bε (xi ) for i = 1, ..., d + 1, and there is no affine
hyperplane L⊂Rd , s.t. A ⊆L(ε).

PROPOSITION 3·5. Let � ={ϕi }i∈	 be a similarity IFS and let F ⊂Rd be a nonempty
compact set s.t. ϕi F ⊆ F for every i ∈ 	. Then � is (F, c)-diffuse for some c > 0 ⇔ for
every affine hyperplane L⊆Rd , there exists some i ∈ 	 s.t. ϕi F ∩L= ∅.
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Proof. The implication (⇒) is true by definition. For the other direction, assume that � is
not diffuse, i.e., � is not (F, c)-diffuse for any c. Take any decreasing sequence (cn) s.t.
cn ↘ 0. Then there exists a sequence of affine hyperplanes (Ln)n∈N s.t.

∀n ∈N, ∀i ∈ 	, ϕi F ∩L(cn)
n �= ∅.

Let C ⊂Rd be a closed ball containing F (c0) (hence intersecting all the affine hyperplanes
Ln), and denoteL′

n =Ln ∩ C for every n. Let �C be the space of non-empty compact subsets
of C . Equipped with the Hausdorff metric dH , this is a compact space. Hence, taking a
subsequence we may assume that L′

n → A for some A ∈ �C . By Lemma 3·4, A is contained
in some affine hyperplane L. Now, given ε > 0, taking n large enough s.t. dH

(L′
n, A

)
< ε/2

and cn < ε/2, we obtain L(ε) ∩ ϕi F �= ∅ for every i ∈ 	. Since this is true for every ε > 0
and each ϕi F is closed, this implies that L∩ ϕi F �= ∅ for every i ∈ 	.

The following Proposition relates the concept of diffuseness of IFSs with that of
diffuseness of subsets of Rd as defined in Definition 1·2.

PROPOSITION 3·6. Let � = {ϕi }i∈	 be a similarity IFS with contracting ratios {ri }i∈	

and attractor K . Let T ∈ T	 be a (K , c)-diffuse tree, then γ� (∂T ) is hyperplane
c(rmin/diam (K ))-diffuse.

Proof. Denote E = γ� (∂T ) and � = diam (K ). Assume we are given ξ ∈ (0, � · rmin), x ∈
E , and an affine hyperplane L⊂Rd . Let i = i1 · · · in ∈ 	n be a finite word s.t. x ∈ ϕi K and
(ξ/�)rmin < ri ≤ ξ/� (in order to find such i , let k = k1k2 · · · ∈ 	N be s.t. γ� (k) = x , and
let n ∈N be the unique integer s.t. rk1 · · · rkn ≤ ξ/� < rk1 · · · rkn−1 , then take i = k1...kn ∈
	n). Since ϕ−1

i (L) is still an affine hyperplane, there exists some j ∈ WT (i) s.t. ϕ j K ∩(
ϕ−1

i (L)
)(c) = ∅. Applying ϕi we get that ϕi j K ∩L(ri c) = ∅. Since ri ≤ ξ/�, diam (ϕi K ) =

ri� ≤ ξ and therefore ϕi j K ⊆ ϕi K ⊆ Bξ (x). Noting that ϕi j K ∩ K �= ∅ we have shown that
K ∩ Bξ (x) \L(ri c) �= ∅, and since ri > (ξ/�)rmin we are done.

Proposition 3·6 implies in particular that whenever a similarity IFS is diffuse, its attractor
is hyperplane diffuse.

The following theorem was proved in [14].

THEOREM 3·7 [14, theorem 2·3]. Let � be a similarity IFS satisfying the OSC whose
attractor K is not contained in an affine hyperplane, then K is hyperplane diffuse and
Ahlfors-regular.

Note that instead of the condition that K is not contained in a single affine hyperplane,
the original condition in [14, theorem 2·3] is that no finite collection of affine hyperplanes
is preserved by � (such an IFS is referred to as irreducible), but it turns out that these
two conditions are in fact equivalent (regardless of the OSC). This fact is proved in [4,
proposition 3·1].

In the following theorem we show another equivalent condition which will be useful in
what follows. Note that in the following theorem we don’t assume the OSC holds as opposed
to Theorem 3·7.
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THEOREM 3·8. Let � = {ϕi }i∈	 be a similarity IFS in Rd with attractor K . The following
are equivalent:

(i) K is not contained in an affine hyperplane;
(ii) there exists a diffuse section � ⊂ 	∗ (i.e., such that the IFS {ϕi }i∈� is diffuse);

(iii) K is hyperplane diffuse.

Proof. (i)⇒(ii). Assume that (ii) does not hold, so that every section � is not diffuse. So
given some ε > 0, let � be a section s.t. ∀i ∈ �, diam (ϕi K ) < ε/2. Since � is not ε/2-
diffuse, there is some affine hyperplane L, s.t. L(ε/2) ∩ ϕi K �= ∅ for every i ∈ �. Since
diam (ϕi K ) < ε/2 this implies that ∀i ∈ �, ϕi K ⊂L(ε), hence K ⊂L(ε). Taking ε to 0
implies that K is a.s. contained in an affine hyperplane by Lemma 3·4.
(ii)⇒(iii). This follows immediately from Proposition 3·6.
(iii)⇒(i). Follows from the definition of the hyperplane diffuse property.

One of the conditions of Theorem 1·6 is that the GWF is non-planar. We now list a few
equivalent conditions to non-planarity of supercritical GWFs.

PROPOSITION 3·9. Let E be a supercritical GWF w.r.t. a similarity IFS � = {ϕi }i∈	 and
offspring distribution W , and let T be the corresponding GWT. Denote by K the attractor
of �. The following conditions are equivalent.

(i) E is non-planar;
(ii) P (E is not contained in an affine hyperplane| nonextinction) = 1;

(iii) K is not contained in an affine hyperplane;
(iv) ∃� ⊆ 	∗ section, and c > 0 s.t. P (T� is (K , c)-diffuse) > 0.

Proof. First note that since there are only countably many sections (for every n there is only
a finite number of sections of size n), (iv) is equivalent to the following statement:

P (∃� ⊆ 	∗ section, and c>0 s.t. T� is (K , c)-diffuse) > 0.

(i)⇒(ii). Follows from Proposition 2·6, namely, since

P (E is not contained in an affine hyperplane) > 0,

almost surely given nonextinction ∃v ∈ T s.t. γ� (∂T v) is not contained in an affine hyper-
plane, which implies that E is not contained in an affine hyperplane.
(ii)⇒(iii). Trivial
(iii)⇒(iv). We first prove the following claim by induction.

Claim For every integer 0 ≤ k ≤ d − 1 there exists
{
i1, ..., i k+2

}⊆ 	∗ s.t. the following hold:

(a) ∀i, j ∈ {i1, ..., i k+2
}
, ϕi K ∩ ϕ j K = ∅ (hence i � j and j � i);

(b) P
({

i1, ..., i k+2
}⊆ T

)
> 0;

(c) for every integer 0 ≤ n ≤ k, for every n-dimensional affine subspace L⊆Rd that
intersects ϕi1 K , ..., ϕi n+1 K , we have ϕi n+2 K ∩L= ∅.

Proof of claim. For k = 0: since the process is supercritical, there exist i, j ∈ 	 s.t.
P ({i, j} ⊆ W ) > 0. Therefore, for some i ′ > i and j ′ > j , ϕi ′ K ∩ ϕ j ′ K = ∅ and all Three
conditions are fulfilled by {i ′, j ′}.
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Assume
{
i1, ..., i k+1

}⊆ 	∗ satisfies (a), (b), (c) for k − 1. By the case k = 0, there
are a, b > i k+1 s.t. ϕa K ∩ ϕb K = ∅, and P ({a, b} ⊆ T ) > 0. Pick any x1 ∈ ϕi1 K , ..., xk ∈
ϕi k K , xk+1 ∈ ϕa K . By assumption x1, ..., xk+1 are affinely independent, and thus span a
unique k-dimensional affine subspace L⊂Rd . By Theorem 3·8, � has some diffuse section,
so there is some j ∈ 	∗ s.t. ϕbj K ∩L= ∅. Therefore, ϕbj K does not intersect small enough
perturbations of L as well. So there are j1 > i1, ..., j k > i k, j k+1 > a s.t. ϕbj K ∩L′ = ∅ for
every k-dimensional affine subspace L′ which intersects the sets ϕ j1 K , ..., ϕ j k+1 K . Denoting
j k+2 = bj , the set

{
j1, ..., j k+2

}
satisfies conditions (a), (b), (c) for k.

Let i1, ..., i d+1 ∈ 	∗ be the elements whose existence is guaranteed by the claim for
k = d − 1. By property (a), there is some section � ⊂ 	∗ s.t. i1, ..., i d+1 ∈ �. By prop-
erty (b), P

({
i1, ..., i d+1

}⊆ T�

)
> 0. And by property (c) combined with Proposition 3·5,{

i1, ..., i d+1
}

is (K , c)-diffuse for some c > 0. Since P
({

i1, ..., i d+1
}⊆ T�

)
> 0, then

P
({

i1, ..., i d+1
}n ⊆ T�n

)
> 0. To summarise, we have found a section �n ⊂ 	∗ and c > 0

s.t. P (T�n is (K , c)-diffuse) > 0.
(iv)⇒(i). By Lemma 3·3 and Theorem 3·8, Assuming (iv) implies that there exists some
section � s.t.

P
(
the attractor of {ϕi }i∈T�

is not contained in an affine hyperplane
)
> 0.

Consider the GWF with IFS {ϕi }i∈T�
and offspring distribution ∼ T�. Obviously it has the

same law as E. So without loss of generality we may assume that

P
(
the attractor of {ϕi }i∈W is not contained in an affine hyperplane

)
> 0

and take 	 instead of � for convenience of notations. Let A ⊆ 	 be s.t. the attractor of
{ϕi }i∈A, which we denote by K A, is not contained in an affine hyperplane and P (W = A) >

0. Since K A is not contained in an affine hyperplane, by Lemma 3·4 there exists some
ε > 0 s.t. ∀L⊂Rd affine hyperplane, K A �L(ε). Therefore, taking n ∈N large enough,
for every affine hyperplane L there exists some i ∈ An s.t. ϕi K ∩L(ε/2) = ∅. Now, since
P (W = A) > 0, there exists a positive probability that An ⊂ Tn and for every i ∈ An , T i is
infinite. Obviously, in this case E is not contained in an affine hyperplane.

A discussion about hyperplane diffuseness of GWFs may be found in the Appendix of [7],
where it is shown that in many cases, GWFs are a.s. not hyperplane diffuse. In particular,
fractal percolation sets are almost surely not hyperplane diffuse.

4. Proof of main result

4·1. Main ideas of the proof

In order to help understanding the main ideas of the proof of Theorem 1·8, we now sketch
them informally for the special case of fractal percolation. Let E be a (supercritical) fractal
percolation set with parameters b ≥ 2 and p ∈ (0, 1), as defined in subsection 2·4, and let T
be the underlying Galton–Watson tree. In order to find the sets Dn ⊆ E , we find appropriate
subtrees of T and project them using the coding map.

Choose some c ∈ (1, m), where m = pbd . For some very large k ∈N consider the tree
T(k) - the tree with alphabet 	k given by T(k) = ⋃

n≥0
Tk·n . This is a Galton–Watson tree, but its

offspring distribution is no longer binomial. By Theorem 2·4, every vertex of T(k) is expected
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to have approximately mk children. Since k is very large, ck is much smaller than mk and so
the probability that a vertex of T(k) has less than ck children approaches 0 as k → ∞.

Moreover, the probability that a vertex of T(k) has all its children aligned on some affine
hyperplane also tends to 0 as k → ∞. Indeed, going back 2 generations3 into the past,
Tk−2 has approximately mk−2 surviving vertices. Since mk−2 is very large there is a large
probability that at least one of these vertices has all its level 2 descendants survive, which
implies that no affine hyperplane intersects all the cubes corresponding to the surviving
children.

From the above, one may deduce (not trivially) that when k is large enough, there is a
positive probability that T(k) contains a subtree S with the following 2 properties:

(i) each element of S has exactly ck children;
(ii) S is diffuse.

These 2 properties imply that S projects to an Ahlfors-regular set of Hausdorff dimension
logb (c), which is hyperplane diffuse. Since there is a positive probability that T(k) contains
such a subtree, almost surely there is some vertex v ∈ T(k) such that

(
T(k)

)v
contains a subtree

with these properties.
Finally, we take c ↗ m through some sequence to ensure that the Hausdorff dimension of

the resulting sets approaches logb (m), which is almost surely the Hausdorff dimension of
E .

The main difficulty in the general setting in comparison to fractal percolation arises from
allowing different maps in the IFS to have different contraction ratios, in which case the
trees T(k) have very different weights assigned to the vertices of each level, and so a-ary
subtrees of these trees would project to sets that are not regular enough. In order to deal with
this problem we need to define an analogue notion of the trees T(k), but along sections where
all vertices have approximately the same weights.

4·2. Sections

We first note that for an IFS � = {ϕi }i∈	, given a section � ⊂ 	∗, we may think of the
IFS {ϕi }i∈�, which obviously has the same attractor as �.

LEMMA 4·1. Let T be a GWT with alphabet A and offspring distribution W , and with

weights {ri }i∈A. Assume that E

(∑
i∈W

r δ
i

)
= 1. Then for every section � ⊂A∗,

E

(∑
i∈T�

r δ
i

)
= 1.

The proof of the lemma may be carried out by induction on the size of � and is left as an
exercise for the reader.

Definition 4·2. Given an alphabet A with weights {ri }i∈A and a positive number ρ ∈
(0, rmin), we denote by �ρ the section given by

�ρ = {
i ∈A∗ : ri ≤ ρ < ri1 · · · ri|i |−1

}
.

3For b > 2 it is enough to go back 1 generation.
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Note that ∀i ∈ �ρ, ρ · rmin < ri ≤ ρ (recall that rmin = min {ri : i ∈A})
LEMMA 4·3. Let T be a supercritical GWT with alphabet A, weights {ri }i∈A, and some

offspring distribution W , and let δ satisfy E

(∑
i∈W

r δ
i

)
= 1. Then ∀α < δ, a.s. conditioned on

nonextinction there exists some ρ0 > 0 s.t. ∀ρ < ρ0,
∣∣T�ρ

∣∣> 1/ρα .

In order to prove the lemma we need the following theorem by Falconer [8].

THEOREM 4·4. Let T be a GWT with alphabet A, weights {ri }i∈A, and offspring
distribution W. Given ν > 0, the following statements hold:

(i) E

(∑
i∈W

r ν
i

)
≤ 1 =⇒ either

∑
i∈W

r ν
i =1 a.s. or inf

section �⊂A∗

∑
i∈T�

r ν
i = 0 a.s;

(ii) E

(∑
i∈W

r ν
i

)
> 1 =⇒ inf

section �⊂A∗

∑
i∈T�

r ν
i > 0 a.s. conditioned on nonextinction.

We note that Falconer’s Theorem is in fact more general than stated above and may
be applied in cases were the weights themselves are random variables (see [15, theorem
5·35]). Also note that Falconer’s theorem is the main ingredient in the proof given in [15] of
Theorem 2·8.

Proof of Lemma 4·3. Given α < δ, fix some α′ ∈ (α, δ). If the lemma is false, then with pos-
itive probability there exists a decreasing sequence ρn ↘ 0 s.t.

∣∣T�ρn

∣∣≤ 1/ρα
n for every n. In

this case, for each n, we have

∑
i∈T�ρn

rα′
i ≤ 1

ρα
n

· ρα′
n = ρα′−α

n −→
n→∞ 0

which contradicts (2) of Theorem 4·4 since α′ < δ implies that E

(∑
i∈W

rα′
i

)
> 1.

COROLLARY 4·5. Let T and δ be as in the previous lemma. Then for every α < δ, ∀ε > 0,
∃ρ0 > 0 s.t. ∀ρ < ρ0

P

(∣∣T�ρ

∣∣> 1

ρα
| nonextinction

)
> 1 − ε.

Proof. Denote by An the event: ∀ρ < n−1,
∣∣T�ρ

∣∣> ρ−α. By Lemma 4·3

P

( ∞⋃
n=1

An| nonextinction

)
= 1.

Since (An)
∞
n=1 is an increasing sequence of events, P (An| nonextinction) ↗ 1. Taking ρ0 =

n−1
0 with n0 large enough we finish the proof.

Remark 4·6. Corollary 4·5 may be seen as a version of Corollary 2·5 for sections of the
type �ρ , where Corollary 2·5 deals with sections of the type Ak .

https://doi.org/10.1017/S0305004121000360 Published online by Cambridge University Press

https://doi.org/10.1017/S0305004121000360


Random fractals and their intersection with winning sets 673

We conclude this subsection with the following lemma which is a standard application of
the open set condition.

LEMMA 4·7. Let � = {ϕi }i∈	 be a similarity IFS with contraction ratios {ri }i∈	, which
satisfies the open set condition. Let K be the attractor of �. Then there exists some constant
C > 0, s.t. ∀x ∈Rd , for any ρ ∈ (0, rmin),

∣∣{a ∈ �ρ : ϕa K ∩ Bρ (x) �= ∅}∣∣< C.

Proof. Let U ⊂Rd be an OSC set for �. Denote δ = diam (U ) and � = diam (K ). Note that
since ϕiU ⊆ U for every i ∈ 	, K ⊆ U . Hence, since the ball Bρ (x) is open, it is enough to
show that

∣∣{a ∈ �ρ : ϕaU ∩ Bρ (x) �= ∅}∣∣< C for some constant C .
Fix some open ball B ⊆ U of radius ε > 0. For any a ∈ �ρ , ϕa B is a ball of radius raε.

Since raε > ρrminε, we have

Vol (ϕaU ) ≥ Vol (ϕa B) > C1ρ
d,

where C1 > 0 is some constant which depends only on ε, rmin, d.
On the other hand, for any a ∈ �ρ , diam (ϕaU ) = raδ ≤ ρδ. Hence, if ϕaU ∩ Bρ (x) �= ∅,

then ϕaU ⊆ Bρ(1+δ) (x). Note that Vol
(
Bρ(1+δ) (x)

)= C2ρ
d where C2 > 0 is some constant

which depends only on δ and d.
Since all the sets {ϕaU }a∈�ρ

are disjoint, we have

∣∣{a ∈ �ρ : ϕaU ∩ Bρ (x) �= ∅}∣∣< C2

C1
.

4·3. ∗-trees

For the proof of Theorem 1·8, we need to make the definition of trees a bit more flexible,
allowing the building blocks of the tree to be strings in the alphabet A instead of just letters.

First, we introduce the following notation: given a subset S ⊆A∗, we define the function
hS : S →N∪ {0} by

∀i ∈ S, hS (i) = |{ j ∈ S : j < i}| .

The value hS (i) is referred to as the height of i . The subscript after h may be omitted
whenever the context is believed to be clear.

Definition 4·8. Let A be a finite alphabet. A subset S ⊂A∗ will be called a ∗-tree with
alphabet A if the following conditions hold:

(i) ∅ ∈ S;
(ii) ∀∅ �= i ∈ S, there exists a unique j ∈ S, s.t. j < i and h ( j) = h (i) − 1;
(ii) ∀n ∈N,

∣∣h−1 (n)
∣∣< ∞.

We denote Sn = h−1 (n). For each i ∈ S we denote WS (i) = {
j ∈A∗ : i j ∈ Sh(i)+1

}
. The

boundary of S is defined by ∂S = {
i ∈AN : ∀n ∈N, ∃ j ∈ Sn, j < i

}
. Given a ∗-tree S and

some vertex i ∈ S, Si = { j ∈A∗ : i j ∈ S} is a ∗-tree and will be referred to as the descendants
tree of i .

Obviously, every tree T ∈ TA is a ∗-tree with alphabet A, and hT (i) = |i | for every i ∈ T .
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Definition 4·9. Let S be a ∗-tree with alphabet A. A ∗-subtree of S is any ∗-tree Q with
alphabet A s.t. Q ⊆ S and for every i ∈ Q, { j ∈ S : j < i} ⊂ Q (this condition ensures that
hQ = hS �Q).

We now define the compression of trees along sections.

Definition 4·10. Let T be a tree with alphabet A. Let (�n)
∞
n=1 be a sequence of sections

s.t. for every n, ∀i ∈ �n+1, ∃ j ∈ �n, s.t. j < i . Then the compression of T along the sec-
tions (�n)

∞
n=1 is defined to be the ∗-tree S with alphabet A given by S =⋃∞

n=0 T�n , where
we define �0 = {∅}.

Note that Sn = T�n for every n, and that ∂S = ∂T . Now, suppose that T is a tree
with alphabet A and weights {ri }i∈A, and let ρ ∈ (0, rmin) be some positive number. The
compression of T along the sections

(
�ρn

)∞
n=1

will be denoted by T(ρ).

Definition 4·11. Given an alphabet A with weights {ri }i∈A, ρ ∈ (0, rmin) and i ∈
∞⋃

n=1
�ρn ,

we denote aρ (i) := ri/ρ
nρ (i), where nρ (i) is the unique n ∈N s.t. i ∈ �ρn . We also denote

nρ (∅) = 0 and aρ (∅) = 1.

PROPOSITION 4·12. Let A be an alphabet with weights {ri }i∈A, and let ρ ∈ (0, rmin). Then

for every i ∈
∞⋃

n=1
�ρn ∪ {∅}, m ∈N, and j ∈A∗,

i j ∈ �ρnρ (i)+m ⇐⇒ j ∈ � ρm

aρ (i)
.

Proof. For i = ∅ the claim is trivial. Given i ∈ �ρn for some n ≥ 1, for every j ∈A∗,

i j ∈ �ρn+m ⇐⇒ rir j ≤ ρn+m < rir j1 · · · r j| j |−1

⇐⇒ r j ≤ ρm

aρ (i)
< r j1 · · · r j| j |−1

⇐⇒ j ∈ � ρ

aρ (i)

The following Proposition is an immediate consequence of Proposition 4·12.

PROPOSITION 4·13. Let T be a GWT with alphabet A and weights {ri }i∈A, and fix any

ρ ∈ (0, rmin). Then ∀i ∈
∞⋃

n=1
�ρn ∪ {∅}, conditioned on i ∈ T(ρ), WT(ρ)

(i) has the same law as

T ∩ � ρ

aρ (i)
.

Next, we define random ∗-trees. Let A be a finite alphabet and let B ⊆A∗ be a ∗-tree.
Let {Mx}x∈B be a collection of independent random variables s.t. for every x ∈ B, Mx takes
values in the finite set 2WB (x). Define

(i) S0 = ∅;
(ii) for n ≥ 1, Sn = ⋃

i∈Sn−1

{i j : j ∈ Mi } ,

and finally take S =⋃∞
n=0 Sn . S is then a random ∗-tree on B with offspring distributions

{Mx}x∈B . Note that every realisation of S is a ∗-subtree of B. There may be elements i ∈ B
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s.t. P (i ∈ S) = 0. These elements add no information to the construction. Therefore, given
the setup above we denote B ′ = {i ∈ B : P (i ∈ S) > 0}. Note that by the construction of S,
B ′ is a ∗-subtree of B. Throughout this paper, we assume that the offspring distributions
{Mx}x∈B are bounded, i.e., there exists some constant C > 0 s.t. ∀x ∈ B ′, P (|Mx | < C) = 1.

In the graph theoretic perspective, this process may be thought of in the following way:
Let G be the graph with vertices B and edges {(i, j) : j ∈ WB (i)}. The graph G is a directed
rooted tree in the graph theoretic sense with ∅ serving as the root. Now, given a realisation
of the random variables {Mx}x∈B , we take S to be the connected component of the subgraph
of G, with vertices B and edges {(i, j) : j ∈ Mi }, which contains ∅.

Let T be a GWT with alphabet A, and let (�n)
∞
n=1 be a sequence of sections as in

Definition 4·10. The compression of T along the sections (�n)
∞
n=1 has the law of a random

∗-tree on B =⋃∞
n=0 �n , where for each i ∈ B, Mi has the law of T ∩ WB (i). In particular,

the following is an immediate consequence of Proposition 4·13.

PROPOSITION 4·14. Let T be a GWT with alphabet A, weights {ri }i∈A and offspring distri-
bution W . Then ∀ρ ∈ (0, rmin), the compressed tree T(ρ) has the law of a random ∗-tree on
B =⋃∞

n=1 �ρn ∪ {∅}, with offspring distributions Mi ∼ T� ρ
aρ (i)

, ∀i ∈ B.

Note that since we assume that ∀i ∈A, P (i ∈ W ) > 0, we have B ′ = B. It is important
to notice that for every i ∈ T(ρ), rmin < aρ (i) ≤ 1. This means that although T(ρ) need not
have the structure of a GWT where all the offspring distributions are the same, the offspring
distributions of T(ρ) can not vary too much.

4·4. Existence of subtrees in random *-trees

The main theorem of this subsection (Theorem 4·17) plays a major role in the proof of
Theorem 1·8. It deals with the existence of certain subtrees in random ∗-trees and is inspired
by a theorem due to Pakes and Dekking from [20] (see also [15, theorem 5·29]). In order to
state the theorem, we need the following definitions and notations.

Definition 4·15. Let A be a mapping A : D → 2(2A
∗
) where D ⊆A∗, with the notation

A (i) = Ai s.t. ∀i ∈ D, ∅ �= Ai ⊆ 2A∗
. A ∗-tree S is called an A -∗-tree if S ⊆ D and ∀i ∈

S, WS (i) ∈ Ai . S will be called an A -∗-tree of level n if for every element i ∈ S of height
< n, i ∈ D and WS (i) ∈ Ai .

Given a mapping A as above, and any x ∈A∗, we denote by A x the mapping
A x : Dx → 2(2A

∗
) given by A x (i) = Axi .

Another notation we are going to use is the following: given any set A, and a collec-
tion I ⊆ 2A, we denote I = {

S ∈ 2A : ∃X ∈ I , X ⊆ S
}
. The collection I will be called

monotonic if I = I . Given a mapping A : D → 2(2A
∗
) as in Definition 4·15, we denote by

A the mapping A : D → 2(2A
∗
) given by A (i) = Ai for every i ∈ D. Note that a ∗-tree S

has an A -∗-subtree iff S has an A -∗-subtree.

LEMMA 4·16. Let S be a ∗-tree with alphabet A, and let A : D → 2(2A
∗
) be as above.

Then S has an infinite A -∗-subtree ⇔ ∀n ∈N, S has an A -∗-subtree of level n.

Proof. The direction ⇒ is trivial. For the other direction, let T (n) be A -∗-subtrees

of level n s.t. T (n)

n+1 = ∅. Define T =
∞⋃

n=0
T (n) ⊆ S. This is a ∗-subtree of S. Define
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T ′ = {v ∈ T : T v is infinite}. Then T ′ is a ∗-subtree of T . In fact, T ′ is an A -∗-
subtree. To see this, notice that for every v ∈ T ′, v ∈ T (n) for infinitely many n.
Therefore, T v has A v-∗-subtrees of every level. Let A = WT (v) \ WT ′ (v), and denote
k = min {n ∈N : ∀w ∈ A, (T vw)n = ∅}. T v has an A v-∗-subtree of level > k + 1. This
subtree can not contain any elements from A, hence WT ′ (v) ∈ Av.

Let A be some fixed finite set, and let X be a random subset of A. Given s ∈ [0, 1], we
denote X (s) = X ∩ Y where Y ∼ Bin (A, 1 − s).

THEOREM 4·17. Let S be a random ∗-tree on the ∗-tree B ⊆A∗ with bounded offspring
distributions {Mx}x∈B. Let A : B ′ → 2(2A

∗
) be s.t. ∀x ∈ B ′, Ax ⊆ 2WB′ (x) is monotonic.

Define gA : [0, 1] → [0, 1] by gA (s) = sup
x∈B ′

P
(
M (s)

x /∈ Ax

)
. Let s0 be the smallest fixed point

of gA in [0, 1]. Then

sup
x∈B ′

P
(
Sx has no A x -∗-subtree| x ∈ S

)≤ s0. (4·1)

Proof. Since the collection {Mx}x∈B ′ is bounded, the collection of functions{
P
(
M (s)

x /∈ Ax

)}
x∈B ′

is equicontinuous and therefore gA is continuous. Also, monotonicity of Ax for every
x ∈ B ′ implies that gA is monotonically increasing. These 2 properties of gA imply that
limn→∞ gn

A (0) is the smallest fixed point of gA , where gn
A denotes the composition of gA

with itself n times. So s0 = limn→∞ gn
A (0). Define

qn = sup
x∈B ′

P
(
Sx has no A x -∗-subtree of level n| x ∈ S

)
.

Claim ∀n ≥ 1, gn
A (0) ≥ qn .

Proof of claim. First, notice that gA (0) = q1. Now, assume the claim is true for
n. So gn

A (0) ≥ qn , which implies by monotonicity of gA that gn+1
A (0) ≥ gA (qn) =

sup
x∈B ′

P
(
M (qn)

x /∈ Ax

)
. For every x ∈ B ′,

P
(
M (qn)

x /∈ Ax

)
≥ P

({
a ∈ WS (x) : Sxa has an A xa-∗-subtree of level n

}
/∈ Ax | x ∈ S

)
= P

(
Sx has no A x -∗-subtree of level n+1| x ∈ S

)
(the inequality uses the fact that qn is defined as a supremum and the monotonicity of Ax ).
By taking supremums we obtain gA (qn) ≥ qn+1 which finishes the proof of the claim.

The sequence (qn) is monotonically increasing and bounded by s0, so q = limn→∞ qn ≤ s0.
We now need the following elementary lemma whose proof is left to the reader:

LEMMA Let fn : A →R be a sequence of functions s.t. ∀a ∈ A, the sequence fn (a) is
monotonically increasing, and the functions fn are uniformly bounded. Then

lim
n→∞ sup

a∈A
fn (a) = sup

a∈A
lim

n→∞ fn (a) .
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Combining the above lemma with Lemma 4·16, we obtain that

q = sup
x∈B ′

P
(
Sx has no A x -∗-subtree| x ∈ S

)
which concludes the proof of the theorem.

Remark 4·18. Equality in equation (4·1) need not hold (see Example 5·1). However, in
the special case of GWTs, and assuming the map A is constant, equality does hold and
the theorem becomes a generalisation of Pakes–Dekking theorem. see Section 5 for more
details.

4·5. Proof of main theorem

4·5·1. Ahlfors-regularity
LEMMA 4·19. Let T be a supercritical GWT with alphabet A, weights {ri }i∈A, and

offspring distribution W, and let δ satisfy E

(∑
i∈W

r δ
i

)
= 1. Then ∀α ∈ (0, δ) , ∀s ∈ (0, 1) ,

sup
x∈Bρ

P

(∣∣∣∣∣
(

T� ρ
aρ (x)

)(s)
∣∣∣∣∣< ρ−α| nonextinction

)
−→
ρ→0

0,

where Bρ = {∅} ∪ (⋃∞
n=1 �ρn

)
.

Proof. First, we recall that aρ (x) ∈ [rmin, 1] for every x ∈ Bρ . Since for any positive constant
C , P

(∣∣T�ε

∣∣< C | nonextinction
)

decreases as ε decreases, we have for any x ∈ Bρ ,

P

(∣∣∣∣
(

T� ρ
aρ (x)

)∣∣∣∣< 1

ρα
| nonextinction

)
≤ P

(∣∣∣T� ρ
rmin

∣∣∣< 1

ρα
| nonextinction

)
.

Hence, it is enough to show that P

(∣∣∣∣(T� ρ
rmin

)(s)
∣∣∣∣< 1

ρα | nonextinction

)
−→
ρ→0

0.

Fix some β ∈ (α, δ). Given any ε > 0, by Corollary 4·5

P

(∣∣∣T� ρ
rmin

∣∣∣>(
rmin

ρ

)β

| nonextinction

)
> 1 − ε

whenever ρ is small enough. Given some s ∈ (0, 1), for a small enough ρ,(
rmin

ρ

)β

>
2

1 − s
· 1

ρα

so that

P

(∣∣∣T� ρ
rmin

∣∣∣> 2

(1 − s) ρα
| nonextinction

)
> 1 − ε.

By Chebyshev’s inequality

P

(
Bin

(
2

(1 − s) ρα
, 1 − s

)
<

1

ρα

)
≤

2
(1−s)ρα s (1 − s)(
2

(1−s)ρα (1 − s) − 1
ρα

)2 = 2sρα −→
ρ→0

0.

Therefore, P

(∣∣∣∣(T� ρ
rmin

)(s)
∣∣∣∣< 1

ρα | nonextinction

)
−→
ρ→0

0 as required.
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Remark 4·20. Applying Lemma 4·19 to sections of the form Ak (setting all the weights
to be equal to some r ∈ (0, 1), and taking ρ = rk), one may obtain that for every sequence
(ak)k∈N of positive integers with the property lim sup

k→∞
k
√

ak < m,

∀s ∈ (0, 1) , P
(∣∣∣T (s)

Ak

∣∣∣< ak

)
−→
k→∞

P (extinction) .

From that, using Theorem 4·17, letting the compression of T along the sections
(
Akn

)
n∈N be

denoted by T{k}, one may deduce that

P
(
T{k} contains an ak-ary subtree| nonextinction

)−→
k→∞

1.

Since for every k, T{k} is itself a GWT (whose offspring distribution is not Binomial), this
result is in the spirit of [15, proposition 5·31].

LEMMA 4·21. Let � ={ϕi }i∈	 be a similarity IFS satisfying the OSC, with contraction
ratios {ri }i∈	, and let T ∈ T	 be an infinite tree with alphabet 	. Let ρ ∈ (0, rmin) and α > 0
be s.t. ρ−α is an integer, and let S be a ρ−α-ary ∗-subtree of

(
T(ρ)

)ω
for some ω ∈ T(ρ). Then

E = γ� (∂S) is α-Ahlfors regular.

Proof. Construct a probability measure μ on 	N by equally distributing mass at each level
of the tree, i.e., ∀i ∈ S, μ ([i]) = ρhS(i)α. Let ν be the projection of μ to Rd , i.e., ν = (γ�)∗ μ.
Obviously supp (ν) = E . We show that ν is α-Ahlfors regular.

Fix any r > 0 and x ∈ E . Let n be the unique integer s.t. ρn+1/aρ (ω) < r ≤ ρn/aρ (ω).
By Lemma 4·7 and Proposition 4·12, the ball B ρn

aρ (ω)
(x) intersects at most C of the sets

{ϕi (K )}i∈Sn
, where K is the attractor of � and C > 0 is some constant not depending on x

and n. Therefore,

ν (Br (x)) ≤
∑

i∈Sn , ϕi (K )∩Br (x) �=∅
μ ([i]) ≤ C · ρnα ≤ Cρ−α · rα.

On the other hand, let j ∈ Sm+1 be s.t. x ∈ ϕ j (K ) and ρm+1/aρ (ω) < r
�

≤ ρm/aρ (ω),
where � = diam (K ). Then diam

(
ϕ j (K )

)= r j� ≤ ρm+1�/aρ (ω) < r , and therefore
ϕ j (K ) ⊆ Br (x). Hence

ν (Br (x)) ≥ ν
(
ϕ j (K )

)= ρ(m+1)α ≥
(

ρaρ (ω)

�

)α

· rα

4·5·2. Diffuseness
PROPOSITION 4·22. Let � = {ϕi }i∈	 be a similarity IFS with an attractor K and con-
traction ratios {ri }i∈	. Let T ⊂ 	∗ be an infinite tree. Let T(ρ) be the compression of T
for some ρ ∈ (0, rmin). Let S be a ∗-subtree of

(
T(ρ)

)ω
for some ω ∈ T(ρ), and assume that

there exists some c > 0 s.t. ∀i ∈ S, WS (i) is (K , c)-diffuse. Then the limit set E = γ� (S) is
ρcrmin/�-diffuse, where � = diam (K ).

Proof. Fix ξ ∈
(

0,
ρ�

aρ (ω)

)
, x ∈ E and an affine hyperplane L⊂Rd . Let n ∈N be the

unique integer s.t. ρn ≤ ξaρ (ω)/� < ρn−1, and let i ∈ Sn be s.t. x ∈ ϕi K . Note that by
Proposition 4·12 i ∈ � ρn

aρ (ω)
, and therefore,
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rminρ

�
ξ <

rminρ
n

aρ (ω)
< ri ≤ ρn

aρ (ω)
≤ ξ

�
.

By assumption ∃ j ∈ WS (i) s.t. ϕ j K ∩ (ϕ−1
i L)(c) = ∅. Applying ϕi we get that ϕi j K ∩

L(ri c) = ∅, hence ϕi j K ∩L(
rmin ρc

�
ξ) = ∅. Notice that diam (ϕi K ) = ri� ≤ ξ , therefore ϕi j K ⊂

ϕi K ⊆ Bξ (x). By assumption ∀v ∈ S, WS (v) is (K , c)-diffuse and in particular non-empty,
so every descendants tree of S is infinite. Hence, ϕi j K ∩ E �= ∅ and therefore

Bξ (x) ∩ E \L(
rmin ρc

�
ξ) �= ∅.

LEMMA 4·23. Let T be a GWT corresponding to a similarity IFS � = {ϕi }i∈	 with
offspring distribution W . Assume that P (W is (F, c)-diffuse) = ν > 0 for some c > 0 and F
as in Definition 3·2. Then for every section � ⊂ 	∗,

P (T� is (F, c)-diffuse) ≥ ν · P (Tn �= ∅)
|	| ,

where n = max {|i | : i ∈ �} is the maximal depth of the section �.

Proof. First we note that if A ⊆ 	 is (F, c)-diffuse, then for every finite set P ⊆ 	∗ s.t.
∀i ∈ A, ∃ j ∈ P , s.t. j ≥ i , P is also (F, c)-diffuse. Indeed, given an affine hyperplane L⊂
Rd , ϕi F ∩L(c) = ∅ for some i ∈ A. For some j ∈ P , j ≥ i and therefore ϕ j F ⊆ ϕi F which
implies ϕ j F ∩L(c) = ∅. Hence, given some section � ⊂ 	∗, if T1 is (F, c) - diffuse and
∀i ∈ T1, ∃ j ∈ T� s.t. j ≥ i , then T� is also (F, c) - diffuse. Since for every i ∈ 	,

P (∃ j ∈ T� s.t. j ≥ i | i ∈ T1) ≥ P (Tn �= ∅)

and these events are independent for different elements of 	 and also independent of the
event: T1 is (F, c) - diffuse, the claim follows.

For the next lemma we need the following notation. Let � = {ϕi }i∈	 be a similar-
ity IFS with contraction ratios {ri }i∈	 and attractor K . Given ρ ∈ (0, rmin), denote Bρ =
{∅} ∪ (⋃∞

n=1 �ρn

)
. For every c > 0 and x ∈ Bρ , denote

ρ,cDx =
{

A ⊆ � ρ

aρ (x)
: ∃i ∈ � ρ

aρ (x)rmin
, {ϕv : iv ∈ A} is (K , c)-diffuse

}
.

We denote ρ,cD : Bρ → 2(2	∗
) where ρ,cD (x) = ρ,cDx .

LEMMA 4·24. Let T be a GWT corresponding to a similarity IFS � = {ϕi }i∈	 with
contraction ratios {ri }i∈	 and offspring distribution W . Denote by K the attractor of �.
Assume that ∃c > 0 s.t. P

({ϕi }i∈W is (K , c)-diffuse
)= ν > 0. Then for every s ∈ (0, 1),

sup
x∈Bρ

P

((
T� ρ

aρ (x)

)(s)

/∈ ρ,cDx | nonextinction

)
−→
ρ→0

0,

where Bρ = {∅} ∪ (⋃∞
n=1 �ρn

)
.
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Proof. Recall that aρ (x) ∈ [rmin, 1] for every x ∈ Bρ . Fix some α ∈ (0, δ) where δ satisfies

the equation E

(∑
i∈	

r δ
i

)
= 1. Then by Corollary 4·5, given ε > 0 there exists some ρ0 > 0

s.t. whenever ρ < ρ0,

P

(∣∣∣T ∩ � ρ

(rmin)2

∣∣∣> (rmin)
2α · 1

ρα

)
> 1 − ε.

Fix some x ∈ Bρ. Since aρ (x) ≥ rmin , for every ρ < ρ0,

P

(∣∣∣T ∩ � ρ

aρ (x)·rmin

∣∣∣> 1

ρα

)
> 1 − ε, (4·2)

where the constant (rmin)
2α was removed as it may be absorbed by taking a slightly smaller

α and assuming that ρ0 is small enough.
For every i ∈ � ρ

aρ (x)·rmin
,

P
({

ϕ j

}
j∈WT (i)

is (K , c)-diffuse| i ∈ T
)

= ν > 0.

Denote Vi =
{

j ∈ 	∗ : i j ∈ � ρ

aρ (x)

}
. Vi is a section, and max

j∈Vi

| j | ≤ ⌈logrmax
(rmin)

2
⌉=: n0.

Note that n0 is independent of i and of x . By Lemma 4·23,

P
({

ϕ j

}
j∈TVi

is (K , c)-diffuse
)

≥ ν · P (Tn0 �= ∅)|	|
,

and given s ∈ (0, 1),

P
({

ϕ j

}
j∈T (s)

Vi

is (K , c)-diffuse
)

≥ ν · P (Tn0 �= ∅)|	| · (1 − s)(|	|n0 ) . (4·3)

We denote the right-hand side of inequality (4·3) by ν ′. Notice that conditioned on i ∈ T ,{
v ∈ 	∗ : iv ∈ T ∩ � ρ

aρ (x)

}
∼ TVi . Therefore,

∀i ∈ � ρ

aρ (x)·rmin
, P

({
v ∈ 	∗ : iv ∈ T ∩ � ρ

aρ (x)

}
is (K , c)-diffuse| i ∈ T

)
≥ ν ′.

Using inequality (4·2) we conclude the proof of the lemma.

4·5·3. Final step
Proof of Theorem 1·8. Let E be a non-planar GWF and T the corresponding GWT, w.r.t.
a similarity IFS � = {ϕi }i∈	 whose attractor is denoted by K , and offspring distribu-
tion W . First, note that by Proposition 3·9, there exist a section � ⊆ 	∗, and c > 0 s.t.
P (T� is (K , c)-diffuse) > 0. Since we may consider the IFS {ϕi }i∈� which has the same
attractor as �, and the GWF corresponding to the offspring distribution ∼ T� which has the
same law as E , there is no loss of generality in assuming that P (W is (K , c)-diffuse) > 0,
hence we proceed assuming the latter holds.

Given ρ > 0, consider the compressed ∗-tree T(ρ). Recall that by Proposition 4·14, T(ρ) has

the law of a random ∗-tree on Bρ =
∞⋃

n=1
�ρn ∪ {∅} with offspring distributions Mi ∼ T� ρ

aρ (i)
,

for every i ∈ Bρ . By Lemma 4·24, for every s ∈ (0, 1),

sup
x∈Bρ

P

((
T� ρ

aρ (x)

)(s)

/∈ ρ,cDx | nonextinction

)
−→
ρ→0

0.
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Fix any α ∈ (0, δ). By Lemma 4·19,

sup
x∈Bρ

P

(∣∣∣∣∣
(

T� ρ
aρ (x)

)(s)
∣∣∣∣∣< ρ−α| nonextinction

)
−→
ρ→0

0.

Denoting for every x ∈ Bρ , ρ,αCx =
{

A ⊆ � ρ

aρ (x)
: |A| ≥ ρ−α

}
, we have

sup
x∈Bρ

P

((
T� ρ

aρ (x)

)(s)

/∈ ρ,cDx ∩ ρ,αCx | nonextinction

)
−→
ρ→0

0

which implies that

sup
x∈Bρ

P

((
T� ρ

aρ (x)

)(s)

/∈ ρ,cDx ∩ ρ,αCx

)
−→
ρ→0

P (extinction) .

Therefore, we have shown that for every s ∈ (0, 1),

sup
x∈Bρ

P
(
M (s)

x /∈ ρ,cDx ∩ ρ,αCx

)−→
ρ→0

P (extinction) .

This implies that as a function of s, supx∈Bρ
P
(
M (s)

x /∈ ρ,cDx ∩ ρ,αCx

)
has a fixed point <1

whenever ρ is small enough. Denote ρ,cA : Bρ → 2(2	∗
) given by ρ,cA (x) = ρ,cDx ∩ ρ,αCx .

Since ρ,cA (x) is monotonic for every x ∈ Bρ , by Theorem 4·17 we obtain

sup
x∈Bρ

P
((

T(ρ)

)x
has no

(
ρ,cA

)x
-∗-subtree| x ∈ T(ρ)

)
< 1

whenever ρ is small enough, and in this case,

P
(∃x ∈ T(ρ) s.t.

(
T(ρ)

)x
has a

(
ρ,cA

)x
-∗-subtree| nonextinction

)= 1. (4·4)

Fix ρ small enough s.t. (4·4) holds, and s.t. ρ−α is an integer larger than |	|n0 , where
n0 = ⌈

logrmax
(rmin)

2
⌉

as in the proof of Lemma 4·24. Then every
(
ρ,cA

)x
- ∗ -subtree con-

tains a ρ−α-ary
(
ρ,cD

)x
-∗-subtree. Indeed, if A ∈ (ρ,cD

)x

v
for some v ∈ Bx

ρ , we may remove
elements of A except for a subset of size at most |	|n0 and obtain a smaller set which is still
in
(
ρ,cD

)x

v
.

Now, assume that for some x ∈ T(ρ),
(
T(ρ)

)x
has a

(
ρ,cA

)x
-∗-subtree, then by the above,

it also contains a ρ−α-ary
(
ρ,cD

)x
-∗-subtree S. Denote D′

α = γ� (∂S). Since ∀v ∈ Bρ , every
set in ρ,cDv is (K , ρc) - diffuse, by Proposition 4·22, D′

α is hyperplane diffuse, and so is
Dα = ϕx

(
D′

α

)⊆ E .
In case � satisfies the OSC, Lemma 4·21 implies that D′

α is also α-Ahlfors regular (and so
is Dα). Thus, in this case we have shown that for every α ∈ (0, δ), a.s. conditioned on nonex-
tinction, there exists a subset Dα ⊆ E which is hyperplane diffuse and α-Ahlfors regular.
Taking a sequence αn ↗ δ concludes the proof.

Remark 4·25. The proof of Theorem 1·8 for the case without the OSC could obviously be
much shorter since the existence of a ρ,cD-∗-subtree suffices.
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5. Some remarks on Theorem 4·17

5·1. A counterexample for equality in equation (4·1)

As mentioned in Remark 4·18, equality in equation 4·1 need not hold. We now provide a
counterexample.

Example 5·1. Let A= {a1, a2, ..., an} be an alphabet and let B = {∅} ∪ {a1, a2}A∗ ⊂A∗ be
a ∗-tree. Let S ⊂A∗ be a random ∗-tree on B with offspring distributions {Mi }i∈B given by:

(i) P (Mi =A) = 1 for i ∈ {a1, a2};
(ii) ∀i ∈ B, |i | ≥ 2 ⇒ Mi ∼ Bin ({a1, a2, a3} , p) where p ∈ (0, 1) is large enough so that

a GWT with alphabet of size 3 and binomial offspring distribution with parameter p
has a positive probability, α > 0, of containing a binary subtree (by Pakes-Dekking
theorem there exists such p);

(iii) P (M∅ = {a1, a2}) =α + ε, P (M∅ = {a1}) = 1 − (α + ε) for some small ε > 0.

Now, define Ax = {L ⊆A∗ : |L| ≥ 2} for every x ∈ B, so that A -∗-trees are ∗-trees which
contain binary trees.

Choosing n large enough, we may guarantee that the sup in equation (4·1) is realised by
every element x ∈ B with |x | ≥ 2 and its value is 1 − α, that is to say that q = 1 − α where
q is as defined in the proof of Theorem 4·17. In that proof we have shown that q ≤ s0 where
s0 is the smallest fixed point of the function gA (s) = sup

x∈B ′
P
(
M (s)

x /∈ Ax

)
in [0, 1].

Analysing gA (q) = sup
x∈B ′

P
(
M (q)

x < 2
)
, one should notice that the sup in the formula for

gA (q) is realised by x = ∅. This is because α < P (Bin (3, p) ≥ 2) and ε may be chosen to

be arbitrarily small. So gA (q) = P
(

M (q)

∅ < 2
)

= 1 − (
(α + ε) · α2

)
which is strictly larger

than q when ε is small enough.

5·2. The special case of GWT

We now focus on the special case of GWT, and assume that the mapping A is constant.
We show that in this case equality in equation 4·1 does hold. The following theorem may be
considered an extension of Pakes–Dekking theorem and its proof uses the ideas of the proof
given in [15, theorem 5·29].

Let T be a GWT with alphabet A and any offspring distribution W . Let A ⊆ 2A be some
nonempty collection of nonempty subsets of A. Define the function gA : [0, 1] → [0, 1] by

gA (s) = P
(

W (s) /∈ A
)

. Finally, denote τ
(
A
)= P

(
T has an A -subtree

)
.

THEOREM 5·2. With notations as above, 1 − τ
(
A
)

is the smallest fixed point of gA in
[0, 1].

Proof. Note that the following properties hold:

(i) gA is continuous and monotonically increasing;
(ii) gA (1) = 1;

(iii) gA (0) = P
(

W /∈ A
)

.
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If gA (0) = 0, then P
(

W ∈ A
)

= 1 which implies the existence of an A - subtree a.s.,

i.e., 1 − τ
(
A
)= 0 and the claim follows. Otherwise, we assume that gA (0) > 0. Let qn

be the probability that T does not contain an A − subtree of length n, where q0 = 0. Then
1 − qn ↘ P

(
T has an A -subtree of every length

)
and by Lemma 4·16 this is equivalent to

qn ↗ 1 − τ
(
A
)
.

Claim For every n ≥ 1, qn = gA (qn−1).

Proof of claim. Denote for every n ≥ 1, the following random set:

Vn = {
v ∈ T1 : T v has an A -subtree of length n

}
.

For each element v ∈A, P (v ∈ Vn| v ∈ T1) = 1 − qn , and for every two distinct elements in
A these events are independent, so Vn ∼ W (qn). Now, since T has an A -subtree of length n
iff Vn−1 ∈ A ,

qn = P
(

Vn−1 /∈ A
)

= P
(

W (qn−1) /∈ A
)

= gA (qn−1) .

Since gA is increasing and continuous, its smallest fixed point is lim
n→∞ gn

A (0), where gn
A

denotes the composition of gA with itself n times (this is a general property of increasing
and continuous functions on [0, 1] whose proof is easy and left to the reader). By the claim
above, lim

n→∞ gn
A (0) = lim

n→∞ qn which concludes the proof.
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