
In closing, we hope our short discussion of dynamical mecha-
nisms linking affect and recognition memory illustrates the po-
tential of the dynamical approach for providing parsimonious ex-
planations for specific empirical phenomena in the domain of
emotion-cognition interaction.
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Abstract: The target article developed a dynamic systems frame-
work that viewed the causal basis of emotion as a self-organizing
process giving rise to cognitive appraisal concurrently. Commen-
tators on the article evaluated this framework and the principles
and mechanisms it incorporated. They also suggested additional
principles, mechanisms, modeling strategies, and phenomena re-
lated to emotion and appraisal, in place of or extending from those
already proposed. There was general agreement that nonlinear
causal processes are fundamental to the psychology and neurobi-
ology of emotion.

My response to the commentaries is organized in several
sections. The themes of these sections progress from gen-
eral agreement on the value of a dynamic systems (DS) re-
formulation of emotion science, to modeling strategies and
mechanisms of emotion I did not employ in the target arti-
cle, to arguments specific to a DS conceptualization, to fun-
damental questions about the nature of emotion in relation
to cognition, and finally to developmental, clinical, and em-
pirical considerations. The arguments of the commenta-
tors, with each other and with me, can be seen as bidirec-
tional transactions that give rise to an emergent form – a
dialogue that is still consolidating into a new scientific per-
spective on emotion.

R1. A new way to think about emotion

To take a scientific interest in emotion is a little like ac-
quiring a giant squid for one’s aquarium: it would be so
much easier to kill it first. Emotion is unruly, powerful,
strange, and complicated. It is intrinsically difficult to study.
More than any other psychological phenomenon, it resists
categorization, its function is not at all obvious, it does not
correspond neatly to any subset of the nervous system, and
it can be reproduced in the laboratory only in watered-
down form. Yet emotion is at the core of being human, and
to give up studying it would be to give up understanding hu-
man thought, experience, and behavior.

Unfortunately, the solutions arrived at by emotion theory
have come quite close to killing it. Emotion has been
hitched like a trailer to cognitive appraisal in a one-way
causal sequence. How would we know what emotion to
have unless cognitive appraisal preceded and directed it? In
fact we wouldn’t, and keeping emotion alive requires al-
lowing its irrationality. Emotional effects on cognition have
also been portrayed in a narrow, artificial way, as biases or
distortions in an independent stream of thought, again in a
one-way causal direction. The failure to link these two
causal arrows, in a bidirectional process that shapes mo-
mentary experience as well as development, makes it diffi-
cult to capture emotion without killing it. And the failure to
see emotion as complex and iterative robs it of its vitality,
leaving an inert shell in its place.

In the target article, I highlighted these deficits in main-
stream emotion theory and outlined DS principles that
frame causality and part-whole relations in more realistic
terms. I argued that the causality of emotion does not re-
side in cognitive appraisal; it resides in self-organizing pro-
cesses that give rise to appraisal concomitantly. With DS
modeling, it appeared that emotion would not have to be
killed in order to be studied, and this provided new possi-
bilities for a bridge with neurobiology. The intricate and re-
cursive flow of current and chemicals in the brain, and the
convergent synchronization of its rhythms, could instanti-
ate the causality of emotion only if it too were seen to be in-
tricate, recursive, and inherently dynamical. I went on to
demonstrate that self-organizing neural processes, medi-
ated by bidirectional and circular causal relations, give rise
to emotion and cognitive appraisal at the same time – each
a different aspect of an emergent unity.

R1.1. DS constructs and psychological realism

Most of the emotion theorists who wrote commentaries
agree that we need to think about emotion in new ways, and
most are enthusiastic about the utility of a DS framework
and its facilitation of neural modeling. Frijda calls the ap-
proach taken in the target article “considerably more plau-
sible” than traditional models, and sees it as a template for
modeling appraisal processes in relation to emotion. He
states that “both the temporal development and the ap-
praisal-response-reciprocities should become elements of
any standard account of emotion generation.” Frijda has
long argued against the conventional “linear model” of ap-
praisal (e.g., Frijda 1993b). Although he has never fully de-
veloped a nonlinear alternative, his commentary outlines
several points of agreement with my model: (1) appraisals
evolve through feedback with emotional response pro-
cesses, and trigger, self-amplification, and self-stabilization
phases can be meaningfully distinguished; (2) appraisals
stabilize through feedback with response options, action
plans, and action-monitoring; and (3) dynamic systems ap-
proaches are useful for retooling emotion theory along
these lines.

Izard, Trentacosta, & King (Izard et al.) also find the
principles of self-organization useful for understanding the
coupling of cognitive and emotional processes, and in re-
cent theorizing Izard and colleagues have considered simi-
lar principles (Izard et al. 2000). Buck agrees that emotions
and accompanying cognitions arise simultaneously and in-
terdependently, and he endorses the notions of self-organi-
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zation, complexification, and emerging coherence for de-
scribing and explaining this process. For Buck, it is time to
move away from traditional debates within emotion theory
and concentrate instead on the nature of the constituents
and their means of interaction. Ellis also advocates princi-
ples of self-organization and applies them in his own model
of emotion and consciousness. If, as he suggests, some pre-
dictions in the target article are consistent with both mod-
els, their confirmation would support a self-organizational
approach that spans multiple perspectives. Potegal em-
phasizes that emotion should not be considered an outcome
of appraisal, and Fabrega finds my treatment of emotion
“highly realistic” relative to conventional psychological the-
ory.

R1.2. DS constructs and neural realism

Pizzagalli and Thayer & Lane think that the study of
emotion can be much improved by compliance with the
constraints imposed by the brain. They eschew the linear
causality of conventional models of emotion, and they ar-
gue that the traditional compartmentalization of emotional
and cognitive systems is untenable from a neural perspec-
tive. Pizzagalli and I agree that the definitional overlap be-
tween emotion and appraisal reflects functional and
anatomical overlap among brain systems, and that this over-
lap befuddles cause-and-effect models. He likes my use of
bidirectional causation, functional coupling or synchroniza-
tion, and distributed emotional subcomponents that be-
come assembled on-line. Thayer & Lane endorse my ef-
forts to unify the cognitive antecedents and cognitive
consequents of emotion, again as demanded by neural re-
alism. They are also very explicit about the benefits of a DS
analysis for linking emotion theory and neuroscience, and
have pursued a similar course in their own modeling.
Tucker thinks that contemporary scholarship should pur-
sue general models that span psychological and neural pro-
cesses of emotion. He reviews the explicit advantage of DS
principles for elaborating reciprocal, iterative causal mech-
anisms as well as Haken’s (1977) circular causality. He
agrees that this approach to modeling gets at the complex-
ity that is ignored by unidirectional (cognitive or emotional)
causal accounts in psychology, resulting in the disconcert-
ing (but revitalizing!) loss of one’s definitional starting
point.

R1.3. Richness and complexity

Realism is not the only thing sacrificed by linear models. As
nicely captured by Galatzer-Levy, “the clarity and testa-
bility reached through the reduction of complex psycho-
logical phenomena is achieved at the price of the loss of the
richness people hope for from psychological explanations.”
He notes that DS modeling allows for richness and innova-
tion in the behavior of all kinds of systems and thus makes
plausible what seemed inexplicable on the basis of linear
assumptions. With these assumptions discarded, the infu-
sion of richness back into theories of emotion can make
them compatible, finally, with our actual experience of
emotional life as revealed in psychoanalysis. Galatzer-Levy
notes that this direction of theory development and its in-
tegration with neuroscience follow an agenda set out by
Freud, but with conceptual and methodological tools that
were unavailable in his lifetime. I agree with him that a

more satisfying interface between emotion theory and neu-
roscience invites psychoanalytic considerations that have
been avoided by mainstream psychology.

R2. Other models and mechanisms of emotion

Although many commentators saw the target article as
moving in the right direction, just as many felt I had ignored
or underplayed key mechanisms of emotion, and a few ar-
gued that I had missed important considerations for mod-
eling these mechanisms. In response, this section moves
from general criticisms of the modeling strategy, to alter-
native mechanisms of emotion, to psychological, neural,
and social extensions compatible with the target article.

R2.1. Modeling issues

Barnard & Dalgleish make a case for systemic models of
appraisal-emotion at the psychological level of description.
They say that my mapping out of global appraisal compo-
nents such as perception, evaluation, and attention, and my
conclusion that the psychological level has little more to of-
fer, ignore the existence of much more sophisticated psy-
chological models that specify interacting parts. These
models would presumably provide a more detailed plat-
form for bridging psychology with neurobiology. Although
this argument seems persuasive at first, it misses a substan-
tive consideration and a logical step. I do refer to compo-
nent-system models of emotion-appraisal in section 2.2, but
I designate them as information-processing approaches and
emphasize their disadvantages, perhaps too glibly. Indeed,
the terms suggested by these commentators – “properties
of processing resources, varieties of mental representation,
and/or mental coding attributes” – fit the rubric of infor-
mation processing. I argue that these models are mecha-
nistic, hence lacking in realism, and that they remain at the
level of interacting parts without explication of part-whole
relations. I go on to review process models of appraisal, as
a step toward greater realism from within emotion theory,
and propose my own process-level account in section 3.3,
based on an alternative set of (DS) principles. I can there-
fore be accused of giving information-processing models
short shrift, but not of ignoring them. It would be helpful
for these commentators to demonstrate the advantages of
such models. Do they really provide a better basis for bridg-
ing the psychology and neurobiology of emotion? Are pro-
cessing resources and mental coding attributes really trans-
latable to types or locations of neural activities? On the
logical side, my conclusion that the psychological level of
description has little more to offer does not follow my dis-
cussion of these models. It follows the presentation of a de-
tailed systemic model of my own. My point was that psy-
chological detail can take us only so far, no matter what
principles guide the modeling.

According to Pascual-Leone, my “failure to use organ-
ismic units of processing such as schemes or schemas makes
the bridging attempt fall under a reductionist ‘mereological
fallacy.’” He claims that schemas are the macro units of
choice for both psychology and neuroscience, and that they
can be used successfully to analyze appraisals. There are
two parts to this criticism. What Pascual-Leone calls a
mereological fallacy is the blithe mapping of psychological
functions onto brain parts. I do use appraisal and emotional
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“constituents” to fashion a map of neural systems on the ba-
sis of function. However, I go to great pains to demonstrate
that each constituent/function corresponds with many dif-
ferent structures distributed across the brain (sects. 4.2 and
4.3), and I conclude (sect. 4.4) that the definition of these
constituents is challenged by a neural analysis. Although
Pascual-Leone is a masterful theoretician, he seems to con-
fuse parts and wholes more than I do. Schemas are parts of
several “organismic” theories, but importing this term does
not make a theory organismic. In fact, Pascual-Leone’s use
of schemas seems rather mechanistic to me (or else organ-
ismic in too strong a sense). The fear reactions of the pas-
senger in his example are explained by an “automatically”
synthesized meta-scheme. According to my model, there is
indeed a juxtaposition of events which together with emo-
tion (arousal, action tendencies, and attentional orienta-
tion) yield a powerful and coherent appraisal. But it is the
self-organizing stability of this appraisal that permits the
learning (by synaptic shaping) of associations over time.
Nothing is “automatic.” Pascual-Leone is right that several
subassemblies must be co-activated synchronously when
emotional interpretations (EIs) complexify (i.e., contain
more information), either in real time or development.
However, this too must be enabled through synaptic shap-
ing over time. Few theorists are interested in models that
are organismic in the strongest sense, and DS models are
often located somewhere in the border region of contextu-
alist and organismic metaphors, or they can be said to rely
instead on the fundamental concept of emergence (Lewis
2000b). In such models, outcomes are never completely
specified in advance, and coherence must emerge through
recursive system activity.

Sander & Scherer begin their commentary by claiming
that I equate the psychology of emotion with narrow con-
ceptions of appraisal theory more than a decade old and
that I fail to recognize the contribution of cognitive neuro-
science to emotion theory. This makes little sense to me.
Appraisal theory hasn’t really changed that much in ten
years. A thorough reading of Scherer et al.’s (2001) hand-
book on appraisal processes (to which I contributed a chap-
ter) shows that most of the traditional positions are alive and
well. However, relatively recent process models of appraisal
have garnered more attention, as thoroughly reviewed in
section 2.3 of the target article. As for the cognitive neuro-
science of emotion, Thayer & Lane, chief proponents of
this approach, praise the thoroughness and relevance of my
treatment. Indeed, I cite and incorporate the work of cog-
nitive neuroscientists throughout the article. But Sander &
Scherer’s hollow criticism is the tip of an unfortunate ice-
berg. What is most disappointing is that these theorists, who
hold a compatible view of dynamic emotional processes
(see Scherer 2000), choose to inflate discrepancies rather
than highlight our common vision and shared goals.

Let me address their four substantive complaints in 
sequence. First, Sander & Scherer state that I ignore ap-
praisal dimensions and focus instead on cognitive struc-
tures and mechanisms. I do not ignore appraisal dimen-
sions: I review this classical approach in the first paragraph
of section 2.2. My emphasis on cognitive mechanisms is
similar to Scherer’s process orientation. I don’t see the
problem. Second, these authors say that my Figure 1 does
not explain the unfolding of an emotion episode and want
a more specific delimiting of its beginning and end. In fact,
Figure 1 does not deal with the time course of emotional

episodes. Rather, it sketches a feedback reconceptualiza-
tion of appraisal-emotion processes. This sketch is soon fol-
lowed by section 3.3, which is given to the explicit model-
ing of the phases of an emotion episode. Behind these
misapprehended details, Scherer’s model and mine share
an emphasis on synchronization in emotion episodes. This
should be the basis for congeniality, not dispute. The third
criticism is that my model relies on constructs that are
vague and lacking in concreteness, and it therefore provides
no analytical advantage over, say, Scherer’s (1984) model. I
am chastised for appearing unwilling to “take the [ap-
praisal-emotion] amalgam apart in order to understand its
nature.” One hopes that these commentators read beyond
Figure 1, because that is exactly what the remainder of the
article set out to do. A high degree of specificity in psycho-
logical modeling was provided in sections 3.2 and 3.3, and
concrete neural structures and processes were presented in
great detail in sections 4 and 5. Finally, Sander & Scherer
discuss theory and findings concerning the amygdala to
highlight a perceived lack of detail in my own account. Al-
though the amygdala is referred to frequently throughout
the target article, I don’t disagree with any of their discus-
sion, and I am happy with the notion of relevance detection
(see sect. 4.2.2). More functional detail is always welcome
in a discussion of multiple neural systems and their mech-
anisms of interaction. But the overarching goal of such ef-
forts should be an integrated perspective in which neural
details adhere to a coherent set of principles derived from
the work of like-minded theorists.

R2.2. Alternative mechanisms

According to Carver, the meaning of emotion can’t be
gleaned without elaborating the nature of triggers. He sees
triggers as events evaluated (i.e., appraised) according to
their relevance for attaining or avoiding desired or unde-
sired conditions. For Carver, dynamic mechanisms such as
positive and negative feedback are unnecessary to explain
the amplification and stabilization of emotion. Rather than
positive feedback, “the mere passing of time creates a
steady increase in the trigger’s potency,” resulting in the rise
of emotion from baseline. Similarly, he claims that stabi-
lization (to an attractor) happens sometimes, but usually ac-
tion reduces emotion back to baseline, by changing the elic-
iting conditions. In Carver’s account, rather than stewing in
anger, “Mr. Smart acts to change the situation so his goals
are being better met.” But importantly, this can take time,
giving the appearance of stabilization until the cognitive or
behavioral response succeeds at reducing the emotion.
Carver’s account might be compelling in a world of robots
busily reducing discrepancies between conditions and
goals. But in such a world, emotions are unnecessary. In
fact, Carver’s account of what I call triggers misses the point
entirely. A trigger is an event in which a discrete cause pro-
duces a disproportionately large (nonlinear) effect: the ef-
fect grows based on the properties of the system, not the
properties of the trigger. Carver’s linear model epitomizes
the cognitivism that I am trying to get away from, so it is no
wonder that his proposed mechanisms differ from my own.
I will tackle his claims in order.

Do emotions rise from baseline simply by virtue of the
passage of time? Assuming that one can define an emo-
tional baseline (which I doubt), and that this baseline is
somehow equivalent to numerical zero (which is even more
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troublesome), this would be like saying that a car acceler-
ates because the engine speed catches up with the amount
of fuel released into the carburetor. For cars this is roughly
true in theory, although there are of course many nonlin-
earities where the rubber meets the road. But Carver
seems to believe that emotion accelerates because a passive
cognitive system appraises more and more of what’s going
on. On the contrary, organisms function in the world
through changes in multiple internal systems that interact
with each other and with the environment. These changes
are constantly informed by environmental input resulting
from active perceptual and motor processes. A DS ap-
proach highlights active adjustments on the part of the or-
ganism and characterizes this set of interactions as recur-
sive and self-organizing. This is what explains the nonlinear
profile of change.

Is emotional stabilization really a result of successful ac-
tion whose impact is, again, delayed in time? Stepping on
the brake stabilizes acceleration, and brings the vehicle to
a stop eventually. But this simple system is a poor model for
complex animate processes. In fact, Carver seems to mis-
understand the requirements for successful action. He be-
lieves that action tendencies, which I agree are generated
with emotion, are the same as coherent actions. But raw ac-
tion tendencies are useless for effective behavior. Instead,
the evolutionary advantage of emotion for a sophisticated
brain is to constrain and guide cognition until it coheres
around a plan. Frijda (e.g., 1993a) and others have made
this clear at the psychological level. At the neural level, the
prefrontal cortex transcends the “default mode” leading di-
rectly from stimulus to response, so that foresight and re-
flection can guide behavior (Mesulam 2002). According to
my model, this sophisticated system achieves stabilization
through vertical integration with limbic and brainstem sys-
tems, allowing intelligent action to be synchronized with at-
tention and emotion.

Finally, how far-fetched is my portrayal of Mr. Smart
stewing in anger? According to Carver, “In reality, that is
not how such an episode typically ends.” Would that it were
so. In his commentary, Potegal describes the phenomenon
of aggressive arousal, a centrally mediated and enduring
state of low-level aggression commonly observed in ani-
mals. Like children’s tantrums (or just a grumpy mood), it
“persists well beyond the withdrawal of the provoking stim-
ulus.” This cross-species phenomenon is consistent with the
kind of attractor state model proposed by the target article
and antithetical to Carver’s explanation.

In my view, there are some situations in which actions
terminate emotional states quickly, when goals can easily be
achieved or discarded. But on most occasions we are unable
to fully achieve or fully discard our goals. Situations are usu-
ally not so accommodating. This results in enduring mood-
like states in which emotions and interpretations continue
for some time, and action plans are assembled, rehearsed,
and discarded, as was the case for Mr. Smart. Elsewhere
(Lewis 2000a) I have suggested that these enduring states
contribute the most to developmental outcomes, because
they foster ongoing synaptic shaping through LTP and re-
lated mechanisms. Consequently, the EIs that become en-
trenched in personality development are precisely those
that maintain engagement with situations in which goals are
not quickly satisfied.

Northoff identifies two major “neglects” in my treat-
ment. The first is my neglect of his theory, which I actually

find intriguing. It seems reasonable that the processing of
self-referential stimuli, as opposed to non-self-referential
stimuli, should contribute to an emergent self, and that
emotional intensity helps to foster this distinction. But then
to say that emotion is only present for self-referential events
seems circular. I also object to the idea that cognition-emo-
tion integration or unity is a special case of some kind. This
implies that cognition-emotion disunities also abound.
Izard et al. describe cognition-emotion disunities in vari-
ous pathological conditions. But for me, emotion always
fosters integration, because emotional “constituents” in-
clude the arousal and attentional focus necessary for cogni-
tive activity to cohere and consolidate. My second neglect,
according to Northoff, is my inattention to the role of the
medial parietal cortex and posterior cingulate cortex. How-
ever, the high level of activity in these and associated re-
gions during resting states (Northoff refers to them as a
“physiological baseline”) implies that they have less to do
with immediate emotional responding than do other re-
gions. In fact, activation is thought to switch from posterior
to anterior cingulate cortex when animals are challenged,
expectancies are violated, and new learning must take place
(see review by Luu & Tucker 2002). This shifting of activa-
tion to the ACC appears to mediate action-monitoring in
emotionally compelling circumstance (e.g., Luu et al.
2003), as I discuss in section 5.4 of the target article.

Barnard & Dalgleish say that I neglect other important
neurobiological systems, including approach-avoidance
systems, behavioral activation versus inhibition systems, re-
ward-punishment systems, and appetitive and aversive sys-
tems. Many such parsings are possible, but the intent of the
target article was not to elaborate every alternative for slic-
ing the neural pie. It was to describe representative struc-
tures, believed to mediate key psychological functions, in
order to demonstrate the mechanisms of integration most
relevant to a DS analysis.

Van Honk & Schutter rightly claim that I do not go into
very much detail on the neuroendocrine system. Indeed,
endocrine processes constitute a critical mechanism for the
stabilization of emotional states. This is not “absent” from
my account, but is dealt with in summary form in my dis-
cussion of mechanisms of arousal and neuropeptide activ-
ity (sects. 4.3.1 and 4.3.2). These commentators propose
that various kinds of balance between brain systems, and
critically between competing endocrine systems, are nec-
essary to arrive at “emotional homeostasis.” But I question
whether the term homeostasis works as well for lasting emo-
tional states as for endocrine balance. Cannon’s homeosta-
sis means maintenance of a steady state, and this is achieved
in biological systems by self-regulation following a pertur-
bation. Stable emotional states may be better characterized
as dynamic equilibria, a term used by dynamic systems
thinkers such as Jantsch (1980) to describe the stability of
systems that actively maintain their self-organization, or by
the term homeorhesis as proposed by Waddington (1962).
Stable emotional states are not necessarily resting states, as
is evident in the commonplace phenomenon of low-inten-
sity moods.

Potegal describes states of aggressive arousal that per-
sist without the help of cognitive appraisal. Most interest-
ingly, he identifies an amygdala-hypothalamic circuit that
maintains aggressive states, through control of autonomic
and motor functions. This mechanism is important and fits
well enough in my overall treatment. Then why does Pote-
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gal imagine that our positions are diametrically opposed? I
don’t claim that Mr. Smart must first assign blameworthi-
ness and then experience anger. The whole point of the tar-
get article was to move beyond this cognitivist idea. I do
claim that, very often, a blame appraisal consolidates with
anger, as it did for Mr. Smart. Anger generally focuses at-
tention on obstacles, including features of other people. Fo-
cusing on those features of the other that obstruct one’s
goals is fundamental to the appraisal of blame. Potegal’s ac-
count of the rapid rise and stabilization of anger corre-
sponds neatly with my self-amplification and self-stabiliza-
tion phases, as he acknowledges, and it argues against
Carver’s assertions. But I would challenge Potegal to find
a lasting state of high aggressive arousal in humans without
the assignment of blame. To ignore the role of appraisal in
the temporal extension of emotional states throws the baby
out with the bathwater.

R2.3. Extensions

R2.3.1. Psychological mechanisms. The commentary by
Ainslie & Monterosso develops the idea that emotions are
motivated, not just motivating. They claim that evaluation
of the rewardingness of an emotion helps to select it. If they
are right, then, as they suggest, the self-augmenting phase
of an EI should include this mechanism of emotion gener-
ation, and the nucleus accumbens should be featured in the
motivated monitoring loop as well as the action loop. This
is an elegant argument and I agree with parts of it. Indeed,
if cognitive appraisal is concerned with what is most salient,
the anticipation of an emergent or soon-to-emerge emo-
tional state ought to occupy appraisal as much as any fea-
ture of the external world. Viscerosensory feedback could
channel information about emergent emotions without
conscious attention. But I would say that the anticipation of
a certain emotion, as a phase of appraisal, must have its own
emotional concomitant: anxiety or excitement. I am anxious
about the likelihood of becoming angry, or excited about
the onset of pleasure or vengeful satisfaction. I would fur-
ther argue that anticipatory anxiety, and not just anticipated
reward, can facilitate the generation of emotions (not just
their minimization). Anxiety about imminent shame in-
creases attention to the self, thereby accelerating shame,
and anxiety about anxiety is clearly self- amplifying. Thus,
anticipation could be considered a cognitive feature of
many EIs, adding to the mix of other features in a self-or-
ganizing process already underway. The result, either en-
hancement or minimization of emotional states, is what
many theorists refer to as emotion regulation.

R2.3.2. Neural mechanisms. Other extensions to the
model are suggested by Thayer & Lane. They highlight
the importance of inhibitory processes at both the psycho-
logical and neural levels of analysis. They argue that in-
hibitory neural processes are critical for all stages of an EI,
not just the self-stabilization and learning phases, as I em-
phasize. They cite evidence that inhibitory processes
among neurons facilitate phase transitions, and that states
of psychological entrenchment, such as rumination, indi-
cate a breakdown of inhibitory processes at the psycholog-
ical level. The link between inhibition and sensitivity pro-
posed by these commentators is fascinating. We agree on
one mechanism of sensitivity and change: positive feed-
back, which implies a loss of inhibition. However, they pro-

pose an additional mechanism: the presence of inhibition,
which, as I understand it, tunes the system and makes it
more responsive. There is room for convergence here. I
claim that inhibitory processes (in negative feedback) allow
EIs to become focused, coherent, and organized. This con-
solidation process could be the condition for rapid transi-
tions to alternate states, but only when these transitions are
directed by intention or focused thought. Coherent EIs en-
able directed action, and switching one’s focus from one
state to another is directed action in the form of planned
cognition (e.g., shifting out of rumination). I do not elabo-
rate these ideas in the target article, and Thayer & Lane’s
modeling suggests that this is a gap that needs filling.

Schore asks many intriguing questions concerning core
mechanisms of emotion. Does the developmental se-
quence of maturation of the amygdala (AM), anterior cin-
gulate cortex (ACC), and orbitofrontal cortex (OFC), re-
spectively, parallel the sequence of activation of these
neural systems in an EI in real time? In the target article, I
cite evidence linking trigger phenomena (at the start of the
sequence) with AM activation, as well as later processes of
consolidation and stabilization with the ACC and OFC. The
order of activation of these latter two structures may de-
pend on whether the appraisal sequence is initiated
through the object-evaluation or monitoring loop, but I
know of no evidence that bears on this question directly.
Schore also suggests that distinct representations at the
level of each of these structures may link up to form emer-
gent wholes. In the target article, I claimed that vertical in-
tegration links functions at different levels of the neuroaxis
and suggested a superordinate phase synchrony as a likely
mechanism for this phenomenon. But I am not sure how
one would identify distinct “representations” at different
levels, given the assumption by most theorists that repre-
sentations depend on cross-level integration. Finally,
Schore proposes another sequence for systems involved in
emotion regulation. Consistent with my discussion, but ar-
ticulated beyond it, he suggests that early implicit appraisals
mediated by the right OFC precede explicit appraisals me-
diated by (more dorsal aspects of) the left prefrontal cor-
tex, with the latter feeding back to the right OFC. If these
transmissions then modulate vertical integration within the
right brain, as Schore suggests, they would provide an ideal
mechanism for the consolidation of emotion regulation in
the presence of explicit (dorsally mediated) self-monitor-
ing. I like this modeling. My only complaint is that Schore
describes an “emergent whole” within the right brain. This
seems to ignore his own assertion that modulation by the
left brain is necessary to regulate right-brain appraisals. The
left hemisphere plays too important a role to be left out of
Schore’s emergent whole.

Freeman summarizes his highly innovative theory of
self-organizing brain states that are both intentional and
emotional. I take it as inspirational that a neuroscientist
who has been in the fray for so long uses principles of self-
organization to model emotion. I have been greatly influ-
enced by Freeman’s work, so it is not surprising to find a
good match with many of his arguments: (1) Freeman and
I agree that the rapid onset of emotional states is trigger-
like, constituting, in his words, a “virtually instant reorgani-
zation” of brain states. (2) These changes can be modeled
neurally as phase transitions leading to self-amplification.
However, Freeman’s local phase transitions occur many
times a second, indicating discrepant time scales for the
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reinitialization of neural patterns and perceptible changes
in emotional states. (3) According to Freeman, local state
transitions are swallowed up by a global state transition
about 200 msec after stimulus onset, integrating several
sensory systems with the limbic system in a vertical inte-
gration. Here the time scale is more in line with my mod-
eling of EIs: the completion of the self-amplification phase
of an EI (the “swallowing”) could feasibly take up one-quar-
ter to one-third of the minimum time course I estimated for
its stabilization (600–800 msec, based on error-related
ERPs). (4) Freeman claims that large areas of cortex enter
into synchronized oscillations corresponding to intentional
behavior on the part of the animal. If all intentional behav-
ior is indeed emotional, this suggests another plank of broad
compatibility. (5) We both see self-organizing appraisal
states in terms of the selection of one of a number of at-
tractors (multistability). Freeman calls neural attractors hy-
potheses about the world, and he shows that trajectories of
sensory activation select among competing attractors. This
phase is followed by abstraction and generalization, consis-
tent with the cognitive elaboration I impute to the com-
plexification of an EI.

Freeman’s neural mechanisms of emotion are highly de-
tailed and quantitatively explicit, but they need to be inte-
grated with constructs available to other neuroscientists
and psychologists. One of my goals in the target article was
to set out a comprehensive but global framework anchored
by mainstream research findings in neuroanatomy and neu-
rophysiology, and use it to make sense of emotional pro-
cesses observable to psychologists. An important next step
would be to forge connections between this broad-based
framework and Freeman’s unique theoretical and empiri-
cal contributions.

R2.3.3. Social mechanisms. Buck agrees that emotions
are self-organizing and that cognition and emotion arise in-
terdependently. His commentary goes on to emphasize the
role of communication at all levels of a dynamic system.
However, according to Buck, my modeling of emotional
processes remains “inside-the-head,” and he recommends
moving beyond neural constituents to social constituents
such as roles and norms for the analysis of higher-order so-
cial emotions. One could indeed say that emotions self-or-
ganize among individuals as well as within individuals, and
various forms of interpersonal signaling become critical at
this level of analysis. The emotions involved in riots or
sports events appear to require interpersonal coordination,
and Fogel (1993) identified emotions in infant-mother
transactions as belonging to the dyad, not to either partner.
However, this kind of argument can also muddy the waters.
Buck refers to Mr. Smart’s shame as a social emotion, even
though the other driver may have been completely oblivi-
ous to Mr. Smart’s presence. Emotions, after all, do occur
within individuals, whether or not communication is going
on between them. The motivational thrust of an emotion is
felt by the individual, as mediated by neural and endocrine
processes within the individual’s body. This thrust may also
express itself interpersonally and may couple with that
emerging in another individual, in a self-organizing process
at a higher level of analysis. Studies of interpersonally cor-
related brain activities (e.g., Hasson et al. 2004) may even-
tually concretize relations between these levels.

Fabrega has many positive things to say about the tar-
get article, but like Buck he worries that EIs are modeled

within the (individual’s) head. As he demonstrates, many
heads acting in a shared environment (culture) produce in-
dividual differences. Thus, a system of emotional interpre-
tations develops uniquely for each individual, though still
culturally constrained, with the extreme being psy-
chopathology and other syndromes. I agree wholeheartedly
with this emphasis. Like Fabrega, I see short-term stabi-
lization as tuning long-term appraisal habits through asso-
ciative learning. Fabrega’s clinical and societal emphasis
complements my own interest in how the emotion/ap-
praisal system shapes and consolidates individual differ-
ences. I regret that I could not devote more time to these
issues in the target article.

I am guilty, as charged by Downey, of underplaying one
of the most important influences on the shaping of emo-
tional patterns. I demonstrate how action shapes and stabi-
lizes EIs, but I neglect the impact of an important class of
actions – learned forms of emotional behavior. Habits of
emotional behavior (e.g., grief behavior, anger displays)
should indeed exert a critical top-down influence on the
self-organization of EIs, helping to crystallize interpreta-
tion and emotion. Downey’s most interesting claim is that
this top-down factor “is probably the most important av-
enue for cultural variation to affect neural architecture.”
What an excellent point! If culture constrains habits of
emotional behavior, emotional behavior helps stabilize EIs,
and stabilization sculpts the synaptic circuitry that provides
developmental continuity, then cultural forms of action will
select and stabilize highly distinct EIs entrenched in the
neural architecture of members of that culture. I particu-
larly like Downey’s conclusion: “A DST approach to cross-
cultural difference in emotional psychology offers the pos-
sibility of making physiologically testable hypothesis about
emotional responses while recognizing that neural plastic-
ity may be greater than we can imagine.” I would only add
that constraints on emotional behavior supplied by family
members or temperamental proclivities should affect de-
velopmental outcomes as profoundly.

R3. Do’s and don’t’s for dynamic systems
modeling

R3.1. Matters of principles

The commentaries I have dealt with so far address sub-
stantive arguments in the target article. However, a few
commentators raise formal issues regarding the conceptu-
alization or presentation of a DS framework. According to
DeLancey, I may have slipped into thinking that DS prin-
ciples, in and of themselves, provide a theory or a set of
testable claims. He goes on to caution that “there are some-
thing like substantive claims lurking in Lewis’s account.” I
certainly hope there are substantive claims in my account.
But I do not imagine that these derive directly from DS
principles. As suggested by the title, the modeling is where
the substantive claims lie, and the DS nomenclature indi-
cates, as DeLancey agrees, a set of conceptual tools for an-
alyzing relations of a particular sort (reciprocal, recursive,
etc.). Pascual-Leone also asserts that dynamic systems
theory is a metatheory, not a substantive theory of its own.
I completely agree, and I have spelled this out elsewhere
(Lewis 2000b). DeLancey is correct that it does not praise
or damn a theory to say that it is a DS theory, as DS has no
substantive value added on its own. And he’s correct that
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the predictions themselves don’t explicitly contrast DS with
non-DS principles, though the early sections of the article
should make it obvious that non-DS (conventional) princi-
ples lead to very different predictions.

Bakker claims that the notion of circular causality is
meaningless and should be discarded. The behavior of
wholes doesn’t cause the behavior of parts; it simply corre-
sponds to it. And the fact that wholes constrain parts is ob-
vious for any system. With respect to my neural modeling,
he suggests that vertical integration should not be seen as a
within-system (levels) issue but rather as reciprocal causa-
tion (e.g., feedback) across neural systems, in which case
circular causality need not be invoked. Bakker’s argument
is very clear, and it would apply to any model of self-orga-
nization. But is he right? Causality between wholes and
parts is a novel construct introduced by Haken (1977) to
help explain processes that had never been adequately ex-
plained. So the fact that circular causality defies conven-
tional notions should not be surprising. Juarrero (1999)
contrasts circular causality with conventional types of
causality and argues for its appropriateness when self-orga-
nization gives rise to a “new ‘type’ of entity” (p. 129). She
concludes that “self-cause” is necessary for explaining the
continuity of complex adaptive systems.

Yet Bakker is not the only scholar to express dissatisfac-
tion or at least confusion concerning circular causality.
What exactly does it add? As I understand it, synchroniza-
tion between two oscillating units (whether cuckoo clocks
or cicadas) involves bidirectional signals that entrain their
oscillations. Add another clock or cicada, and we have sig-
nals from each unit to two other units, making the job of en-
trainment a little more complicated. But with dozens or
thousands of units, unit-to-unit signals would not be capa-
ble of establishing a single frequency to which the oscilla-
tions of all units correspond. Phasing would drift as the se-
quence of signals fans out from unit to unit. This is not what
happens. A vast number of oscillating units remain tightly
coupled in lasers as well as brains. Circular causality, in the
form of a unitary frequency, provides a top-down influence
that simultaneously entrains (or “enslaves”) all units, while
they simultaneously produce the global oscillation that em-
bodies that frequency. The need for circular causality is per-
haps most obvious in brains. Interneuronal transmissions
involve large numbers of cell bodies, firing independently,
and influencing each other through synapses that vary
structurally and chemically. Hence, phase locking across
neural assemblies requires something more than lateral
forces. It may be for this reason that many scientists who
model brain processes dynamically find circular causality
indispensable, including Freeman, Tucker, and Gross-
berg among the commentators and others cited in the tar-
get article (e.g., Engel et al. 2001; Szentagothai 1993;
Thompson & Varela 2001). If circular causality is a ghost in
the machine, it is an emerging ghost, and that might be ex-
actly right.

R3.2. Math chauvinism and neural network modeling

Other commentators had very little to say about the target
article except that it missed the point entirely – not for rea-
sons of inadequate substance or misplaced principles, but
because it did not pay homage to mathematics or neural
network modeling. According to Kaup & Clarke, all my
verbiage means nothing without equations to construct a

sample dynamical system. They admit that my modeling
might be convincing to those with backgrounds in neu-
ropsychology, but dynamicists require equations. They sug-
gest that a sample dynamic system (a set of equations cor-
responding to the relations proposed between components
of the model) should “model some simple feature of emo-
tion theory, which could then be bridged to some feature of
neurobiology.” But that’s the problem. A simple feature of
emotion theory mapped onto a highly idealized neural sys-
tem would do little to account for the complex processes
that interest me. I am aware of mathematical and neural
network models of emotion induction and cognition-emo-
tion interaction, but their simplicity and idealization make
them less convincing to me than a detailed model corre-
sponding to biological data. Math modelers have an impor-
tant role to play, but it is only one among many, and prob-
lems of realism don’t go away just because you supply some
numbers.

Grossberg’s principal complaint is that I ignored 30
years of work bridging emotion theory and neuroscience –
namely, his neural modeling of cognitive and emotional
processes. Grossberg’s theory and modeling have indeed
been important, and I probably should have referred to
them in the target article, but I am hardly reinventing the
wheel that he has been constructing for many years. Gross-
berg has been a key figure in developing quantitative mod-
els that are strongly self-organizing. Indeed they contain
many of the DS mechanisms that I mention. Some of these
models (CogEM) also contain modules that have motiva-
tional functions (in terms of proximity to goals, etc.), and
this makes the modeling slightly more realistic. However,
Grossberg is not an emotion theorist, and emotion theory
has paid little heed to his work. The converse is true as well:
Grossberg is not concerned with arguments and findings in
the province of emotion theory. Why this mutual disinter-
est? In part, because this kind of modeling simplifies “emo-
tion” so much as to make it untranslatable to the variety and
color of human emotional behavior. In Grossberg’s model,
actions are “released” and memory searches are “driven” in
a major simplification of psychological and neural function.
In turn, emotion is seen as a parameter, not a process, not
even a psychological state, in a set of relations that are
highly mechanistic despite being dynamical. This is not a
fault intrinsic to the modeling; quantitative models require
this simplicity. But neither does it provide a bridge that
everyone wants to cross.

Winkielman & Nowak claim that my framework “spec-
ifies few concrete mechanisms that perform the postulated
integration of cognition and emotion.” In fact a great num-
ber of pages are given over to specifying exactly those
mechanisms. The largest section in the target article, sec-
tion 5, details five neural mechanisms of integration, each
referring to data on the functional integration as well as
temporal synchronization of brain systems. Winkielman &
Nowak’s neural network simulations seem useful for mod-
eling cognitive phenomena and speculating as to their emo-
tional concomitants. But they are, after all, simulations of
neural processes. If these commentators are interested in
real neural processes, they might reread section 5 to see
how brains actually work. A handful of dynamically oriented
theorists have arrived at the notion that simulations and
mathematical models are the main road, if not the only
road, to concreteness. Such models are useful, as models,
for understanding various computational mechanisms.
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However, these models are not concrete; they are abstract.
They are metaphorical representations of flesh-and-blood
systems. Let’s not confuse specificity with concreteness.

R3.3. Moving too fast?

A few commentators appear queasy about a DS makeover
of emotion science. Carver rejects the need for any dy-
namical mechanisms for explaining emotional processes.
For him, positive and negative feedback mechanisms are
“creative” solutions to problems that could be more easily
solved with cognitivist formulas. This position is relatively
extreme, however. Frijda expresses a great deal of enthusi-
asm for DS principles of feedback, emergent order, and self-
stabilization, which indeed support his stand against linear
appraisal models. But he goes on to ask what phenomena
make a self-organization analysis “desirable.” Frijda seems
happy with the intellectual parsimony of DS modeling, but
like other emotion theorists he may lose track of the strain
imposed on emotional phenomena by the Procrustean bed
of traditional models. Features of emotions that don’t fit the
bed, but do fit with a self-organizational perspective, include
their rapid emergence on the basis of minimal triggers, their
initial sensitivity to context, their globality and coherence
once formed, and their resistance to change for prolonged
periods, giving way to global reorganizations in response to
a subset of perturbations. These features simply cannot be
modeled in linear causal terms.

Panksepp calls the DS approach to emotion “a com-
pelling metaphor that raises more difficult empirical ques-
tions than substantive scientific answers. . . . Such theoret-
ical views still need to be guided by linear cross-species
experimental approaches . . .” He concludes that DS meth-
ods cannot hope to tackle the analytical chores of neuro-
science. I don’t agree. Linear methods, such as correlating
single events in one system with single events in another
system, have tremendous value for compiling a founda-
tional corpus of data in neuroscience and other fields. But
in a system of complex causal interactions, the synthesis of
these observations into an overarching explanatory frame-
work requires nonlinear modeling. It is important to study
the relations among discrete parts, but we also want to un-
derstand the whole. Not only are DS ideas critical for the-
oretical integration, but they have also proved highly pro-
ductive for neuroscientific experimentation. The second
paragraph in section 4 of the target article lists more than a
dozen empirical papers based on dynamical approaches to
the brain. This is a representative sampling of an exponen-
tial trend facilitated by new methods for time-based analy-
sis of scalp EEG, local field potentials, single-cell record-
ings, and so forth. Most of these studies rely on methods for
assessing synchrony or coherence in the behavior of inter-
acting neural systems, as advocated in the target article.
Also, studies of phase synchrony not specifically informed
by DS ideas (see Pizzagalli and Kocsis among the commen-
tators) provide data consistent with these approaches and
with models such as my own. Surely these empirical direc-
tions complement more traditional analytical approaches
and lead to insights not otherwise available.

R4. Cognition and emotion: Two systems or one?

For a number of commentators, the arguments raised by
the target article highlight a conceptual fault line running

through the psychology and neurobiology of emotion.
Should we construe emotion and cognition as two interact-
ing systems or as a single integrated system?

To introduce the debate, let me contrast the views of two
commentators. Potegal hammers home the point that
emotion is not cognition. He cites physiological, develop-
mental, and evolutionary arguments that pitch emotion as
a phenomenon distinct from and independent of cognition.
Then he goes on to dismiss an obvious role for cognitive ap-
praisal in the temporal extension of angry states. This zeal-
ous segregation of emotion and cognition becomes ex-
treme. At the other extreme, Chella argues that conceptual
space modeling can already map out the cognitive mecha-
nisms of appraisal. By extending the features (to include
arousal, action tendencies, etc.) represented by elements in
this space, he says it may also be able to map emotional pro-
cesses. But I don’t think that adding to the list of features
represented by a point (knoxel) in conceptual space takes
us from cognitive appraisal to emotion. This could work for
a description of emotional events, but not for the emotion
process itself. Even higher-order spaces merely re-describe
lower-order interactions. There is something about emo-
tion (the “what to do about it,” not just the “what”) that is
fundamentally not a description. Potegal and Chella place
themselves at opposite fringes of the unity debate, viewing
emotion either as highly independent of cognition or as a
category of cognition. But for many theorists, issues of in-
dependence, integration, and unity are more complicated,
and a DS analysis brings these issues to a head.

R4.1. Parts and wholes

For years Izard and Ekman, both well-known figures in the
field, have been champions of an independent emotion sys-
tem. In their commentary, Izard et al. argue that “the con-
cept of highly interactive emotion and cognitive systems
seems a viable alternative hypothesis to the idea of systems
integration.” They recognize that cognition and emotion
are designed by evolution to interact seamlessly in normal
circumstances, but they reject the idea that this constitutes
a single integrated system. The only integration they allow
for is the “functional integration” between particular emo-
tional and cognitive constellations for individuals with a
given personality style. The idea that certain appraisals
evolve and consolidate with particular emotions over de-
velopment is the basis of Izard’s theory of personality de-
velopment, and it is a theory I have borrowed from liberally
for many years (e.g., Lewis 1995). In fact, in the target ar-
ticle, my modeling of the fourth phase in the evolution of
an EI specifies this very process (sect. 3.3.4) along with its
likely neural underpinnings (sect. 6.3). However, “integra-
tion” means different things at the scales of real time and
development. As I see it, integration in development means
a predominant tendency to couple in real time. This differ-
ence in scales is central to a DS analysis, but it is conflated
by the semantics used by these commentators.

The crux of the argument put forth by Izard et al. is that
instances of cognition-emotion nonintegration or dissocia-
tion provide evidence that the cognitive and emotional sys-
tems are generally independent. They construe infants’ in-
ability to regulate emotions cognitively, autistics’ and
psychopaths’ lack of emotional involvement, the disadvan-
tageous decisions made by orbitofrontal patients, and even
the responses of normal subjects early in the gambling task,
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as indicators of cognition-emotion independence. This in-
dependence is then replaced by interactive integration for
normal adults as situations unfold. But I take issue with
some of these arguments. Infants, autistics, and other indi-
viduals may not show disintegration between emotion and
cognition as much as inadequate functioning (by normal
adult standards) in the system as a whole. Emotional infants
integrate whatever cognitive controls they have at their dis-
posal, as is evident by their efforts to avert gaze or self-
soothe when distressed. The inadequacies of autistic func-
tioning are as much cognitive – particularly in the domain
of social cognition – as they are emotional. These authors
point to amygdala processing deficits in autistics and or-
bitofrontal deficits in brain-damaged patients as evidence
for a stunted emotional system, compensated by cognition.
But as I argue in section 4.4 of the target article, these struc-
tures are as much involved in appraisal as they are in emo-
tion, and in fact the two roles are impossible to differentiate
satisfactorily. Thus, orbitofrontal patients could as easily be
described as incapable of certain kinds of appraisals – those
based on previous or anticipated rewards or punishments.

My sense is that Izard et al. have built their position as
a bastion against excessive cognitivism in developmental
theory and emotion theory, and it has served its purpose
well. But with the advent of new models, especially those
that discard cognitivist assumptions at the outset, it may no
longer be necessary to take so hard a line. Izard et al. want
to see emotion as independent of cognition, because the al-
ternative has always been to see it as a subordinate compo-
nent of cognition. My emphasis on integration (yes, func-
tional integration – it happens in real time, even though its
contents are shaped over development) is far from cogni-
tivist and it grants emotion and all its constituent processes
their full status. Integration doesn’t have to demean emo-
tion; on the contrary, it makes emotion fundamental to all
processing.

Echoing Izard et al.’s concerns at the level of neurobi-
ology, Panksepp questions my synthetic modeling of emo-
tion and cognition. “When we dissect the many ‘organs’ of
the brain-mind, we see that cognitions . . . are vastly differ-
ent species of brain activities than emotions.” Panksepp,
like Izard, goes to considerable pains to draw such distinc-
tions. He has done a great deal of research on brainstem cir-
cuits and neuropeptides that point to emotional primes.
This body of research and the vision of the brain it imparts
have had a bracing effect on the field. But despite the im-
portance of isolating circuits that mediate basic emotional
response systems, we should not ignore the interaction of
these circuits with other brain systems. Panksepp comes
around reluctantly, by saying: “Only when we consider the
intact organism, working as a whole, can we claim ‘that cog-
nition and emotion were never two distinct systems at all.’”
Then let us consider the intact organism! Psychologists
think best in terms of wholes, and quite a few neuroscien-
tists care about wholes as well as parts. For Tucker and Piz-
zagalli, contextualizing part relations within meaningful
wholes is the chief agenda for current theorizing.

Moreover, I doubt that cognition and emotion are dis-
tinct in the same sense as liver and kidney (Panksepp’s
analogy). Brainstem response systems fundamental to emo-
tion receive sensory modulation directly from hypothalamic
and nearby brainstem circuits, as well as from higher up the
neuroaxis, and they act directly and indirectly on these cir-
cuits simultaneously. In other words, they form integrated

systems at a relatively local level. These sensory circuits
would seem to be involved in mapping out the world in
terms of primary appraisals. I am a believer in emotional
primes, but without appraisal primes I don’t see how they
could operate (cf. Ekman 1994). Each of Panksepp’s primes
implies a basic interpretation: seeking implies resources to
discover; panic implies the loss of an attachment figure.
Thus, even in the neurobiology of simpler animals, we can
say that emotion and appraisal are integrated in any coher-
ent activity.

R4.2. The argument for unity

Other commentators worry about too much segregation.
Colombetti & Thompson say that it is unproductive to
differentiate appraisal constituents and emotional con-
stituents at any level of the argument, for either neural or
psychological systems. Feeling is no less part of appraisal
than of emotion, so why classify it as an emotional compo-
nent per se? We are in agreement on the importance of
looking at parts in relation to wholes, but for these authors
there is only one whole – the unitary brain, whereas I con-
tinue to use the language of two systems. For example, I de-
scribe appraisal and emotion as being bound in a “func-
tional unity.” But binding still implies duality. Yet even
these commentators have to use phrases such as “constitu-
tively interdependent” to describe the relation between
perception and action. The use of “interdependent” must
provide them with some leverage by thinking in terms of
two as well as one. Similarly, if we do away with “cognition”
and “emotion” at all levels, we may be left with a kind of
soup. We can only characterize wholes by understanding
their parts. And if the wholes are no longer classifiable by
traditional functional terms (i.e., if a functional unity is re-
ally a unity), then we lose the benefit of these designators
all the way down the hierarchy. The danger here is that the
wholes will become opaque and unidimensional because
the parts can’t be adequately characterized. I am arguing
now in a similar vein to Panksepp. Let’s allow cognitive
parts and emotional parts for the heuristic purposes of des-
ignation and mapping, and then let’s notice at what levels of
analysis it no longer makes sense to do so. In fact, the tar-
get article is intended as a bridge, and it wouldn’t be a very
good bridge if it did away with the categories psychologists
(and some neuroscientists) find necessary and useful.
Philosophers of science like Colombetti & Thompson are
in a good position to guide the semantics of neuropsychol-
ogy toward more radical ground, but certain heuristics are
hard to abandon in the mean time.

Tucker is not surprised that, when examining neural cir-
cuits at all levels, we find no separation of cognitive func-
tions from emotional functions, thus losing the functional
categories with which the analysis began. In fact, much like
Colombetti & Thompson, he suggests that these isolated
functions are “psychological fictions,” and losing them may
be a necessary step in the development of more sophisti-
cated neuropsychological models. Tucker goes on to sug-
gest that the embedding whole in psychological terms is the
self, and that this corresponds to the vertical integration of
neural activities reflecting both past and present needs and
demands. However, once again, by bridging psychology and
neuroscience, we end up with a transformed psychological
construct: the self as an occasional state “emerging only to
the extent that the constituent mechanisms are recreated in
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the continual flux of psychophysiological processes.” I ad-
dress Tucker’s thoughts about the occasional self in the next
section. But his notion of embedding might help resolve
ambiguities about the cognition–emotion nomenclature.
For Tucker, these functions remain isolated in one context
– psychological analysis – but become unified once they are
embedded within a second context – a neurophysiological
landscape. Thus, there is no right answer for the dualism is-
sue. The embedding context in which phenomena are ex-
amined, whether psychological experiments, discretized
neural experiments, or whole-brain approaches, will deter-
mine the most appropriate semantics.

R5. Developmental considerations

Walker-Andrews & Haviland-Jones as well as Schore
scold me for not making development a central theme of
the modeling and for not presenting more developmental
data. As I often consider myself a developmental psycholo-
gist, this possibility certainly crossed my mind. However, it
seemed necessary to pin down real-time, moment-to-mo-
ment processes fundamental to the psychology and neuro-
biology of emotion, before I could hope to analyze devel-
opmental processes at a satisfying level of detail. Despite
this concern, I did not want to ignore development com-
pletely, and the target article deals with associative learning
and synaptic shaping, both as a key mechanism of integra-
tion (sect. 5.5) and as the final phase in the consolidation of
an EI (sects. 3.3.4 and 6.3). This discussion allowed me to
analyze experience-dependent pathways of individual de-
velopment in a manner consistent with Schore.

Schore and I concur that emotionally compelling experi-
ences in early development lay down lasting patterns of in-
terpretation at the scale of developmental self-organization,
and Fabrega takes a similar view. I state in section 6.3:
“Across several occasions, an accumulation of learning
events would then be expected to narrow the degrees of
freedom for interpreting any subsequent event of this
class . . . consolidating individual styles of interpretation,
feeling, and belief.” From my perspective, what gets learned
is the present appraisal (and action orientation), and the sta-
bilization of an EI is necessary so that the contents of this
appraisal can be consolidated through processes such as
LTP. Schore emphasizes the role of emotion in individual
development, and I also suggest “that events that are not
emotionally significant may not maintain arousal or atten-
tion long enough for learning to take place” (sect. 5.5, para.
3). Both Schore and Fabrega propose continuity between
personality outcomes and psychiatric disorders based on this
kind of learning, as influenced by early attachment condi-
tions. But what I am most interested in is the interplay be-
tween real-time and developmental processes, and the role
of phase synchrony in facilitating synaptic change that leads
to consolidating developmental forms. Although I do not
cite a great deal of developmental literature, I do emphasize
research that has some bearing on this interplay. I would like
to hear Schore address these processes and mechanisms as
well as those he has written about so extensively.

Walker-Andrews & Haviland-Jones point out that DS
approaches in psychology have been particularly fertile in
the area of development, and they model several normative
acquisitions in early child development in terms of emer-
gence, consolidation of wholes out of interacting parts, and

even fractal-like patterns of self-similarity. I am very sym-
pathetic to developmental DS approaches, particularly in
the domain of emotional development, and these authors
have indeed contributed to this area. However, one of the
problems facing authors in this tradition is how to con-
cretize their models, particularly with respect to temporal
measurement, and thereby achieve a level of specificity that
advances communication with other scientists. Phenomena
in the domain of emotional development are so complex as
to make this a major challenge. Mathematical approaches
(van Geert & van Dijk 2002) and advanced statistical meth-
ods (Hsu & Fogel 2003) have just begun to be applied, and
my colleagues and I have introduced our own temporal-sta-
tistical methodology (Granic & Hollenstein 2003; Lewis et
al. 1999). These methods are suitable for behavioral data,
but my approach in the target article was to concretize emo-
tional processes with reference to neural events, such that
spatiotemporal processes at the neural level can be related
to descriptive phenomena at the psychological level.

A final developmental consideration relates to Tucker’s
provocative thoughts on the self. If, indeed, psychological
causation is emergent rather than unidirectional, and based
in brain processes that are complex and self-organizing in
the moment, then, as Tucker argues, we might view the self
as an emergent form, corresponding to the vertical integra-
tion of neurophysiological events. Tucker views the self as
an occasional state arising whenever the necessary neuro-
physiological conditions are recreated (cf. Northoff). I
agree, but I would even go a step further. Because vertical
integration emerges out of neural activities reflecting im-
mediate environmental demands as well as the residue of
past appraisals selected by present circumstance, there
should be a variety of selves, any of which might emerge on
a given occasion. The view that the self is multiple or poly-
phonic has cropped up in psychological theory (e.g., Her-
mans 1996) and it has attracted developmentalists with a
DS perspective (e.g., Kunnen et al. 2001). I suggest that
there are several highly familiar selves (e.g., a strong, con-
fident self; a childish self; a critical self ), each constituted
by an anticipated, actual, or imagined dialogue with a pre-
dictable other, and this cluster of selves fosters a family of
attractors for self-referential appraisals. I recently specu-
lated about the neural underpinnings of some of these self-
like “positions” based in part on their emotion-regulation
and cognitive style characteristics (Lewis 2002). But, unlike
Tucker, I think these forms do have a special organizing sta-
tus. Their frequent re-emergence produces strong conti-
nuities over development and their emotional relevance
provides consistent constraints on interpretive activities
within occasions, each property feeding back to the other
recursively. The result, as Schore might agree, would be
selves that are highly robust despite their limited time on
stage – selves that do provide an organizing principle for
development, even though they are always instantiated in
momentary neuropsychological processes.

R6. Clinical considerations

Galatzer-Levy reminds us that the emotional phenomena
of conventional psychological theories are pale reflections
of the difficult, irrational, and conflicting emotions of in-
terest to psychoanalysis. Therefore, emotion theory has less
to contribute to the understanding of character patterns
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and clinical syndromes than one might like. Galatzer-Levy
recommends a kind of parallax perspective in which DS
modeling and neuroscience can recapture this richness. I
agree that the rapid switching of behavior in clinical syn-
dromes, emergent phenomena such as generalized anxiety
and depression, and the multistability of competing char-
acter organizations are now within the purview of scientific
modeling. Beyond supplying the details for such models,
neurobiology provides new methods for getting at self-or-
ganizing brain processes of particular clinical relevance.
For example, Pizzagalli’s research concretizes the notion
that depressed patients experience some kind of disconnect
in self-monitoring – a disconnect that prevents adaptive ap-
praisals from making sense of current emotional states (cf.
Izard et al.). His findings reveal that depressed patients do
not show the theta-band synchrony along frontocingulate
pathways typical of normal controls (see also Northoff).
Here, a DS-related prediction about the role of synchrony
in functional integration appears useful for helping to ex-
plain the symptomatology of major depression.

Schore and Fabrega want to distill developmental as-
pects of DS-inspired neural modeling to explain continu-
ities from difficult temperament and poor attachment pat-
terns to problematic outcomes. These authors agree with
me on the importance of habitual appraisals consolidating
across emotionally compelling occasions en route to the
consolidation of normal and pathological traits. Points of
disagreement are confined to the details, and even there I
see nothing significant to argue about. Fabrega concludes
that “constructs in psychiatry and clinical psychology . . .
are, like the psychology of emotion, dependent on a ‘lan-
guage of wholes.’ Constructs that sharpen the way emo-
tional behavior disrupts function in the short run provide a
language for improving ‘diagnosis’ that could be more use-
ful to clinicians.” He says that my modeling moves in the
right direction, but the neural account needs more stream-
lining and depictions of the self need more articulation in
order to maximize the effectiveness of this communication.

The challenge of making this approach accessible and
useful for clinicians is onerous, but it is certainly worth pur-
suing. The research reported by Pizzagalli provides a nice
example of how the identification of a “disconnect” in
neural synchrony can translate directly to clinical intuitions
and observations. But perhaps the greatest value of a DS-
based neuropsychological approach will be in providing
constructs and methods for analyzing individual trajectories
of problematic development, as emphasized by Schore.
Clinicians are always concerned with individual variation,
but their models, based on traditional approaches in psy-
chology and psychiatry, highlight categorical syndromes di-
vorced from developmental processes. The field of devel-
opmental psychopathology recognizes this constraint and
offers developmental-systems accounts to correct it. These
accounts are now beginning to include DS-informed mod-
els of neuropsychological development (e.g., Derryberry &
Rothbart 1997; Post & Weiss 1997), making them far more
precise and ultimately more powerful than would otherwise
be possible.

R7. Empirical considerations

As noted earlier, Panksepp has little confidence in DS-in-
spired modeling and methods for neuroscience. But he also

takes aim with some very specific challenges. These take
the form of a list of questions that attempt to squeeze more
juice from my admittedly global predictions. He asks: How
do I know that cortical theta (measured at the scalp) is the
same as the subcortical theta recorded from single cells in
animals? Does my modeling of vertical integration suggest
particular recording sites or other parameters that could
differentiate predictions according to emotional primes?
What neural changes measurable through scalp EEG dif-
ferentiate conscious appraisal from precursor processes? I
don’t have complete answers to these questions at present.
And I agree that they are the kind of questions that need to
be articulated and then applied systematically in neuro-
physiological research.

Although I agree with the appropriateness of Pank-
sepp’s questions, I challenge his suggestion that DS ap-
proaches are unequal to the task of answering them. In fact,
we need not look very far to see answers beginning to ap-
pear. In his commentary, Kocsis presents “recent data on
the relationship of rhythmic neuronal discharge in the
supramammillary nucleus and the large-scale theta oscilla-
tions in the limbic system which provide support to many
of [Lewis’s] ideas regarding vertical integration in dynamic
systems.” Kocsis shows that oscillations of nuclei in the
brain stem can drive septohippocampal oscillations on
some occasions (induced by the potent stimulus of tail
pinch) and be driven by them on others. He also shows that
each can drive the other over the same time span, one show-
ing up in the “background” of the other. Here we have not
only the phenomenon of emergent phase synchrony across
levels of the neuroaxis, but also two triggers of this syn-
chronization, one of which is correlated with negative emo-
tion (probably anxiety) induced by tail-pinch. In this re-
search as well as that cited in the target article, Kocsis has
gone a long way toward sorting out the source nodes of
emotion-related phase synchrony across the brain stem and
limbic system. This approaches Panksepp’s ideal of select-
ing recording sites to match specific categories of emotional
response.

As far as differentiating conscious appraisal processes
through scalp EEG, it is encouraging that this too is un-
derway, as exemplified by the neurophenomenology re-
search program advocated by Colombetti & Thompson.
Following principles laid out by Thompson and Varela
(2001), Lutz et al. (2002) trained participants to report on
subjective states of experience when anticipating and at-
tending to challenging visual displays during EEG record-
ings. They found a correspondence between states of con-
scious attention and gamma-band synchrony across frontal
cortical regions. As in other studies, gamma-band syn-
chrony appears to tap featural consciousness related to per-
ceptual focusing. Other investigators have looked for syn-
chrony in the theta range corresponding to self-monitoring
in emotionally loaded circumstances. Pizzagalli summa-
rizes recent work by Luu et al. (2003) indicating theta-band
synchrony across anterior cingulate and other cortical sites
when subjects are engaged in a difficult process of action
monitoring. Luu et al. (2004) extend this paradigm by de-
composing action-monitoring ERPs into synchronous and
nonsynchronous waveforms tapped at the single-trial level.
It seems that guided self-report coupled with single-trial
analysis of frontal theta could provide highly sensitive mea-
sures of conscious appraisal processes as requested by
Panksepp.
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These research findings are preliminary, and they repre-
sent new conceptual and methodological approaches that
are just now gaining serious attention. One hopes they will
lead to increasing convergence among investigators study-
ing the properties of neuronal synchronization and those
developing hypotheses and research strategies for analyz-
ing self-organizing processes underlying emotion and ap-
praisal. As pointed out by Ellis, evidence for neural self-or-
ganization as the basis of emotion would not necessarily
authenticate my particular model. He is correct in noting
that the predictions I propose are general enough to be
shared by other models of self-organizing emotional states.
Indeed, the validation of these and related predictions, and
the convergence of findings from scalp EEG, consciously
reported cognitive activities, psychophysiological mea-
sures, and detailed neural hypotheses, can lend credence to
a family of models, all of which depict neural mechanisms
of self-organization fundamental to emotional processes.

Organizing a response to 30 energetic and creative
thinkers has not been easy. There were pools of converging
opinion, but just as many diverging views. Yet it has been
greatly informative, and very often fun, to join in a debate
on so many fronts. My thinking has been challenged and
hopefully advanced by revisiting old problems such as du-
ality versus unity in cognition-emotion. Challenges con-
cerning the use and abuse of dynamic systems constructs
have refined arguments that I have left simmering for some
time. Extending the discussion into developmental, clinical,
psychoanalytic, social, and anthropological domains has
provided a good deal of intellectual richness for me, and
hopefully for the reader. And debating the significance of
additional psychological and neural mechanisms has fur-
thered the tension that generally leads to theoretical im-
provement. I am thankful to the commentators for their
converging and diverging views, as both will move the dia-
logue forward.

References

Letters “a” and “r” appearing before authors’ initials refer to target article
and response, respectively.

Abe, J. A. & Izard, C. E. (1999) A longitudinal study of emotion expression and
personality relations in early development. Journal of Personality and Social
Psychology 77:556–77. [CEI]

Adamec, R., Kent, P., Anisman, H., Shallow T. & Merali, Z. (1998) Neural
plasticity, neuropeptides and anxiety in animals: Implications for
understanding and treating affective disorder following traumatic stress in
humans. Neuroscience and Biobehavioral Reviews 23:301–18. [aMDL]

Adolphs, R. (2001) The neurobiology of social cognition. Current Opinion in
Neurobiology 11:231–39. [ANS]

Adolphs, R., Russell, J. A. & Tranel, D. (1999) A role for the human amygdala in
recognizing emotional arousal from unpleasant stimuli. Psychological Science
10(2):167–71. [DS]

Aggleton, A. P. & Brown, M. W. (1999) Episodic memory, amnesia, and the
hippocampal-anterior thalamic axis. Behavioral and Brain Sciences 22:425–
89. [aMDL]

Ainslie, G. (2001) Breakdown of will. Cambridge University Press. [GA]
(in press) A selectionist model of the ego: Implications for self-control. In:

Disorders of volition, ed. N. Sebanz & W. Prinz. MIT Press. [GA]
Alonso, A. & Llinus, R. R. (1992) Electrophysiology of the mammillary complex in

vitro. II. Medial mammillary neurons. Journal of Neurophysiology 68:1321–
31. [aMDL]

Anderson, A. K., Christoff, K., Stappen, I., Panitz, D., Ghahremani, D. G.,
Glover, G., Gabrieli, J. D. & Sobel, N. (2003) Dissociated neural
representations of intensity and valence in human olfaction. Nature
Neuroscience 6(2):196–202. [DS]

Anderson, J. R., Bothell, D., Byrne, M. D., Douglas, S., Lebiere, C. & Qin, Y.
(2004) An integrated theory of the mind. Psychological Review 111:1036–60.
[PB]

Apostol, G. & Creutzfeldt, O. D. (1974) Crosscorrelation between the activity of
septal units and hippocampal EEG during arousal. Brain Research 67:65–75.
[aMDL]

Arbib, M. A. (1972) The metaphorical brain: An introduction to cybernetics as
artificial intelligence and brain theory. Wiley-Interscience. [RMG-L]

Arbib, M. A., Erdi, P. & Szentagothai, J. (1998) Neural organization: Structure,
function and dynamics. MIT Press. [JP-L]

Aristotle (1993) De anima, trans. D. W. Hamlyn. Clarendon Press. [RDE]
Arnsten, A. F. T. & Robbins, T. W. (2002) Neurochemical modulation of prefrontal

cortical function in humans and animals. In: Principles of frontal lobe
function, ed. D. T. Stuss & R. T. Knight, pp. 51–84. Oxford University Press.
[aMDL]

Arrow, H., McGrath, J. E. & Berdahl, J. L. (2000) Small groups as complex system:
Formation, coordination, development, and adaptation. Sage. [aMDL]

Asada, H., Fukuda, Y., Tsunoda, S., Yamaguchi, M. & Tonoike, M. (1999) Frontal
midline theta rhythms reflect alternative activation of prefrontal cortex and
anterior cingulate cortex in humans. Neuroscience Letters 274:29–32.
[aMDL]

Ashby, W. R. (1952) Design for a brain. Wiley. [aMDL]
Astin, S., Redston, P. & Campbell, A. (2003) Sex differences in social

representations of aggression: Men justify, women excuse? Aggressive
Behavior 29:128–33. [MP]

Atran, S. (1998) Folkbiology and the anthropology of science. Behavioral and
Brain Sciences 21:547–609. [HF]

Bahrick, L. E. & Lickliter, R. (2000) Intersensory redundancy guides attentional
selectivity and perceptual learning in infancy. Developmental Psychology
36:190–201. [ASW-A]

Baier, A. (1991) A progress of sentiments: Reflections on Hume’s Treatise. Harvard
University Press. [GA]

Barbas, H. (1992) Architecture and cortical connections of the prefrontal cortex in
the rhesus monkey. Advances in Neurology 57:91–115. [DAP]

(1995) Anatomic basis of cognitive-emotional interactions in the primate
prefrontal cortex. Neuroscience and Biobehavioral Reviews 19:449–510.
[aMDL]

(2000) Connections underlying the synthesis of cognition, memory, and emotion
in primate prefrontal cortices. Brain Research Bulletin 52:319–330.
[aMDL]

Barbas H. & Pandya, D. N. (1989) Architecture and intrinsic connections of the
prefrontal cortex in the Rhesus monkey. Journal of Comparative Neurology
286:353–75. [aMDL]

Barnard, P. J. & Bowman, H. (2003) Rendering information processing models of
cognition and affect computationally explicit: Distributed executive control
and the deployment of attention. Cognitive Science Quarterly 3:297–328.
[PB]

Baron-Cohen, S. (2003) The essential difference: The truth about the male and
female brain. Basic Books. [CEI]

Baron-Cohen, S., Ring, H. A., Wheelwright, S., Bullmore, E. T., Brammer, M. J.,
Simmons, A. & Williams, S. C. R. (1999) Social intelligence in the normal and
autistic brain: An fMRI study. European Journal of Neuroscience 11:1891–98.
[CEI]

Bechara, A., Damasio, H. & Damasio, A. R. (2000) Emotion, decision making and
the orbitofrontal cortex. Cerebral Cortex 10:295–307. [aMDL]

Bechara, A., Damasio, H., Tranel, D. & Damasio, A. R. (1997) Deciding
advantageously before knowing the advantageous strategy. Science 275:1293–
94. [CEI]

Bechara, A., Tranel, D., Damasio, H., Adolphs, R., Rockland, C. & Damasio, A. R.
(1995) Double dissociation of conditioning and declarative knowledge relative
to the amygdala and hippocampus in humans. Science 269:1115–18. [CEI]

Beck, A. T., Brown, G., Steer, R. A., Eidelson, J. I. & Riskind, J. H. (1987)
Differentiating anxiety and depression: A test of the cognitive content
specificity hypothesis. Journal of Abnormal Psychology 96:179–183.
[aMDL]

Belavkin, R. V. (2001) The role of emotion in problem-solving. In: Proceedings of
the AISB’01 Symposium on emotion, cognition and affective computing,
Heslington, York, England, ed. C. G. Johnson, pp. 49–57. AISB Press. [PB]

Bennett, M. R. & Hacker, P. M. S. (2003) Philosophical foundations of neuro-
science. Blackwell. [JP-L]

Berkowitz, L. (1989) On the formation and regulation of anger and aggression: A
cognitive-neoassociationistic analysis. In: Advances in experimental social
psychology, vol. 22, ed. L. Berkowitz. Academic Press. [aMDL]

Biederman, I. (1985) Human image understanding: Recent research and a theory.
Computer Vision, Graphics and Image Processing 32:29–73. [AC]

Blair, R. J. R. (2003) Neurobiological basis of psychopathy. British Journal of
Psychiatry 182:5–7. [CEI]

Bland, B. H. & Colom, L. V. (1993) Extrinsic and intrinsic properties underlying

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

234 BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2

https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


oscillation and synchrony in limbic cortex. Progress in Neurobiology 41:157–
208. [aMDL]

Bland, B. H. & Oddie, S. D. (1998) Anatomical, electrophysiological and
pharmacological studies of ascending brainstem hippocampal synchronizing
pathways. Neuroscience and Biobehavioral Reviews 22:259–73. [aMDL]

Bland, B. H., Seto, M., Sinclair, B. R. & Fraser, S. M. (1984) The pharmacology of
hippocampal theta cells: Evidence that the sensory processing correlate is
cholinergic. Brain Research 299:121–31. [aMDL]

Bond, A. H. (1999) Describing behavioural states using a system model of the
primate brain. American Journal of Primatology 49:315–38. [PB]

Bower, G. H. (1992) How might emotions affect learning? In: The handbook of
emotion and memory: Research and theory, ed. S.-Å. Christianson, pp. 3–31.
Erlbaum. [aMDL]

Bradley, B. P., Mogg, K. & Millar, N. H. (2000) Covert and overt orienting of
attention to emotional faces in anxiety. Cognition and Emotion 14:789–808.
[aMDL]

Bradley, M. M. & Lang, P. J. (2000) Measuring emotion: Behavior, feeling, and
physiology. In: Cognitive neuroscience of emotion, ed. R. D. Lane & L. Nadel,
pp. 242–76. Oxford University Press. [NHF, aMDL]

Bressler, S. L. & Kelso, J. A. S. (2001) Cortical coordination dynamics and
cognition. Trends in Cognitive Sciences 5:26–36. [aMDL]

Bronstein, P. (1981) Commitments to aggression and nest sites in male Betta
splendens. Journal of Comparative and Physiological Psychology 95:436–49.
[MP]

Brown, J. W, Bullock, D. & Grossberg, S. (1999) How the basal ganglia use parallel
excitatory and inhibitory learning pathways to selectively respond to
unexpected rewarding cues. Journal of Neuroscience 19:10502–11. [SG]

(2004) How laminar frontal cortex and basal ganglia circuits interact to control
planned and reactive saccades. Neural Networks 17:471–510. [SG]

Bruehl, S., Burns, J. W., Chung, O. Y., Ward, P. & Johnson, B. (2002) Anger and
pain sensitivity in chronic low back pain patients and pain-free controls: The
role of endogenous opioids. Pain 99:223–33. [MP]

Buck, R. (1985) PRIME theory: An integrated approach to motivation and
emotion. Psychological Review 92:389–413. [RB]

(1999) The biological affects: A typology. Psychological Review 106:301–36.
[RB, aMDL]

(2004) The gratitude of exchange and the gratitude of caring: A developmental-
interactionist perspective of moral emotion. In: The psychology of gratitude,
ed. R. A. Emmons & M. McCullough, pp. 100–22. Oxford University Press.
[RB]

Bush, G., Luu, P. & Posner, M. I. (2000) Cognitive and emotional influences in
anterior cingulate cortex. Trends in Cognitive Sciences 4(6):215–22.
[aMDL, GN, DAP]

Buss, K. A., Schumacher, J. R., Dolski, I., Kalin, N. H., Goldsmith, H. H. &
Davidson, R. J. (2003) Right frontal brain activity, cortisol, and withdrawal
behavior in 6-month-old infants. Behavioral Neuroscience 117:11–20. [JvH]

Buzsaki, G. (1996) The hippocampal-neorcortical dialogue. Cerebral Cortex 6:81–
92. [aMDL]

(2002) Theta oscillations in the hippocampus. Neuron 33:325–40. [JP]
Buzsaki, G. & Draguhn, A. (2004) Neuronal oscillations in cortical networks.

Science 304:1926–29. [JP]
Cairns, R. B., Santoyo, C. & Holly, K. A. (1994) Aggressive escalation: Toward a

developmental analysis. In: The dynamics of aggression: Biological and social
processes in dyads and groups, ed. M. Potegal & J. F. Knutson, pp. 227–53.
Erlbaum. [MP]

Calder, A. J., Lawrence, A. D. & Young, A. W. (2001) Neuropsychology of fear and
loathing. Nature Reviews Neuroscience 2:352–63. [PB]

Camille, N., Coricelli, G., Sallet, J., Pradat, P., Duhamel, J. R. & Sirigu, A. (2004)
The involvement of the orbitofrontal cortex in the experience of regret.
Science 304:1167–70. [CEI]

Campbell, A. & Muncer, S. (1994) Sex differences in aggression: Social
representation and social roles. British Journal of Social Psychology 33:233–
40. [MP]

Camras, L. A. (2000) Surprise! Facial expressions can be coordinative motor
structures. In: Emotion, development, and self-organisation, ed. M. D. Lewis
& I. Granic, pp. 100–24. Cambridge University Press. [NHF]

Cannon, W. B. (1939) The wisdom of the body. Norton. [WJF]
Cardinal, R. N., Parkinson, J. A., Hall, J. & Everitt, B. J. (2002) Emotion and

motivation: The role of the amygdala, ventral striatum, and prefrontal cortex.
Neuroscience and Biobehavioral Reviews 26:321–352. [aMDL]

Carpenter, G. A. & Grossberg, S. (1987) A massively parallel architecture for a self-
organizing neural pattern recognition machine. Computer Vision, Graphics,
and Image Processing 37:54–115. [SG]

(1991) Pattern recognition by self-organizing neural networks. MIT Press.
[SG]

Carreti, L., Mart’n-Loeches, M., Hinojosa, J. A. & Mercado, F. (2001) Emotion
and attention interaction studied through event-related potentials. Journal of
Cognitive Neuroscience 13:1109–1128. [aMDL]

Carter, C. S., Braver, T. S., Barch, D. M., Botvinick, M. M., Noll, D. &
Cohen, J. D. (1998) Anterior cingulate cortex, error detection, and the online
monitoring of performance. Science 280:747–49. [aMDL]

Carter, C. S., MacDonald, A. M., III, Botvinick, M. M., Ross, L. L., Stenger, V. A.,
Noll, D. & Cohen, J. D. (2000) Parsing executive processes: Strategic vs.
evaluative functions of the anterior cingulate cortex. Proceedings of the
National Academy of Sciences USA 97:1944–48. [aMDL]

Carver, C. S. (2001) Affect and the functional bases of behavior: On the
dimensional structure of affective experience. Personality and Social
Psychology Review 5:345–56. [CSC]

(2003) Pleasure as a sign you can attend to something else: Placing positive
feelings within a general model of affect. Cognition and Emotion 17:241–61.
[CSC]

(2004) Negative affects deriving from the behavioral approach system. Emotion
4:3–22. [CSC]

Carver, C. S. & Scheier, M. F. (1990) Origins and functions of positive and negative
affect: A control-process view. Psychological Review 97:19–35. [aMDL]

(1991) A control-process perspective on anxiety. In: Anxiety and self-focused
attention, ed. R. Schwarzer & R. A. Wicklund, pp. 3–8. Harwood. [aMDL]

(1998) On the self-regulation of behavior. Cambridge University Press. [CSC]
Centonze, D., Picconi, B., Gubellini, P., Bernardi, G. & Calabresi, P. (2001)

Dopaminergic control of synaptic plasticity in the dorsal striatum. European
Journal of Neuroscience 13:1071–77. [aMDL]

Chella, A., Frixione, M. & Gaglio, S. (1997) A cognitive architecture for artificial
vision. Artificial Intelligence 89:73–111. [AC]

(2000) Understanding dynamic scenes. Artificial Intelligence 123:89–132.
[AC]

Chwelos, G. & Oatley, K. (1994) Appraisal, computational models, and Scherer’s
expert system. Cognition and Emotion 8:245–58. [NHF]

Ciompi, L. & Panksepp, J. (2004) Energetic effects of emotions on cognitions –
Complementary psychobiological and psychosocial findings. Consciousness
and Emotion 1:23–56. [JP]

Clark, A. (1997) Being there: Putting brain, body, and world together again. MIT
Press. [aMDL]

Clark, D. M. & Teasdale, J. D. (1982) Diurnal variation in clinical depression and
accessibility of memories of positive and negative experiences. Journal of
Abnormal Psychology 91:87–95. [aMDL]

Cloninger, C. (1987) A systematic method for clinical description and classification
of personality variants. Archives of Geneal Psychiatry 44:573–88. [PB]

Clum, G. A., Clum, G. A. & Surls, R. (1993) A meta-analysis of treatments for
panic disorder. Journal of Consulting and Clinical Psychology 61:317–26.
[GA]

Commons, M. L. Grossberg, S. & Staddon, J. E. R., eds. (1991) Neural network
models of conditioning and action. Erlbaum. [SG]

Constantinidis, C., Williams, G. V. & Goldman-Rakic, P. S. (2002) A role for
inhibition in shaping the temporal flow of information in the prefrontal cortex.
Nature Neuroscience 5:175–80. [JFT]

Craig, A. D. (2002) How do you feel? Interoception: The sense of the physiological
condition of the body. Nature Reviews Neuroscience 3:655–666.
[aMDL, ANS]

Craik, I. M. (1999) In search of the self. A PET study. Psychological Science
10:26–34. [GN]

Crestani, F., Lorez, M., Baer, K., Essrich, C., Benke, D., Laurent, J. P., Belzung,
C., Fritschy, J. M., Luscher, B. & Mohler, H. (1999) Decreased GABAA-
receptor clustering results in enhanced anxiety and a bias for threat cues.
Nature Neuroscience 2:833–39. [JFT]

Csikszentmihalyi, M. (1990) Flow: The psychology of optimal experience. Harper &
Row. [HF]

Dalgleish, T. (2004a) Cognitive approaches to posttraumatic stress disorder
(PTSD): The evolution of multi-representational theorizing. Psychological
Bulletin 130:228–60. [PB]

(2004b) The emotional brain. Nature Reviews Neuroscience 5:582–89. [PB]
Damasio, A. R. (1998) Emotion in the perspective of an integrated nervous system.

Brain Research Reviews 26:83–86. [JvH]
(1999) The feeling of what happens: Body and emotion in the making of

consciousness. Harcourt Brace. [GC, SG, aMDL, GN]
Damasio, A. R., Grabowski, T. J., Bechara, A., Damasio, H., Ponto, L. L. B.,

Parvizi, J. & Hichwa, R. D. (2000) Subcortical and cortical brain activity
during the feeling of self-generated emotions. Nature Neuroscience
3(10):1049–56. [PB]

D’Andrade, R. (1995) The development of cognitive anthropology. Cambridge
University Press. [HF]

Darwin, C. (1872/1979) The expressions of emotions in man and animals. Julian
Friedman/Murray. [GA, WJF]

Davidson, R. J. (1998) Affective style and affective disorders: Perspectives from
affective neuroscience. Cognition and Emotion 12:307–30. [aMDL]

(2000) Affective style, psychopathology, and resilience: Brain mechanisms and
plasticity. American Psychologist 55:1196–214. [DS]

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2 235
https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


(2003a) Affective neuroscience and psychophysiology: Toward a synthesis.
Psychophysiology 40:655–65. [JvH]

(2003b) Seven sins in the study of emotion: Correctives from affective
neuroscience. Brain and Cognition 52:129–32. [DAP]

Davidson, R. J., Ekman, P., Saron, C., Senulis, J. & Friesen, W. V. (1990)
Approach-withdrawal and cerebral asymmetry: Emotional expression and
brain physiology I. Journal of Personality and Social Psychology 58:330–41.
[PB]

Davidson, R. J. & Irwin, W. (1999) The functional neuroanatomy of emotion and
affective style. Trends in Cognitive Sciences 3:11–21. [aMDL]

Davidson, R. J., Pizzagalli, D., Nitschke, J. B. & Putnam, K. (2002) Depression:
Perspectives from affective neuroscience. Annual Review of Psychology
53:545–74. [DAP]

Davidson, R. J., Putnam, K. M. & Larson, C. L. (2000) Dysfunction in the neural
circuitry of emotion regulation: A possible prelude to violence. Science
289:591–94. [aMDL, ANS]

Davidson, R. J., Scherer, K. R. & Goldsmith, H., eds. (2003) Handbook of affective
sciences. Oxford University Press. [DS]

Davis, K. L., Panksepp, J. & Normansell, L. (2003) The affective neuroscience
personality scales: Normative data and implications. Neuro-Psychoanalysis
5:21–29. [JP]

Decatanzaro, D. A. (1999) Motivation and emotion: Evolutionary, physiological,
developmental, and social perspectives. Prentice Hall. [JvH]

Depue, R. A. & Collins, P. F. (1999) Neurobiology of the structure of personality:
Dopamine, facilitation of incentive motivation, and extraversion. Behavioral
and Brain Sciences 22:491–569. [aMDL]

Derryberry, D. & Rothbart, M. K. (1997) Reactive and effortful processes in the
organization of temperament. Development and Psychopathology 9:633–52.
[rMDL]

Derryberry, D. & Tucker, D. M. (1994) Motivating the focus of attention. In: The
heart’s eye: Emotional influences in perception and attention, ed. P. M.
Niedenthal & S. Kitayama, pp. 167–96. Academic Press. [aMDL]

Devinsky, O. (2000) Right cerebral hemisphere dominance for a sense of corporeal
and emotional self. Epilepsy and Behavior 1:260–73. [ANS]

DeVries, A. C., DeVries, M. B., Taymans, S. & Carer, C. S. (1995) Modulation of
pair binding in female voles by corticosterone. Proceedings of the National
Academy of Sciences USA 92:7744–48. [JvH]

Dikman, Z. V. & Allen, J. J. B. (2000) Error monitoring during reward and
avoidance learning in high- and low-socialized individuals. Psychophysiology
37:43–54. [aMDL]

Dodge, K. A. & Somberg, D. R. (1987) Hostile attributional biases among
aggressive boys are exacerbated under conditions of threats to the self. Child
Development 58:213–24. [aMDL]

Dolan, R. J. (2002) Emotion, cognition, and behavior. Science 298:1191–94.
[aMDL]

Dolan, R. J. & Morris, J. S. (2000) The functional anatomy of innate and acquired
fear: Perspectives from neuroimaging. In: Cognitive neuroscience of emotion,
ed. R. D. Lane & L. Nadel, pp. 225–41. Oxford University Press. [aMDL]

Downey, G. (in press) Learning Capoeira: Lessons in cunning from an Afro-
Brazilian art. Oxford University Press. [GD]

Drevets, W. C. & Raichle, M. E. (1998) Reciprocal suppression of regional blood
flow during emotional versus higher cognitive processes: Implications for
interactions between emotion and cognition. Cognition and Emotion
12(3):353–85. [aMDL, GN, MP]

Drogosz, M. & Nowak, A (in press) A neural model of mere exposure: The EXAC
mechanism. Polish Psychological Bulletin. [PW]

Drummond, P. Q. & Quah, S. H. (2001) The effect of expressing anger on
cardiovascular reactivity and facial blood flow in Chinese and Caucasians.
Psychophysiology 38:190–96. [MP]

Duke, D. J., Barnard, P. J., Duce, D. A. & May, J. (1998) Syndetic modelling.
Human-Computer Interaction 13:337–93. [PB]

Edelman, G. M. (1987) Neural Darwinism. Basic Books. [aMDL]
Edelman, G. M & Tononi, G. (1997) Commentary: Selection and development:

The brain as a complex system. In: The lifespan development of individuals:
Behavioral, neurobiological, and psychosocial perspectives: A synthesis,
ed. D. Magnusson, pp. 179–204. Cambridge University Press. [aMDL]

Eich, E. & Metcalfe, J. (1989) Mood dependent memory for internal versus
external events. Journal of Experimental Psychology: Learning, Memory, and
Cognition 15:443–56. [aMDL]

Eisenberger, N. I., Lieberman, M. D. & Williams, K. D. (2003) Does rejection
hurt? An fMRI study of social exclusion. Science 302:290–92. [aMDL]

Ekman, P. (1994) All emotions are basic. In: The nature of emotion: Fundamental
questions, ed. P. Ekman & R. Davidson, pp. 15–19. Oxford University Press.
[arMDL]

Ellis, R. D. (1986) An ontology of consciousness. Kluwer/Martinus Nijhoff.
[RDE]

(1995) Questioning consciousness: The interplay of imagery, cognition and
emotion in the human brain. John Benjamins. [RDE]

(2001a) Implications of inattentional blindness for “enactive” theories of
consciousness. Brain and Mind 2:297–322. [RDE]

(2001b) A theoretical model of the role of the cerebellum in cognition, attention
and consciousness. Consciousness and Emotion 2:300–09. [RDE]

(2001c) Can dynamical systems explain mental causation? Journal of Mind and
Behavior 22:311–34. [RDE]

Ellsworth, P. C. (1991) Some implications of cognitive appraisal theories of
emotion. In: International review of studies on emotion, ed. K. T. Strongman.
Wiley. [aMDL]

Elman, J. L., Bates, E. A., Johnson, M. H., Karmiloff-Smith, A., Parisi, D. &
Plunkett, K. (1996) Rethinking innateness: A connectionist perspective on
development. MIT Press. [aMDL]

Engel, A. K., Fries, P. & Singer, W. (2001) Dynamic predictions: Oscillations and
synchrony in top-down processing. Nature Reviews Neuroscience 2:704–16.
[arMDL]

Érdi, P. & Barna, G. (1984) Self-organizing mechanism for the formation of
ordered neural mappings. Biological Cybernetics 51:93–101. [aMDL]

Fabrega, H. (2003) Commentary: On building a clinical cognitive neuroscience.
Psychiatry 66:32–41. [HF]

(2004) Cultural formulations of homicide: Two case studies. Psychiatry
67(2):178–96. [HF]

Fanselow, M. S. (1994) Neural organization of the defensive behavior system
responsible for fear. Psychonomic Bulletin and Review 1:429–38. [aMDL]

Farrer, C., Frank, N., Georgieff, N., Frith, C. D., Decety, J. & Jeannerod, M.
(2003) Modulating the experience of agency: A positron emission tomography
study. Neuroimage 18(2):324–33. [GN]

Fiala, J. C., Grossberg, S. & Bullock, D. (1996) Metabotropic glutamate receptor
activation in cerebellar Purkinje cells as substrate for adaptive timing of the
classically conditioned eye blink response. Journal of Neuroscience 16:3760–
74. [SG]

Fingelkurts, A. A., Fingelkurts, A. A., Kivisaari, R., Pekkonen, E., Ilmoniemi, R. J.
& Kähkönen, S. (2004) Enhancement of GABA-related signaling is associated
with increase of functional connectivity in human cortex. Human Brain
Mapping 22:27–39. [JFT]

Fink, G. R., Markowitsch, H. J., Reinkemeier, M., Bruckbauer, T., Kessler, J. &
Heiss, W. D. (1996) Cerebral representation of one’s own past: Neural
networks involved in autobiographical memory. Journal of Neuroscience
16(13):4275–82. [GN]

Flood, J. F., Baker, M. L., Hernandez, E. N. & Morley, J. E. (1990) Modulation 
of memory retention by neuropeptide K. Brain Research 520:284–90.
[aMDL]

Fodor, J. (1975) The language of thought. Harvester. [aMDL]
Fogel, A. (1985) Coordinative structures in the development of expressive

behavior. In: The development of expressive behavior: Biology-environment
interactions, ed. G. Zivin. Academic Press. [NHF]

(1993) Developing through relationships: Origins of communication, self, and
culture. University of Chicago Press. [rMDL]

Ford, D. H. (1987) Humans as self-constructing living systems: A developmental
perspective on behavior and personality. Erlbaum. [aMDL]

Forgas, J. P. & Bower, G. H. (1987) Affect in social and personal judgments. In:
Affect, cognition and social behavior: New evidence and integrative attempts,
ed. K. Fiedler & J. Forgas. Hogrefe. [aMDL]

Fox, E., Russo, R. & Dutton, K. (2002) Attentional bias for threat: Evidence for
delayed disengagement from emotional faces. Cognition and Emotion
16:355–79. [aMDL]

Frank, R. H. (1988) Passions within reason. Norton. [GA]
Freeman, W. J. (1995) Societies of brains: A neurophysiological study of love and

hate. Erlbaum. [WJF, aMDL]
(1999) How brains make up their minds. Weidenfeld & Nicolson. [WJF]
(2000) Emotion is essential to all intentional behaviors. In: Emotion,

development, and self-organization: Dynamic systems approaches to emotional
development, ed. M. D. Lewis & I. Granic, pp. 209–35. Cambridge University
Press. [GC, HF, aMDL]

(2003a) A neurobiological theory of meaning in perception. Part 1, Information
and meaning in nonconvergent and nonlocal brain dynamics. International
Journal of Bifurcation and Chaos 13:2493–511. [WJF]

(2003b) A neurobiological theory of meaning in perception. Part 2, Spatial
patterns of phase in gamma EEG from primary sensory cortices reveal the
properties of mesoscopic wave packets. International Journal of Bifurcation
and Chaos 13:2513–35. [WJF]

(2004a) Origin, structure and role of background EEG activity. Part 1, Analytic
amplitude. Clinical Neurophysiology 115:2077–88. [WJF]

(2004b) Origin, structure and role of background EEG activity. Part 2, Analytic
phase. Clinical Neurophysiology 115:2089–2107. [WJF]

(2005) Origin, structure and role of background EEG activity. Part 3, Pattern
classification. Clinical Neurophysiology. Available via Science Direct at:
http://authors.elsevier.com/sd/article/S1388245705000064. [WJF]

Freeman, W. J. & Burke, B. C. (2003) A neurobiological theory of meaning in

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

236 BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2

https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


perception. Part 4, Multicortical patterns of amplitude modulation in gamma
EEG. International Journal of Bifurcation and Chaos 13:2857–66. [WJF]

Freeman, W. J., Burke, B. C. & Holmes, M. D. (2003a) Aperiodic phase re-setting
in scalp EEG of beta-gamma oscillations by state transitions at alpha-theta
rates. Human Brain Mapping 19:248–72. [WJF]

Freeman, W. J., Burke, B. C., Holmes, M. D. & Vanhatalo, S. (2003b) Spatial
spectra of scalp EEG and EMG from awake humans. Clinical
Neurophysiology 16:1055–60. [WJF]

Freeman, W. J., Gaál, G. & Jornten, R. (2003c) A neurobiological theory of
meaning in perception. Part 3, Multiple cortical areas synchronize without
loss of local autonomy. International Journal of Bifurcation and Chaos
13:2845–56. [WJF]

Freeman, W. J. & Rogers, L. J. (2003) A neurobiological theory of meaning in
perception. Part 5, Multicortical patterns of phase modulation in gamma
EEG. International Journal of Bifurcation and Chaos 13:2867–87. [WJF]

Friedman, B. H., Thayer, J. T. & Borkovec, T. D. (2000) Explicit memory bias for
threat words in generalized anxiety disorder. Behavior Therapy 31:745–56.
[JFT]

Frijda, N. H. (1986) The emotions. Cambridge University Press.
[GC, aMDL, DS]

(1993a) Moods, emotion episodes, and emotions. In: Handbook of emotions, ed.
M. Lewis & J. M. Haviland, pp. 381–403. Guilford. [arMDL]

(1993b) The place of appraisal in emotion. Cognition and Emotion 7:357–87.
[arMDL]

Frijda, N. H. & Zeelenberg, M. (2001) Appraisal: What is the dependent? In:
Appraisal processes in emotion: Theory, methods, research, ed. K. R. Scherer,
A. Schorr & T. Johnstone, pp. 141–55. Oxford University Press. [aMDL]

Friston, K. J. (2000) The labile brain: II. Transients, complexity, and selection.
Philosophical Transactions of the Royal Society of London B. 355:237–52.
[GC]

Frith, C. (2002) Attention to action and awareness of other minds. Conscious
Cognition 11(4):481–87. [GN]

Frith, C. D., Friston, K., Liddle, P. F. & Frackowiak, R. S. (1991) Willed action and
the prefrontal cortex in man: A study with PET. Proceedings of the Royal
Society of London: Series B: Biological Science 244(1311):241–46. [aMDL]

Fuster, J. M. (1996) The prefrontal cortex: Anatomy, physiology and
neuropsychology of the frontal lobe, 3rd edition. Raven Press. [aMDL]

(2002) Physiology of executive functions: The perception-action cycle. In:
Principles of frontal lobe function, ed. D. T. Stuss & R. T. Knight, pp. 96–108.
Oxford University Press. [HF, aMDL]

Galatzer-Levy, R. (1978) Qualitative change from quantitative change:
Mathematical catastrophe theory in relation to psychoanalysis. Journal of the
American Psychoanalytic Association 26:921–35. [RMG-L]

(2004) Chaotic possibilities: Toward a new model of development. International
Journal of Psychoanalysis 85:419–41. [RMG-L]

Gallagher, D. J. (1990) Extraversion, neuroticism, and appraisal of stressful 
academic events. Personality and Individual Differences 11:1053–57.
[aMDL]

Gallagher, M. & Holland, P. C. (1992) Understanding the function of the central
nucleus. In: The amygdala, ed. J. P. Aggleton, pp. 307–21. Wiley. [aMDL]

(1994) The amygdala complex: Multiple roles in associative learning and
attention. Proceedings of the National Academy of Sciences USA 91:11771–76.
[aMDL]

Gärdenfors, P. (2000) Conceptual spaces. MIT Press. [AC]
Geary, D. C. & Huffman, K. J. (2002) Brain and cognitive evolution: Forms of

modularity and functions of mind. Psychological Bulletin 128(5):667–98.
[HF]

Gehring, W. J., Goss, B., Coles, M. G. H., Meyer, D. E. & Donchin, E. (1993) A
neural system for error detection and compensation. Psychological Science
4:385–90. [aMDL]

Gehring, W. J., Himle, J. & Nisenson, L. G. (2000) Action monitoring dysfunction
in obsessive-compulsive disorder. Psychological Science 11:1–6. [aMDL]

Gehring, W. J. & Willoughby, A. R. (2002) The medial frontal cortex and the rapid
processing of monetary gains and losses. Science 295:2279–82. [CEI]

Gelkopf, M. (1997) Laboratory pain and styles of coping with anger. Journal of
Psychology 131:121–23. [MP]

Gemba, H., Sasaki, K. & Brooks, V. B. (1986) “Error” potentials in limbic cortex
(anterior cingulate area 24) of monkeys during motor learning. Neuroscience
Letters 70:223–27. [aMDL]

Goel, V. & Dolan, R. J. (2003) Explaining modulation of reasoning by belief.
Cognition 87(1):B11–22. [GN]

Goldberg, G. (1985) Supplementary motor area structure and function: Review
and hypotheses. Behavioral and Brain Sciences 8:567–616. [aMDL]

Goodwin, B. (1993) Development as a robust natural process. In: Thinking about
biology, ed. W. Stein & F. J. Varela, pp. 123–48. Addison-Wesley. [aMDL]

Gosselin, P., Kirouac, G. & Dore, F. Y. (1998) Components and recognition of
facial expression in the communication of emotion by actors. Journal of
Personality and Social Psychology 68:83–96. [GA]

Granda, A. M. & Hammack, J. T. (1961) Operant behavior during sleep. Science
133:1485–86. [GA]

Granic, I. & Hollenstein, T. (2003) Dynamic systems methods for models of
developmental psychopathology. Development and Psychopathology 15:641–
69. [rMDL]

Gray, J. A. (1982) The neuropsychology of anxiety: An enquiry into the functions of
the septo-hippocampal system. Clarendon Press/Oxford University Press.
[PB, aMDL]

(1987) The psychology of fear and stress, 2nd edition. Cambridge University
Press. [aMDL]

Greicius, M. D., Krasnow, B., Reiss, A. L. & Menon, V. (2003) Functional
connectivity in the resting brain: A network analysis of the default mode
hypothesis. Proceedings of the National Academy of Science USA 100(1):253–
58. [GN]

Groenewegen, H. J. (1997) Cortical-subcortical relationships and the limbic
forebrain. In: Contemporary behavioral neurology: Blue books of practical
neurology, vol. 16, ed. M. R. Trimble & J. L. Cummings, pp. 29–48.
Butterworth-Heinemann. [aMDL]

Grossberg, S. (1971) On the dynamics of operant conditioning. Journal of
Theoretical Biology 33:225–55. [SG]

(1972a) A neural theory of punishment and avoidance, I: Qualitative theory.
Mathematical Biosciences 15:39–67. [SG]

(1972b) A neural theory of punishment and avoidance, II: Quantitative theory.
Mathematical Biosciences 15:253–85. [SG]

(1974) Classical and instrumental learning by neural networks. In: Progress in
theoretical biology, ed. R. Rosen & F. Snell, pp. 51–141. Academic Press.
[SG]

(1975) A neural model of attention, reinforcement, and discrimination learning.
International Review of Neurobiology 18:263–327. [SG]

(1976a) Adaptive pattern classification and universal recoding, I: Parallel
development and coding of neural feature detectors. Biological Cybernetics
23:121–34. [SG]

(1976b) Adaptive pattern classification and universal recoding, II: Feedback,
expectation, olfaction, and illusions. Biological Cybernetics 23:187–202.
[SG]

(1978) A theory of human memory: Self-organization and performance of
sensory-motor codes, maps, and plans. In: Progress in theoretical biology, ed.
R. Rosen & F. Snell, pp. 233–374. Academic Press. [SG]

(1980) How does a brain build a cognitive code? Psychological Review 1:1–51.
[SG]

(1982a) A psychophysiological theory of reinforcement, drive, motivation, and
attention. Journal of Theoretical Neurobiology 1:286–369. [SG]

(1982b) Processing of expected and unexpected events during conditioning and
attention: A psychophysiological theory. Psychological Review 89:529–72.
[SG]

(1984a) Some normal and abnormal behavioral syndromes due to transmitter
gating of opponent processes. Biological Psychiatry 19:1075–118. [SG]

(1984b) Some psychophysiological and pharmacological correlates of a
developmental, cognitive, and motivational theory. In: Brain and information:
Event related potentials, ed. R. Karrer, J. Cohen & P. Tueting, pp. 58–142.
New York Academy of Sciences. [SG]

(1987) The adaptive brain, Volumes I and II. Elsevier/North-Holland.
[SG]

(1988) Neural networks and natural intelligence. MIT Press. [SG]
(1995) The attentive brain. American Scientist 83:438–49. [SG]
(1999a) How does the cerebral cortex work? Learning, attention, and grouping

by the lminar circuits of visual cortex. Spatial Vision 12:163–86. [SG]
(1999b) The link between brain learning, attention, and consciousness.

Consciousness and Cognition 8:1–44. [SG]
(2000a) The complementary brain: Unifying brain dynamics and modularity.

Trends in Cognitive Sciences 4:233–46. [SG]
(2000b) The imbalanced brain: From normal behavior to schizophrenia.

Biological Psychiatry 48:81–98. [SG]
Grossberg, S. & Gutowski, S. (1987) Neural dynamics of decision making under

risk: Affective balance and cognitive-emotional interactions. Psychological
Review 94:300–18. [SG]

Grossberg, S. & Levine, D. S. (1987) Neural dynamics of attentionally modulated
Pavlovian conditioning: Blocking, inter-stimulus interval, and secondary
conditioning. Applied Optics 26:5015–30. [SG]

Grossberg, S. & Merrill, J. W. L. (1992) A neural network model of adaptively
timed reinforcement learning and hippocampal dynamics. Cognitive Brain
Research 1:3–38. [SG]

(1996) The hippocampus and cerebellum in adaptively timed learning,
recognition, and movement. Journal of Cognitive Neuroscience 8:257–77.
[SG]

Grossberg, S. & Schmajuk, N. A. (1987) Neural dynamics of attentionally-
modulated Pavlovian conditioning: Conditioned reinforcement, inhibition,
and opponent processing. Psychobiology 15:195–240. [SG]

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2 237
https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


(1989) Neural dynamics of adaptive timing and temporal discrimination during
associative learning. Neural Networks 2:79–102. [SG]

Grossberg, S. & Somers, D. (1991) Synchronized oscillations during cooperative
feature linking in a cortical model of visual perception. Neural Networks
4:453–66. [SG]

Gu, Q. (2002) Neuromodulatory transmitter systems in the cortex and their role in
cortical plasticity. Neuroscience 111:815–35. [aMDL]

Gusnard, D. A. & Raichle, M. E. (2001) Searching for a baseline: Functional
imaging and the resting human brain. Nature Reviews Neuroscience
2(10):685–94. [GN]

Haber, S. N., Kunishio, K., Mizobuchi, M. & Lynd-Balta, E. (1995) The orbital and
medial prefrontal circuit through the primate basal ganglia. Journal of
Neuroscience 15:4851–67. [aMDL]

Haken, H. (1977) Synergetics – An introduction: Nonequilibrium phase transitions
and self-organization in physics, chemistry and biology. Springer Verlag.
[BB, arMDL, DMT]

Hamann, S. B., Ely, T. D., Grafton, S. T. & Kilts, C. D. (1999) Amygdala activity
related to enhanced memory for pleasant and aversive stimuli. Nature
Neuroscience 2:289–93. [aMDL]

Hariri, A. R., Bookheimer, S. Y. & Mazziotta, J. C. (2000) Modulating emotional
responses: Effects of a neocortical network on the limbic system. NeuroReport
11:43–48. [aMDL]

Harkness, K. L. & Tucker, D. M. (2000) Motivation of neural plasticity: Neural
mechanisms in the self-organization of depression. In: Emotion, development,
and self-organization: Dynamic systems approaches to emotional development,
ed. M. D. Lewis & I. Granic, pp. 186–208. Cambridge University Press.
[aMDL]

Hasson, U., Nir, Y., Levy, I., Fuhrmann, G. & Malach, R. (2004) Intersubject
synchronization of cortical activity during natural vision. Science 303:1634–40.
[rMDL]

Haviland, J. M. & Walker-Andrews, A. S. (1992) Emotion socialization: A view
from development and ethology. In: Handbook of social development: A
lifespan perspective, ed. V. B. V. Hasselt & M. Hersen, pp. 29–49. Plenum
Press. [ASW-A]

Haviland-Jones, J., Boulifard, D. & Magai, C. (2001) Old-new answers and new-old
questions of personality and emotion; A matter of complexity. In: Identity and
emotions: A self-organisational perspective, ed. S. Kunnen & H. Bosma.
Cambridge University Press. [ASW-A]

Hebb, D. O. (1949) The organization of behavior: A neuropsychological theory.
Wiley. [GD, aMDL]

Heinzel, A., Bermpohl, F., Schlaug, G., Pascual-Leone, A. & Northoff, G. (2004)
How do we modulate our emotions? Parametric fMRI reveals cortical midline
structures as regions specifically involved in the processing of emotional
valences. Cognitive Brain Research. (in revision). [GN]

Helmeke, C., Ovtscharoff, W., Jr., Poeggel, G. & Braun, K. (2001) Juvenile
emotional experience alters synaptic inputs on pyramidal neurons in the
anterior cingulate cortex. Cerebral Cortex 11:717–27. [ANS]

Hermans, H. J. M. (1996) Voicing the self: From information processing to
dialogical interchange. Psychological Bulletin 119:31–50. [rMDL]

Hess, U., Blairy, S. & Kleck, R. (1997) The intensity of emotional facial expressions
and decoding accuracy. Journal of Nonverbal Behavior 21:241–57. [MP]

Higgins, E. T. (1987) Self-discrepancy: A theory relating self and affect.
Psychological Review 94:319–40. [aMDL]

Hikosaka, K. & Watanabe, M. (2000) Delay activity of orbital and lateral prefrontal
neurons of the monkey varying with different rewards. Cerebral Cortex
10:263–71. [aMDL]

Hoeksma, J. B., Oosterlaan, J. & Schipper, E. (2004) Emotion regulation and the
dynamics of feelings: A conceptual and methodological framework. Child
Development 75:354–60. [MP]

Holland, P. C. & Gallagher, M. (1999) Amygdala circuitry in attentional and
representational processes. Trends in Cognitive Sciences 3:65–73. [aMDL]

Holland, P. C., Han, J. S. & Gallagher, M. (2000) Lesions of the amygdala central
nucleus alter performance on a selective attention task. Journal of
Neuroscience 20:6701–06. [aMDL]

Holroyd, C. B. & Coles, M. G. H. (2002) The neural basis of human error pro-
cessing: Reinforcement learning, dopamine, and the error-related negativity.
Psychological Review 109:679–709. [aMDL]

Hopfield, J. J. (1982) Neural networks and physical systems with emergent
collective computational abilities. Proceedings of the National Academy of
Sciences USA 79:2554–58. [PW]

Horowitz, M. J. (1998) Cognitive psychodynamics: From conflict to character.
Wiley. [aMDL]

Hsu, H.-C. & Fogel, A. (2003) Stability and transitions in mother-infant face-to-
face communication during the first 6 months: A microhistorical approach.
Developmental Psychology 39:1061–82. [rMDL]

Hurley, S. L. (1998) Consciousness in action. Harvard University Press. [GC]
Hurley, S. L. & Noë, A. (2003) Neural plasticity and consciousness. Biology and

Philosophy 18:131–68. [GC]

Iacoboni, M., Lieberman, M. D., Knowlton, B. J., Molnar-Szakacs, I., Moritz, M.,
Throop, C. J. & Fiske, A. P. (2004) Watching social interactions produces
dorsomedial prefrontal and medial parietal BOLD fMRI signal increases
compared to a resting baseline. Neuroimage 21(3):1167–73. [GN]

Isen, A. M. (1985) The asymmetry of happiness and sadness in effects on memory
in normal college students. Journal of Experimental Psychology: General
114:388–391. [aMDL]

(1990) The influence of positive and negative affect on cognitive organization:
Some implications for development. In: Psychological and biological processes
in the development of emotion, ed. N. Stein, B. Leventhal & T. Trabasso.
Erlbaum. [aMDL]

Izard, C. E. (1971) The face of emotion. Appleton-Century-Crofts. [PB]
(1977) Human emotions. Plenum Press. [CEI]
(1984) Emotion-cognition relationships and human development. In: Emotions,

cognition and behavior, ed. C. E. Izard, J. Kagan & R. B. Zajonc, pp. 17–37.
Cambridge University Press. [aMDL]

(1991) The psychology of emotion. Plenum. [aMDL]
(1993) Four systems for emotion activation: Cognitive and noncognitive pro-

cesses. Psychological Review 100:68–90. [CEI, aMDL]
Izard, C. E., Ackerman, B. P., Schoff, K. M. & Fine, S. E. (2000) Self-organization

of discrete emotions, emotion patterns, and emotion-cognition relations. In:
Emotion, development, and self-organization: Dynamic systems approaches to
emotional development, ed. M. D. Lewis & I. Granic, pp. 15–36. Cambridge
University Press. [rMDL]

Izard, C. E., Fantauzzo, C. A., Castle, J. M., Haynes, O. M., Rayias, M. F., &
Putnam, P. H. (1995) The ontogeny and significance of infants’ facial
expressions in the first 9 months of life. Developmental Psychology 31:997–
1013. [ASW-A]

Izard, C. E., Hembree, E. A. & Huebner, R. R. (1987) Infants’ emotion
expressions to acute pain: Developmental change and stability of individual
differences. Developmental Psychology 23:105–13. [CEI]

Izard, C. E., Libero, D. Z., Putnam, P. & Haynes, O. M. (1993) Stability of emotion
experiences and their relation to traits of personality. Journal of Personality
and Social Psychology 64:847–60. [CEI]

Izard, C. E. & Malatesta, C. (1987) Perspectives on emotional development I:
Differential emotions theory of early emotional development. In: Handbook
of infant development, ed. J. D. Osofsky, pp. 494–554. Wiley. [aMDL, MP]

Izquierdo, I. (1997) The biochemistry of memory formation and its regulation by
hormones and neuromodulators. Psychobiology 25:1–9. [aMDL]

Izumi, Y. & Zorumski, C. F. (1999) Norepinephrine promotes long-term
potentiation in the adult rat hippocampus in vitro. Synapse 31:196–202.
[aMDL]

Jackendoff, R. (1987) Consciousness and the computational mind. MIT Press.
[AC]

James, W. (1890/1968) Does “consciousness” exist? In: The writings of William
James, ed. John McDermott, pp. 169–80. Random House. [RDE]

(1890) The principles of psychology. Holt. [WJF]
Jantsch, E. (1980) The self-organizing universe. Pergamon. [rMDL]
Jerusalem, M. (1993) Personal resources, environmental constraints, and

adaptational processes: The predictive power of a theoretical stress model.
Personality and Individual Differences 14:15–24. [aMDL]

Johannes, S., Wieringa, B. M., Nager, W., Dengler, R. & Münte, T. F. (2001)
Oxazepam alters action monitoring. Psychopharmacology 155:100–06.
[aMDL]

Johnson, E. O., Kamilaris, T. C., Chrousos, G. P. & Gold, P. W. (1992) Mechanisms
of stress: A dynamic overview of hormonal and behavioral homeostasis.
Neuroscience and Biobehavioral Reviews 16:115–30. [JvH]

Juarrero, A. (1999) Dynamics in action: Intentional behavior as a complex system.
MIT Press/Bradford. [arMDL]

Kalin, N. H., Larson, C., Shelton, S. E. & Davidson, R. J. (1998) Asymmetric
frontal brain activity, cortisol, and behavior associated with fearful
temperament in rhesus monkeys. Behavioral Neuroscience 112:286–92.
[JvH]

Kaminski, M. J. & Blinowska, K. J. (1991) A new method of the description of the
information flow in the brain structures. Biological Cybernetics 65:203–10.
[BK]

Kaminski, M. J. & Kocsis, B. (2003) Direction of the theta rhythmic drive between
neurons in the supramammillary nucleus and the septohippocampal system in
urethane anesthetized rats. Neuroscience Abstracts 29, No.938.13. [Online:
2003 Abstract Viewer/Itinerary Planner. Society for Neuroscience, Program
No. 928.13] [BK]

Kandel, E. R., Schwartz, J. H. & Jessell, T. M. (2000) Principles of neural science.
McGraw-Hill. [aMDL]

Karakas, S., Erzengin, O. U. & Basar, E. (2000) The genesis of human event-
related responses explained through the theory of oscillatory neural
assemblies. Neuroscience Letters 285:45–48. [aMDL]

Karoly, P. (1993) Mechanisms of self-regulation: A systems view. Annual Review of
Psychology 44:23–52. [aMDL]

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

238 BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2

https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


Kauffman, S. A. (1993) The origins of order: Self-organization and selection in
evolution. Oxford University Press. [aMDL]

(1995) At home in the universe: The search for the laws of self-organization and
complexity. Oxford University Press. [aMDL]

Keenan, J. P., Nelson, A., O’Connor, M. & Pascual-Leone, A. (2001) Self-
recognition and the right hemisphere. Nature 409(6818):305. [GN]

Keenan, J. P., Wheeler, M. A., Gallup, G. G. & Pascual-Leone, A. (2000) Self-
recognition and the right prefrontal cortex. Trends in Cognitive Sciences
4(9):338–44. [GN]

Kelley, W. M., Macrae, C. N., Wyland, C. L., Caglar, S., Inati, S. &
Heatherton, T. F. (2002) Finding the self? An event-related fMRI study.
Journal of Cognitive Neuroscience 14(5):785–94. [GN]

Kelso, J. A. S. (1995) Dynamic patterns: The self-organization of brain and
behavior. MIT Press/Bradford. [BB, PB, aMDL]

Keltner, D., Ellsworth, P. C. & Edwards, K. (1993) Beyond simple pessimism:
Effects of sadness and anger on social perception. Journal of Personality and
Social Psychology 64:740–52. [aMDL, MP]

Kilic, C., Noshirvani, H., Basoglu, M. & Marks, I. (1997) Agoraphobia and panic
disorder: 3.5 years after alprazolam and/or exposure treatment.
Psychotherapy and Psychosomatics 66:175–78. [GA]

Kirk, I. J. & McNaughton, N. (1991) Supramammillary cell firing and hippocampal
rhythmical slow activity. NeuroReport 2:723–25. [BK]

(1993) Mapping the differential effects of procaine on frequency and amplitude
of reticularly elicited hippocampal rhythmical slow activity. Hippocampus
3:517–26. [BK]

Kirk, I. J., Oddie, S. D., Konopacki, J. & Bland, B. H. (1996) Evidence for differ-
ential control of posterior-hypothalamic, supramammillary, and medial
mammillary theta-related cellular discharge by ascending and descending
pathways. Journal of Neuroscience 16:5547–54. [BK]

Klimesch, W. (1999) EEG alpha and theta oscillations reflect cognitive and
memory performance: A review and analysis. Brain Research Reviews
29:169–95. [aMDL, JP]

Klinger, E. (1975) Consequences of commitment to and disengagement from
incentives. Psychological Review 82:1–25. [CSC]

Klinnert, M. D., Sorce, J. F., Emde, R. N., Stenberg, C. & Gaensbauer, T (1984)
Continuities and change in early emotional life. In: Continuities and
discontinuities in development, ed. R. N. Emde & R. J. Harman, pp. 339–54.
Plenum Press. [MP]

Knyazev, G. G., Savostyanov, A. N. & Levin E. A. (2004) Alpha oscillations as a
correlate of trait anxiety. International Journal of Psychophysiology 53:147–
60. [JvH]

Knyazev, G. G. & Slobodskaya, H. R. (2003) Personality trait of behavioral
inhibition is associated with oscillatory systems reciprocal relationships.
International Journal of Psychophysiology 48:247–61. [JvH]

Kocsis, B. (2000) Possible descending theta-rhythmic drive to neurons in the
supramammillary nucleus. Neuroscience Abstracts 26, No.70.8. [Online:
2000 Abstract Viewer/Itinerary Planner. Society for Neuroscience, Program
No. 70.8] [BK]

Kocsis, B. & Vertes, R. P. (1992) Dorsal Raphe neurons: Synchronous discharge
with the theta rhythm of the hippocampus in the freely behaving rat. Journal
of Neurophysiology 68:1463–67. [aMDL]

(1994) Characterization of neurons of the supramammillary nucleus and
mammillary body that discharge rhythmically with the hippocampal theta
rhythm in the rat. Journal of Neuroscience 14:7040–52. [BK, aMDL]

(1997) Phase relations of theta rhythmic firing of neurons in the
supramammillary nucleus and mammillary body to the hippocampal theta
activity in urethane anesthetized rats. Hippocampus 7:204–14. [BK]

Kocsis, B., Viana Di Prisco, G. & Vertes, R. P. (2001) Theta synchronization in the
limbic system: The role of Gudden’s tegmental nuclei. European Journal of
Neuroscience 13:381–88. [aMDL]

Köhling, R. (2002) GABA becomes exciting. Science 298:1350–51. [JFT]
Kopell, N., Ermentrout, G. B., Whittington, M. A. & Traub, R. D. (2000) Gamma

rhythms and beta rhythms have different synchronization properties.
Proceedings of the National Academy of Sciences USA 97:1867–72. [aMDL]

Kosslyn, S. M. & Koenig, O. (1995) Wet mind, the new cognitive neuroscience.
Free Press. [DS]

Krause, C. M., Viemerö, V., Rosenqvist, A., Sillanmäki, L. & Åström, T. (2000)
Relative electroencephalographic desynchronization and synchronization in
humans to emotional film content: An analysis of the 4-6, 6-8, 8-10, and 10-12
Hz frequency bands. Neuroscience Letters 286:9–12. [JP]

Kuiper, N. A. & Martin, R. A. (1989) Type A behavior: A social cognition
motivational perspective. In: The psychology of learning and motivation:
Advances in research and theory, vol. 24, ed. G. H. Bower, pp. 311–41. Aca-
demic Press. [aMDL]

Kunda, Z. & Thagard, P. (1996) Forming impressions from stereotypes, traits, and
behaviors: A parallel-constraint-satisfaction theory. Psychological Review
103:284–308. [aMDL]

Kunnen, E. S., Bosma, H. A., van Halen, C. P. M. & van der Meulen, M. (2001) A

self-organizational approach to identity and emotions: An overview and
implications. In: Identity and emotion: Development through self-
organization, ed. H. A. Bosma & E. S. Kunnen, pp. 202–30. Cambridge
University Press. [rMDL]

Kuppens, P., Van Mechelen, I., Smits, D. J. M. & De Boeck, P. (2003) The
appraisal basis of anger: Specificity, necessity, and sufficiency of components.
Emotion 3:254–69. [NHF]

Lakoff, G. & Koevecses, Z. (1987) The cognitive model of anger inherent in
American English. In: Cultural models in language and thought, ed.
D. Holland & N. Quinn, pp. 195–221. Cambridge University Press. [MP]

Lane, R. D. (2000) Neural correlates of conscious experience. In: Cognitive
neuroscience of emotion, ed. R. D. Lane & L. Nadel, pp. 345–70. Oxford
University Press. [aMDL]

Lane, R. D. & Nadel, L., eds. (2000) Cognitive neuroscience of emotion. Series in
Affective Science. Oxford University Press. [DS, JFT]

Lane, R. D., Nadel, L., Allen, J. J. B. & Kaszniak, A. W. (2000) The study of
emotion from the perspective of cognitive neuroscience. In: Cognitive
neuroscience of emotion, ed. R. D. Lane & L. Nadel, pp. 3–11. Oxford
University Press. [aMDL]

Lane, R. D., Reiman, E. M., Axelrod, B., Yun, L., Holmes, A. & Schwartz, G. E.
(1998) Neural correlates of levels of emotional awareness: Evidence of an
interaction between emotion and attention in the anterior cingulate cortex.
Journal of Cognitive Neuroscience 10:525–35. [aMDL]

Lang, P. J., Bradley, M. M. & Cuthbert, B. N. (1990) Emotion, attention, and the
startle reflex. Psychological Review 97(3):377–95. [PB]

Langs, R. & Badalamenti, J. (1991) Statistics and mathematics in psychotherapy
research. The Society for Psychoanalytic Psychotherapy Bulletin 6:2–13.
[RMG-L]

Lazarus, R. S. (1966) Psychological stress and the coping process. McGraw-Hill.
[aMDL]

(1968) Emotions and adaptation: Conceptual and empirical relations. In:
Nebraska Symposium on Motivation, vol. 16, ed. W. J. Arnold, pp. 175–270.
University of Nebraska Press. [aMDL]

(1984) On the primacy of cognition. American Psychologist 39:124–29.
[aMDL]

(1991) Emotion and adaptation. Oxford University Press. [aMDL]
(1995) Vexing research problems inherent in cognitive-mediational theories of

emotion and some solutions. Psychological Inquiry 6:183–96. [aMDL]
(1999) The cognition-emotion debate: A bit of history. In: Handbook of cognition

and emotion, ed. T. Dalgleish & M. Power, pp. 3–19. Wiley. [aMDL]
Lazarus, R. S. & Smith, C. A. (1988) Knowledge and appraisal in the cognition-

emotion relationship. Cognition and Emotion 2:281–300. [NHF]
LeDoux, J. E. (1987) Emotion. In: Handbook of physiology: Vol. 5. Higher

functions of the brain, ed. F. Plum, pp. 419–59. American Psychological
Society. [aMDL]

(1989) Cognition-emotion interactions in the brain. Cognition and Emotion
3:267–89. [aMDL]

(1993) Emotional networks in the brain. In: Handbook of emotions, ed.
M. Lewis & J. M. Haviland, pp. 109–18. Guilford. [aMDL]

(1995a) Emotion: Clues from the brain. Annual Review of Psychology 46:209–
35. [aMDL]

(1995b) In search of an emotional system in the brain: Leaping from fear to
emotion and consciousness. In: The cognitive neurosciences, ed. M. S.
Gazzaniga, pp. 1049–61. MIT Press. [aMDL]

Levenson, R. W. (1992) Autonomic nervous system differences among emotions.
Psychological Science 3, 23–27. [MP]

Leventhal, H. & Scherer, K. (1987) The relationship of emotion to cognition: A
functional approach to a semantic controversy. Cognition and Emotion 1:3–
28. [aMDL, DS]

LeVine, R. A. (1990) Enculturation: A biosocial perspective on the development of
self. In: The self in transition: Infancy to childhood, ed. D. Cicchetti &
M. Beeghly, pp. 99–117. University of Chicago Press. [HF]

Lewenstein, M. & Nowak, A. (1989) Recognition with self-control in neural
networks. Physical Review 40:4652–64. [PW]

Lewis, M., Alessandri, S. M. & Sullivan, M. W. (1990) Violation of expectancy, loss
of control, and anger expressions in young infants. Developmental Psychology
26:745–51. [MP]

Lewis, M. D. (1995) Cognition-emotion feedback and the self-organization of
developmental paths. Human Development 38:71–102. [arMDL]

(1996) Self-organising cognitive appraisals. Cognition and Emotion 10:1–25.
[aMDL]

(2000a) Emotional self-organization at three time scales. In: Emotion,
development, and self-organization: Dynamic systems approaches to emotional
development, ed. M. D. Lewis & I. Granic, pp. 37–69. Cambridge University
Press. [GC arMDL]

(2000b) The promise of dynamic systems approaches for an integrated account
of human development. Child Development 71:36–43. [arMDL, ASW-A]

(2002) The dialogical brain: Contributions of emotional neurobiology to

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2 239
https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


understanding the dialogical self. Theory and Psychology 12:175–90.
[rMDL]

Lewis, M. D. & Granic, I. (1999) Self-organization of cognition-emotion
interactions. In: Handbook of cognition and emotion, ed. T. Dalgleish &
M. Power, pp. 683–70. Wiley. [aMDL]

Lewis, M. D., Lamey, A. V. & Douglas, L. (1999) A new dynamic systems method
for the analysis of early socioemotional development. Developmental Science
2:458–76. [rMDL]

Lewis, M. D. & Stieben, J. (2004) Emotion regulation in the brain: Conceptual
issues and directions for developmental research. Child Development 75:371–
76. [aMDL]

Lillard, A. S. (1998) Ethnopsychologies: Cultural variation in theories of mind.
Psychological Bulletin 123(1):3–32. [HF]

Liotti, M., Mayberg, H. S., Brannan, S. K., McGinnis, S., Jerabek, P. & Fox, P. T.
(2000) Differential limbic-cortical correlates of sadness and anxiety in healthy
subjects: Implications for affective disorders. Biological Psychiatry 48:30–42.
[aMDL]

Lutz, A., Lachaux, J.-P., Martinerie, J. & Varela, F. J. (2002) Guiding the study of
brain dynamics by using first-person data: Synchrony patterns correlate with
ongoing conscious states during a simple visual task. Proceedings of the
National Academy of Science USA 99(3):1586–91. [GC, arMDL]

Lutz, A & Thompson, E. (2003) Neurophenomenology: Integrating subjective
experience and brain dynamics in the neuroscience of consciousness. Journal
of Consciousness Studies 10:31–52. [GC]

Lutz, C. (1985) Ethnopsychology compared to what? Explaining behavior and
consciousness among the Ifaluk. In: Person, self, and experience, ed. G. White
& J. Kirkpatrick. University of California Press. [HF]

Luu, P., Collins, P. & Tucker, D. M. (2000) Mood, personality, and self-monitoring:
Negative affect and emotionality in relation to frontal lobe mechanisms of
error monitoring. Journal of Experimental Psychology: General 129:43–60.
[aMDL]

Luu, P. & Tucker, D. M. (2002) Self-regulation and the executive functions:
Electrophysiological clues. In: The cognitive electrophysiology of mind and
brain, ed. A. Zani & A. M. Preverbio, pp. 199–223. Academic Press.
[arMDL]

Luu, P., Tucker, D. M. & Derryberry, D. (1998) Anxiety and the motivational basis
of working memory. Cognitive Therapy and Research 22:577–94. [aMDL]

Luu, P., Tucker, D. M., Derryberry, D., Reed, M. & Poulsen, C. (2003)
Electrophysiological responses to errors and feedback in the process of action
regulation. Psychological Science 14(1):47–53. [arMDL, DAP]

Luu, P., Tucker, D. M. & Makeig, S. (2004) Frontal midline theta and the error-
related negativity: Neurophysiological mechanisms of action regulation.
Clinical Neurophysiology 115:1821–35. [rMDL, DAP]

MacLean, P. D. (1949) Psychosomatic disease and the “visceral brain”: Recent
developments bearing on the Papez theory of emotion. Psychosomatic
Medicine 11:338–53. [aMDL]

(1990) The triune brain in evolution: Role in paleocerebral functions. Plenum
Press. [JvH]

(1993) Perspectives on cingulate cortex in the limbic system. In: Neurobiology
of cingulate cortex and limbic thalamus: A comprehensive handbook, ed.
B. A. Vogt & M. Gabriel, pp. 1–15. Brikhauser. [aMDL]

Magai, C. & Haviland-Jones, J. (2002) The hidden genius of emotion: Lifespan
transformations of personality. Cambridge University Press. [ASW-A]

Magai, C. & McFadden, S. H. (1995) The role of emotions in social and personality
development: History, theory, and research. Plenum Press. [CEI, aMDL]

Makeig, S., Westerfield, M., Jung, T.-P., Enghoff, S., Townsend, J., Courchesne, E.
& Sejnowski, T. J. (2002) Dynamic brain sources of visual evoked responses.
Science 295:690–94. [aMDL]

Malatesta, C. Z. & Izard, C. E. (1984) The facial expression of emotion: Young,
middle-aged, and older adult expressions. In: Emotion in adult development,
ed. C. Z. Malatesta & C. E. Izard, pp. 253–73. Sage. [ASW-A]

Malatesta, C. Z. & Wilson, A. (1988) Emotion/cognition interaction in personality
development: A discrete emotions, functionalist analysis. British Journal of
Social Psychology 27:91–112. [aMDL]

Mandler, G. (1980) Recognizing: The judgment of previous occurrence.
Psychological Review 87:252–71. [PW]

Marks, I. & Tobena, A. (1990) Learning and unlearning fear: A clinical and
evolutionary perspective. Neuroscience and Biobehavioral Reviews 14:365–
84. [GA]

Marr, D. & Vaina, L. (1982) Representation and recognition of the movements of
shapes. Proceedings of the Royal Society of London, B 214:501–24. [AC]

Martin, L. L. & Tesser, A. (1996) Some ruminative thoughts. In: Ruminative
thoughts, vol. 9, Advances in social cognition, ed. R. S. Wyer, pp. 1–47.
Erlbaum. [aMDL]

Mathews, A. (1990) Why worry? The cognitive function of anxiety. Behaviour
Research and Therapy 28:455–68. [aMDL]

Mathews, A. & MacLeod, C. (1985) Selective processing of threat cues in anxiety
states. Behavior Research and Therapy 23:563–69. [aMDL]

Mathews, A. M. & MacLeod, C. (1986) Discrimination of threat cues without
awareness in anxiety states. Journal of Abnormal Psychology 95:131–38.
[aMDL]

(1994) Cognitive approaches to emotion and emotional disorders. Annual
Review of Psychology 45:25–50. [aMDL]

(2002) Induced processing biases have causal effects on anxiety. Cognition and
Emotion 16:331–54. [aMDL]

Maulsby, R. L. (1971) An illustration of emotionally evoked theta rhythm in
infancy: Hedonic hypersynchrony. Electroencephalography and Clinical
Neurophysiology 31:157–65. [JP]

Mayberg, H. S., Liotti, M., Brannan, S. K., McGinnis, S., Mahurin, R. K., Jerabek,
P. A., Silva, J. A., Tekell, J. L., Martin, C. C., Lancaster, J. L. & Fox, P. T.
(1999) Reciprocal limbic-cortical function and negative mood: Converging
PET findings in depression and normal sadness. American Journal of
Psychiatry 156(5):675–82. [aMDL]

Mazur, A. & Booth, A. (1998) Testosterone and dominance. Behavioral and Brain
Sciences 21:353–97. [JvH]

McCormick, D. A., Wang, Z. &. Huguenard, J. (1993) Neurotransmitter control of
neocortical neuronal activity and excitability. Cerebral Cortex 3:387–98.
[aMDL]

McCulloch, W. & Pitts, W. (1943) A logical calculus of the ideas immanent in
nervous activity. Bulletin of Mathematical Biophysics 5:115–33. [aMDL]

Menon, V., Adleman, N. E., White, C. D., Glover, G. H. & Reiss, A. L. (2001)
Error-related brain activation during a Go/NoGo response inhibition task.
Human Brain Mapping 12:131–43. [aMDL]

Merleau-Ponty, M. (1942/1963) The structure of behavior. Beacon. [RDE]
Mesulam, M. (2002) The human frontal lobes: Transcending the default mode

through contingent encoding. In: Principals of frontal lobe function, ed.
D. T. Stuss & R. T. Knight, pp. 8–30. Oxford University Press. [arMDL]

Mesulam, M-M. (2000) Behavioral neuroanatomy: Large-scale networks,
association cortex, frontal lobe syndromes, the limbic system, and hemispheric
specializations. In: Principles of behavioral and cognitive neurology, ed.
M.-M. Mesulam, pp. 1–120. Oxford University Press. [HF]

Meyer-Lindenberg, A., Bauer, U., Krieger, S., Lis, S., Vehmeyer, K., Schueler, G. &
Gallhofer, B. (1998) The topography of non-linear cortical dynamics at rest, in
mental calculation and moving shape perception. Brain Topography 10:291–
99. [aMDL]

Meyer-Lindenberg, A., Ziemann, U., Hajak, G., Cohen, L. & Berman, K. F. (2002)
Transitions between dynamical states of differing stability in the human brain.
Proceedings of the National Academy of Sciences USA 99:10948–53.
[aMDL]

Miller, R. (1991) Cortico-hippocampal interplay and the representation of contexts
in the brain. Springer-Verlag. [aMDL]

Mineka, S., Rafaeli, E. & Yovel, I. (2003) Cognitive biases in emotional disorders:
Information processing and social-cognitive perspectives. In: Handbook of
affective science, ed. R. J. Davidson, K. R. Scherer & H. H. Goldsmith,
pp. 976–1009. Oxford University Press. [DAP]

Montague, P. R. & Berns, G. S. (2002) Neuroeconomics and the biological
substrates of valuation. Neuron 36:265–84. [GA]

Morris, J., Friston, K. J., Buechel, C., Frith, C. D., Young A. W., Calder, A. J. &
Dolan, R. J. (1998) A neuromodulatory role for the human amygdala in pro-
cessing emotional facial expressions. Brain 121:47–57. [aMDL]

Moscovitch, M. (1992) Memory and working-with-memory: A component process
model based on modules and central systems. Journal of Cognitive
Neuroscience 4:257–67. [aMDL]

Murphy, S. T. & Zajonc, R. B. (1993) Affect, cognition, and awareness: Affective
priming with optimal and suboptimal stimulus exposures. Journal of
Personality and Social Psychology 64:723–39. [NHF]

Myers, F. (1986) Pintupi country, Pintupi self: Sentiment, place and politics among
Western Desert Aborigines. Smithsonian Institution. [GD]

Nagai, Y., Critchely, H. D., Featherstone, E., Trimble, M. R. & Dolan, R. J. (2004)
Activity in ventromedial prefrontal cortex covaries with a sympathetic skin
conductance level: A physiological account of a “default mode” of brain
function. Neuroimage 22:243–51. [GN]

Nair, H. P., Berndt, J. D., Barrett, D. & Gonzalez-Lima, F. (2001) Maturation of
extinction behavior in infant rats: Large-scale regional interactions with
medial prefrontal cortex, orbitofrontal cortex, and anterior cingulate. Journal
of Neuroscience 21:4400–407. [ANS]

Natsume, K. & Kometani, K. (1997) Theta-activity-dependent and -independent
muscarinic facilitation of long-term potentiation in guinea pig hippocampal
slices. Neuroscience Research 27:335–41. [aMDL]

Neddens, J., Brandenburg, K., Teuchert-Noodt, G. & Dawirs, R. R. (2001)
Differential environment alters ontogeny of dopamine innervation of the
orbital prefrontal cortex in gerbils. Journal of Neuroscience Research 63:209–
13. [ANS]

Nerb, J. & Spada, H. (2001) Evaluation of environmental problems: A coherence
model of cognition and emotion. Cognition and Emotion 15:521–51.
[aMDL]

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

240 BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2

https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


Nesse, R. M. (2000) Is depression an adaptation? Archives of General Psychiatry
57:14–20. [CSC]

Newton, N. (2000) Conscious emotion in a dynamic system: How I can know how I
feel. In: The caldron of consciousness: Motivation, affect, and self-
organization, ed. R. Ellis & N. Newton, pp. 91–108. John Benjamins.
[RDE]

Niedenthal, P. M., Setterlund, M. B. & Jones, D. E. (1994) Emotional organization
of perceptual memory. In: The heart’s eye: Emotional influences in perception
and attention, ed. P. M. Niedenthal & S. Kitayama, pp. 87–113. Academic
Press. [aMDL]

Noë, A. (2004) Action in perception. MIT Press. [GC]
Nolen-Hoeksema, S. & Morrow, J. (1991) A prospective study of depression and

distress following a natural disaster: The 1989 Loma Prieta earthquake.
Journal of Personality and Social Psychology 61:115–21. [aMDL]

Northoff, G. (2002) What catatonia can tell us about “top-down modulation”: A
neuropsychiatric hypothesis. Behavioral and Brain Sciences 25(5):555–77;
discussion 578–604. [GN]

Northoff, G. & Bermpohl, F. (2004) Cortical midline structures and the self.
Trends in Cognitive Sciences 8:102–07. [GN]

Northoff, G., Heinzel, A., Bermpohl, F., Niese, R., Pfennig, A., Pascual-Leone, A.
& Schlaug, G. (2004) Reciprocal modulation and attenuation in the prefrontal
cortex: An fMRI study on emotional-cognitive interaction. Human Brain
Mapping 21:202–12. [GN]

Nowak, A. & Vallacher, R. R. (1998) Dynamical social psychology. Guilford.
[PW]

Nowak, A., Vallacher, R. R., Tesser, A. & Borkowski, W. (2000) Society of self: The
emergence of collective properties in self-structure. Psychological Review
107:39–61. [aMDL]

Nunez, P. L. (2000) Toward a quantitative description of large-scale neocortical
dynamic function and EEG. Behavioral and Brain Sciences 23:371–437.
[aMDL]

Nusbaum, M. (2001) Upheavals of thought: The intelligence of emotions.
Cambridge University Press. [GD]

Nwokah, E. & Fogel, A. (1993) Laughter in mother infant emotional
communication: Humor. Journal of Humor Research 6:137–61. [ASW-A]

Oades, R. D. & Halliday, G. M. (1987) Ventral tegmental (A10) system:
Neurobiology. 1. Anatomy and connectivity. Brain Research Reviews 12:117–
65. [aMDL]

Oatley, K. & Johnson-Laird, P. N. (1987) Towards a cognitive theory of emotions.
Cognition and Emotion 1:29–50. [aMDL]

Öhman, A. (1988) Preattentive processes in the generation of emotions. In:
Cognitive perspectives on emotion and motivation, ed. V. Hamilton,
G. H. Bower & N. H. Frijda, pp. 127–44. Kluwer Academic Publishers.
[aMDL]

(1993) Fear and anxiety as emotional phenomena: Clinical phenomenology,
evolutionary perspectives, and information-processing mechanisms. In:
Handbook of emotions, ed. M. Lewis & J. M. Haviland, pp. 511–36. Guilford.
[aMDL]

Öhman, A. & Mineka, S. (2001) Fears, phobias, and preparedness: Toward an
evolved module of fear and fear learning. Psychological Review 108(3):483–
522. [DS]

Öhman, A. & Soares, J. J. F. (1994) “Unconscious anxiety”: Phobic responses to
masked stimuli. Journal of Abnormal Psychology 103:231–40. [aMDL]

Ongur, D. & Price, J. L. (2000) The organization of networks within the orbital and
medial prefrontal cortex of rats, monkeys and humans. Cerebral Cortex
10(3):206–19. [aMDL, GN]

O’Regan, K. J. & Noë, A. (2001) A sensorimotor account of vision and visual
consciousness. Behavioral and Brain Sciences 24:883–917. [GC]

O’Reilly, R. C. & Munakata, Y. (2000) Computational explorations in cognitive
neuroscience: Understanding the mind by simulating the brain. MIT Press.
[PW]

Ortony, A., Clore, G. L. & Collins, A. (1988) The cognitive structure of emotion.
Cambridge University Press. [aMDL, MP]

Oster, H., Hegley, D. & Nagel, L. (1992) Adult judgements and fine-grained
analysis of infant facial expressions: Testing the validity of a priori coding
formulas. Developmental Psychology 28:1115–31. [MP]

Packard M. G. & Cahill, L. (2001) Affective modulation of multiple memory
systems. Current Opinion in Neurobiology 11:752–56. [aMDL]

Pailing, P. E., Segalowitz, S. J., Dywan, J. & Davies, P. L. (2002) Error negativity
and response control. Psychophysiology 39:198–206. [aMDL]

Pan, W. X. & McNaughton, N. (2002) The role of the medial supramammillary
nucleus in the control of hippocampal theta activity and behaviour in rats.
European Journal of Neuroscience 16:1797–809. [BK]

Panksepp, J. (1982) Toward a general psychobiological theory of emotions.
Behavioral and Brain Sciences 5:407–67. [PB]

(1991) Affective neuroscience: A conceptual framework for the neurobiological
study of emotions. In: International reviews of studies in emotions, vol. 1, ed.
K. Strongman, pp. 59–99. Wiley. [aMDL]

(1993) Neurochemical control of moods and emotions: Amino acids to
neuropeptides. In: Handbook of emotions, ed. M. Lewis & J. Haviland,
pp. 57–107. Guilford. [aMDL]

(1998a) Affective neuroscience: The foundations of human and animal emotions.
Oxford University Press. [JvH, aMDL, JP]

(1998b) The periconscious substrates of consciousness: Affective states and the
evolutionary origins of self. Journal of Consciousness Studies 5:566–82.
[GC]

(1999) Emotions as viewed by psychoanalysis and neuroscience: An exercise in
consilience, and accompanying commentaries. Neuro-Psychoanalysis 1:15–
89. [JP]

(2000) The neurodynamics of emotions: An evolutionary-neurodevelopmental
view. In: Emotion, self-organization, and development, ed. M. D. Lewis &
I. Granic, pp. 236–64. Cambridge University Press. [JP]

(2003) At the interface of affective, behavioral and cognitive neurosciences:
Decoding the emotional feelings of the brain. Brain and Cognition 52:4–14.
[aMDL, DAP, JP]

Panksepp, J. & Harro, J. (2004) Future prospects in psychopharmacology. In:
Textbook of biological psychiatry, ed. J. Panksepp, pp. 627–60. Wiley. [JP]

Paré, D. & Collins, D. R. (2000) Neuronal correlates of fear in the lateral
amygdala: Multiple extracellular recordings in conscious cats. Journal of
Neuroscience 20:2701–10. [aMDL]

Paré, D., Collins, D. R. & Pelletier, J. G. (2002) Amygdala oscillations and the
consolidation of emotional memories. Trends in Cognitive Sciences 6:306–14.
[aMDL]

Parkinson, B. (2001) Putting appraisal in context. In: Appraisal processes in
emotion: Theory, methods, research, ed. K. R. Scherer, A. Schorr &
T. Johnstone, pp. 173–86. Oxford University Press. [aMDL]

Parrott, W. G. (1991) Mood induction and instructions to sustain moods. A test of
the subject compliance hypothesis of mood congruent memory. Cognition and
Emotion 3:41–52. [GA]

Parrott, W. G. & Schulkin, J. (1993) What sort of system could an affective system
be? A reply to LeDoux. Cognition and Emotion 7:65–69. [aMDL]

Pascual-Leone, J. (1991) Emotions, development and psychotherapy: A dialectical-
constructivist perspective. In: Emotion, psychotherapy and change, ed.
J. Safran & L. Greenberg, pp. 302–35. Guilford. [JP-L]

(1995) Learning and development as dialectical factors in cognitive growth.
Human Development 38:338–48. [JP-L]

(1996) Piaget, Vygotsky and the problems of Plato. Swiss Journal of Psychology
55: 84–92. [JP-L]

Pascual-Leone, J. & Johnson, J. (1991) The psychological unit and its role in task
analysis: A reinterpretation of object permanence. In: Criteria for competence:
Controversies in conceptualization and assessment of children’s abilities, ed.
M. Chandler & M. Chapman, pp. 153–87. Erlbaum. [JP-L]

(2004) Affect, self-motivation, and cognitive development: A dialectical
constructivist view. In: Motivation, emotion and cognition: Integrating
perspective on intellectual functioning and development, ed. D. Y. Dai &
R. J. Sternberg, pp. 197–235. Erlbaum. [JP-L]

(2005) A dialectical constructivist view of developmental intelligence. In:
Handbook of understanding and measuring intelligence, ed. O. Wilhelm &
R. Engle, pp. 177–201. Sage. [JP-L]

Perlovsky, L. I. (2002) Physical theory of information processing in the mind:
Concepts and emotions. SEED 2:36–54. [Available at: http://www.
library.utoronto.ca/see/SEED/Vol2-2/2-2%20resolved/Perlovsky.pdf].
[DJK]

Petrides, M. & Pandya, D. N. (1999) Dorsolateral prefrontal cortex: comparative
cytoarchitectonic analysis in the human and the macaque brain and
corticocortical connection patterns. European Journal of Neuroscience
11:1011–36. [DAP]

(2002) Association pathways of the prefrontal cortex and functional observations.
In: Principals of frontal lobe function, ed. D. T. Stuss & R. T. Knight, pp. 31–
50. Oxford University Press. [aMDL]

Phan, K. L., Wager, T., Taylor, S. F. & Liberzon, I. (2002) Functional
neuroanatomy of emotion: A meta-analysis of emotion activation studies in
PET and fMRI. Neuroimage 16:331–48. [DAP]

Pizzagalli, D. A., Oakes, T. R. & Davidson, R. J. (2003a) Coupling of theta activity
and glucose metabolism in the human rostral anterior cingulate cortex: An
EEG/PET study of normal and depressed subjects. Psychophysiology
40:939–49. [DAP]

Pizzagalli, D. A., Oakes, T. R., Fox, A. S., Chung, M. K., Larson, C. L.,
Abercrombie, H. C., Schaefer, S. M., Benca, R. M. & Davidson, R. J. (2004)
Functional but not structural subgenual prefrontal cortex abnormalities in
melancholia. Molecular Psychiatry 9:393–405. [DAP]

Pizzagalli, D. A., Shackman, A. J. & Davidson, R. J. (2003b) The functional
neuroimaging of human emotion: Asymmetric contributions of cortical and
subcortical circuitry. In: The asymmetrical brain, ed. K. Hughdal &
R. J. Davidson, pp. 511–32. MIT Press. [DAP]

Poeggel, G., Nowicki, L. & Braun, K. (2003) Early social deprivation alters

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2 241
https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


monoaminergic afferents in the orbital prefrontal cortex of Octodon degus.
Neuroscience 116:617–20. [ANS]

Poremba, A. & Gabriel, M. (1997) Amygdalar lesions block discriminative
avoidance learning and cingulothalamic training-induced neuronal plasticity in
rabbits. Journal of Neuroscience 17:5237–5244. [aMDL]

Port, R. F. & Van Gelder, T., eds. (1995) Explorations in the dynamics of cognition:
Mind as motion. MIT Press. [aMDL]

Posner, M. I., Petersen, S. E., Fox, P. T. & Raichle, M. E. (1988) Localization of
cognitive functions in the human brain. Science 240:1627–31. [aMDL]

Post, R. M. & Weiss, S. R. B. (1997) Emergent properties of neural systems: How
focal molecular neurobiological alterations can affect behavior. Development
and Psychopathology 9:907–29. [arMDL]

Post, R. M., Weiss, S. R. B., Li, H., Smith, M. A., Zhang, L. X., Xing, G.,
Osuch, E. A. & McCann, U. D. (1998) Neural plasticity and emotional
memory. Development and Psychopathology 10:829–55. [aMDL]

Potegal, M. (1994) Aggressive arousal: The amygdala connection. In: The dynamics
of aggression: Biological and social processes in dyads and groups, ed.
M. Potegal & J. Knutson, pp. 73–112. Erlbaum. [MP]

(2000) Some characteristics, correlates, and consequences of visible autonomic
activity in the temper tantrums of young children. In: Crying as a sign, a
symptom and a signal, ed. R. G. Barr, B. Hopkins & J. A. Green, pp. 121–36.
Mac Keith Press. [MP]

Potegal, M. & Davidson R. J. (2003) Temper tantrums in young children:
1. Behavioral composition. Journal of Developmental and Behavioral
Pediatrics 24:140–47. [MP]

Potegal, M., Hebert, M., DeCoster, M. & Meyerhoff, J. (1996) Brief, high
frequency stimulation of the corticomedial amygdala induces a delayed and
prolonged increase of aggressiveness in male Syrian golden hamsters.
Behavioral Neuroscience 110:1–12. [MP]

Prigogine, I. & Stengers, I. (1984) Order out of chaos. Bantam. [aMDL]
Prinz, W. (1997) Perception and action planning. European Journal of Cognitive

Psychology 9:129–54. [GC]
Pruitt D. G., Parker J. C. & Mikolic J. M.. (1997) Escalation as a reaction to

persistent annoyance. International Journal of Conflict Management 8:252–
70. [MP]

Putnam, H. (1975) Mind, language and reality. Cambridge University Press.
[aMDL]

Qiu. P, Yang, R. & Potegal, M. (submitted) Semiparametric modeling of the time
course of tantrum anger. Biometrics. [MP]

Quigley, B. M. & Tedeschi, J. T. (1996) Mediating effects of blame attributions on
feelings of anger. Personality and Social Psychology Bulletin 22:1280–88.
[MP]

Rafal, R. (2002) Cortical control of visuomotor reflexes. In: Principals of frontal
lobe function, ed. D. T. Stuss & R. T. Knight, pp. 149–58. Oxford University
Press. [aMDL]

Raichle, M. E., MacLeod, A. M., Snyder, A. Z., Powers, W. J., Gusnard, D. A. &
Shulman, G. L. (2001) A default mode of brain function. Proceedings of the
National Academy of Science USA 98(2):676–82. [GN]

Raizada, R. & Grossberg, S. (2003) Towards a theory of the laminar architecture of
cerebral cortex: Computational clues from the visual system. Cerebral Cortex
13:100–13. [SG]

Ramirez, J. M., Andreu, J. M. & Fujihara, T. (2001) Cultural and sex differences in
aggression: A comparison between Japanese and Spanish students using two
different inventories. Aggressive Behavior 27:313–22. [MP]

Ramsay, R. W. (1997) Behavioural approaches to bereavement. In: The best of
behavior research and therapy, ed. S. Rachman & H. J. Eysenck. Pergamon.
[GA]

Reber, R., Winkielman, P. & Schwarz, N. (1998) Effects of perceptual fluency on
affective judgments. Psychological Science 9:45–48. [PW]

Reisenzein, R. (2001) Appraisal processes conceptualized from a schema-theoretic
perspective: Contributions to a process analysis of emotions. In: Appraisal
processes in emotion: Theory, methods, research, ed. K. R. Scherer, A. Schorr
& T. Johnstone, pp. 187–201. Oxford University Press. [aMDL]

Reisenzein, R. & Hofmann, T. (1993) Discriminating emotions from appraisal-
relevant situational information: Baseline data for structural models of
cognitive appraisals. Cognition and Emotion 7:271–93. [aMDL]

Ressler, N. (2004) Rewards and punishments, goal-directed behavior and
consciousness. Neuroscience and Biobehavioral Reviews 28:27–39. [JvH]

Richell, R. A., Mitchell, D. G. V., Newman, C., Leonard, A., Baron-Cohen, S. &
Blair, R. J. R. (2003) Theory of mind and psychopathy: Can psychopathic
individuals read the “language of the eyes”? Neuropsychologia 41:523–26.
[CEI]

Rizzolatti, G., Fadiga, L., Fogassi, L. & Gallese, V. (1997) The space around us.
Science 277:190–91. [GC]

Robinson, M. D. (1998) Running from William James’ bear: A review of
preattentive mechanisms and their contributions to emotional experience.
Cognition and Emotion 12:667–96. [aMDL]

Rolls, E. T. (1990) A theory of emotion, and its application to understanding the

neural basis of emotion. Special Issue: Development of relationships between
emotion and cognition. Cognition and Emotion 4(3):161–90. [PB]

(1999) The brain and emotion. Oxford University Press. [PB, aMDL]
Rolls, E. T. & Treves, E. T. (1998) Neural networks and brain function. Oxford

University Press. [aMDL]
Rosaldo, R. (1984) Grief and a headhunter’s rage. In: Text, play, and story: The

construction and reconstruction of self and society, ed. E. Bruner, pp. 178–95.
American Ethnological Society. [GD]

Roseman, I. J. (1984) Cognitive determinants of emotion: A structural theory. In:
Review of personality and social psychology, vol. 5. Emotions, relationships,
and health, ed. P. Shaver, pp. 11–36. Sage. [aMDL]

(1991) Appraisal determinants of discrete emotions. Cognition and Emotion
5:161–200. [aMDL]

Roseman, I. J., Antoniou, A. A. & Jose, P. E. (1996) Appraisal determinants of
emotions: Constructing a more accurate and comprehensive theory. Cognition
and Emotion 10:241–77. [aMDL]

Roseman, I. J. & Smith, C. A. (2001) Appraisal theory: Overview, assumptions,
varieties, controversies. In: Appraisal processes in emotion: Theory, methods,
research, ed. K. R. Scherer, A. Schorr & T. Johnstone, pp. 3–19. Oxford
University Press. [aMDL, DAP]

Ruby, P. & Decety, J. (2001) Effect of subjective perspective taking during
simulation of action: A PET investigation of agency. Nature Neuroscience
4(5):546–50. [GN]

Ruelle, D. (1991) Chance and chaos. Princeton University Press. [RMG-L]
Rumelhart, D. E., Hinton, G. E. & McClelland, J. L. (1986a) A general framework

for parallel distributed processing. In: Parallel distributed processing:
Explorations in the microstructure of cognition, ed. J. L. McClelland,
D. E. Rumelhart & the PDP Research Group, pp. 45–76. MIT Press.
[aMDL]

Rumelhart, D. E., McClelland, J. L. & the PDP Research Group (1986b) Parallel
distributed processing: Explorations in the microstructure of cognition. MIT
Press. [RMG-L]

Sacks, O. (2004) In the river of consciousness. New York Review 51(1), January 15.
[WJF]

Sander, D., Grafman, J. & Zalla, T. (2003) The human amygdala: An evolved
system for relevance detection. Reviews in the Neurosciences 14(4):303–16.
[DS]

Sander, D. & Koenig, O. (2002) No inferiority complex in the study of emotion
complexity: A cognitive neuroscience computational architecture of emotion.
Cognitive Science Quarterly 2:249–72. [DS]

Sartre, J.-P. (1939/1948) The emotions: Sketch of a theory, trans. B. Frechtman.
Philosophical Library. [GA]

Sashin, J. (1985) Affect tolerance – A model of affect-response using catastrophe-
theory. Journal of Social and Biological Structures 8:175–202. [RMG-L]

Sashin, J. & Callahan, J. (1990) A model of affect using dynamical systems. Annual
of Psychoanalysis 18:213–31. [RMG-L]

Scherer, K. R. (1984) On the nature and function of emotion: A component pro-
cess approach. In: Approaches to emotion, ed. K. R. Scherer & P. Ekman,
pp. 293–317. Erlbaum. [arMDL, DS]

(1993a) Neuroscience projections to current debates in emotion psychology.
Cognition and Emotion 7:1–41. [DS]

(1993b) Studying the emotion-antecedent appraisal process: An expert system
approach. Cognition and Emotion 3:325–55. [aMDL]

(1999) Appraisal theory. In: Handbook of cognition and emotion, ed. T. Dalgleish
& M. Power, pp. 637–63. Wiley. [aMDL]

(2000) Emotions as episodes of subsystem synchronization driven by nonlinear
appraisal processes. In: Emotion, development, and self-organization:
Dynamic systems approaches to emotional development, ed. M. D. Lewis &
I. Granic, pp. 70–99. Cambridge University Press. [GC, arMDL, DS]

(2001) Appraisal considered as a process of multilevel sequential checking. In:
Appraisal processes in emotion: Theory, methods, research, ed. K. R. Scherer,
A. Schorr & T. Johnstone, pp. 92–120. Oxford University Press.
[aMDL, DS]

(2004) Feelings integrate the central representation of appraisal-driven response
organization in emotion. In: Feelings and emotions: The Amsterdam
Symposium, ed. A. S. R. Manstead, N. H. Frijda & A. H. Fischer, pp. 136–57.
Cambridge University Press. [DS]

Scherer, K. R. & Peper, M. (2001) Psychological theories of emotion and
neuropsychological research. In: Handbook of neuropsychology: Vol. 5:
Emotional behavior and its disorders, ed. F. Boller & J. Grafman. (2nd revised
edition, ed. G. Gainotti). Elsevier. [DS]

Scherer, K. R., Schorr, A. & Johnstone, T., eds. (2001) Appraisal processes in
emotion: Theory, methods, research. Oxford University Press. [rMDL, DS]

Scherg, M., Ille, N., Bornfleth, H. & Berg, P. (2002) Advanced tools for digital
EEG review: Virtual source montages, whole-head mapping, correlation, and
phase analysis. Journal of Clinical Neurophysiology 19:91–112. [aMDL]

Schneirla, T. C. (1959) An evolutionary and developmental theory of biphasic pro-
cesses underlying approach and withdrawal. In: Nebraska Symposium on

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

242 BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2

https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


Motivation, vol. 7, ed. M. R. Jones, pp. 1–42. University of Nebraska Press.
[PB]

Schore, A. N. (1994) Affect regulation and the origin of the self: The neurobiology
of emotional development. Erlbaum. [aMDL, ANS]

(1997) Early organization of the nonlinear right brain and development of a
predisposition to psychiatric disorders. Development and Psychopathology
9:595–631. [ANS]

(2000) The self-organization of the right brain and the neurobiology of
emotional development. In: Emotion, development and self-organization:
Dynamic systems approaches to emotional development, ed. M. D. Lewis &
I. Granic, pp. 155–85. Cambridge University Press. [aMDL, ANS]

(2001) The effects of a secure attachment relationship on right brain
development, affect regulation, and infant mental health. Infant Mental
Health Journal 22:7–66. [ANS]

(2003a) Affect dysregulation and disorders of the self. W. W. Norton. [ANS]
(2003b) Affect regulation and the repair of the self. W. W. Norton. [ANS]

Schulkin, J. (2003) Rethinking homeostasis: Allostatic regulation in physiology and
pathophysiology. MIT Press. [JvH]

Schultz, W. (1998) Predictive reward signal of dopamine neurons. Journal of
Neurophysiology 80:1–27. [aMDL]

Schutter, D. J. L. G. & Van Honk, J. (2004) Decoupling of midfrontal delta-beta
oscillations after testosterone administration. International Journal of
Psychophysiology 53:71–73. [JvH]

(2005) Basal cortisol levels and the coupling of midfrontal delta-beta oscillations.
International Journal of Psychophysiology 55:127–29. [JvH]

Schutter, D. J. L. G., Van Honk, J. & Panksepp, J. (2004) Introducing repetitive
transcranial magnetic stimulation (rTMS) and its property of causal inference
in investigating the brain-function relationship. Synthese 141:155–73. [JP]

Sederberg, P. B., Kahana, M. J., Howard, M. W., Donner, E. J. & Madsen, J. R.
(2003) Theta and gamma oscillations during encoding predict subsequent
recall. Journal of Neuroscience 23:10809–814. [JP]

Seidenbecher, T., Laxmi, T. R., Stork, O. & Pape, H.-C. (2003) Amygdalar and
hippocampal theta rhythm synchronization during fear memory retrieval.
Science 301:846–50. [aMDL]

Shallice, T. (2002) Fractionation of the supervisory system. In: Principals of frontal
lobe function, ed. D. T. Stuss & R. T. Knight, pp. 261–77. Oxford University
Press. [aMDL]

Shiller, V. M., Izard, C. E. & Hembree, E. A. (1986) Patterns of emotion
expression during separation in the strange-situation procedure.
Developmental Psychology 22:378–82. [CEI]

Shimamura, A. P. (2002) Memory retrieval and executive control processes. In:
Principals of frontal lobe function, ed. D. T. Stuss & R. T. Knight, pp. 210–20.
Oxford University Press. [aMDL]

Shin, L. M., Dougherty, D. D., Orr, S. P., Pitman, R. K., Lasko, M., 
Macklin, M. L., Alpert, N., Fischman, A. J. & Rauch, S. L. (2000) Activation
of anterior paralimbic structures during guilt-related script-driven imagery.
Biological Psychiatry 48:43–50. [aMDL]

Shizgal, P. & Conover, K. (1996) On the neural computation of utility. Current
Directions in Psychological Science 5:37–43. [GA]

Shultz, T. R. & Lepper, M. R. (1996) Cognitive dissonance reduction as constraint
satisfaction. Psychological Review 103:219–40. [aMDL]

Shweder, R. A. (1991) Thinking through cultures: Expeditions in cultural
psychology. Harvard University Press. [HF]

Sinha, R. & Parsons, O. A. (1996) Multivariate response patterning of fear and
anger. Cognition and Emotion 10:173–98. [MP]

Skarda, C. A. & Freeman, W. J. (1987) How brains make chaos in order to make
sense of the world. Behavioral and Brain Sciences 10:161–95.
[WJF, aMDL]

Skinner, J. E. & Molnar, M. (1999) Event-related dimensional reductions of the
primary auditory cortex of the conscious cat are revealed by new techniques
for enhancing the nonlinear dimensional algorithms. International Journal of
Psychophysiology 34:21–35. [aMDL]

Smith, C. A. & Kirby, L. D. (2001) Toward delivering on the promise of appraisal
theory. In: Appraisal processes in emotion: Theory, methods, research, ed. 
K. R. Scherer, A. Schorr & T. Johnstone, pp. 187–201. Oxford University
Press. [aMDL]

Smith, C. A. & Lazarus, R. S. (1993) Appraisal components, core relational themes,
and the emotions. Cognition and Emotion 7:233–69. [aMDL]

Solms, M. & Turnbull, O. (2002) The brain and the inner world: An introduction to
the neuroscience of subjective experience. Other Press. [RMG-L]

Spitzer, M. (1999) The mind within the net: Models of learning, thinking, and
acting. MIT Press. [RMG-L]

Spruiell, V. (1993) Deterministic chaos and the sciences of complexity. Journal of
the American Psychoanalytic Association 41:3–44. [RMG-L]

Stapel, D. A. & Koomen, W. (2000) How far do we go beyond the information
given? The impact of knowledge activation on interpretation and inference.
Journal of Personality and Social Psychology 78:19–37. [NHF]

Stemmler, G., Heldmann, M., Pauls, C. & Scherer, T. (2001) Constraints for

emotion specificity in fear and anger: The context counts. Psychophysiology
38:275–91. [MP]

Stenberg, C. R. & Campos, J. L. (1990) The development of anger expressions in
infancy. In: Psychological and biological approaches to emotion, ed. 
N. L. Stein, B. Leventhal & T. Trabasso, pp. 247–82. Erlbaum. [MP]

Stenberg, C. R., Campos, J. L. & Emde, R. N. (1983) The facial expression of
anger in seven-month-old infants. Child Development 54:178–84. [MP]

Stern, D. (1985) The interpersonal world of the infant. Basic Books. [ASW-A]
Strasberg, L. (1988) A dream of passion: The development of the method. Dutton.

[GA]
Strumwasser, F. (2003) The human mind: Building bridges between neuroscience

and psychiatry. Psychiatry 66:22–31. [HF]
Sullivan, R. M. & Gratton, A. (2002) Prefrontal cortical regulation of hypothalamic-

pituitary-adrenal function in the rat and implications for psychopathology:
Side matters. Psychoneuroendocrinology 27:99–114. [ANS]

Szentagothai, J. (1993) Self organization: The basic principle of neural functions.
Theoretical Medicine 14:101–16. [arMDL]

Teasdale, J. D. (1983) Negative thinking in depression: Cause, effect or reciprocal
relationship? Advances in Behavior Research and Therapy 5:3–25. [aMDL]

Teasdale, J. D. & Barnard, P. J. (1993) Affect, cognition, and change: Remodelling
depressive thought. Erlbaum. [PB, aMDL]

Thagard, P. & Verbeurgt, K. (1998) Coherence as constraint satisfaction. Cognitive
Science 22:1–24. [aMDL]

Thatcher, R. W. (1998) A predator–prey model of human cerebral development.
In: Applications of nonlinear dynamics to developmental process modeling, ed.
K. M. Newell & P. C. M. Molenaar, pp. 87–128. Erlbaum. [aMDL]

Thayer, J. F. & Friedman, B. H. (1997) The heart of anxiety: A dynamical systems
approach. In: The (non) expression of emotions in health and disease, ed.
A. Vingerhoets, F. van Bussel & J. Boelhouwer, pp. 39–49. Tilburg University
Press. [aMDL]

(2002) Stop that! Inhibition, sensitization, and their neurovisceral concomitants.
Scandinavian Journal of Psychology 43:123–30. [JFT]

Thayer, J. F., Friedman, B. H., Borkovec, T. D., Johnsen, B. H. & Molina, S. (2000)
Phasic heart period to cued threat and non-threat stimuli in generalized
anxiety disorder. Psychophysiology 37:361–68. [JFT]

Thayer, J. F. & Lane, R. D. (2000) A model of neurovisceral integration in emotion
regulation and dysregulation. Journal of Affective Disorders 61:201–16.
[aMDL, JFT]

(2002) Perseverative thinking and health: Neurovisceral concomitants.
Psychology and Health 17:685–95. [JFT]

Thelen, E. (1995) Motor development: A new synthesis. American Psychologist
50:79–95. [GD]

Thelen, E., Schöner, G., Scheier, C. & Smith, L. B. (2001) The dynamics of
embodiment: A field theory of infant perseverative reaching. Behavioral and
Brain Sciences 24:1–86. [aMDL]

Thelen, E. & Smith, L. B. (1994) A dynamic systems approach to the development
of cognition and action. MIT Press/Bradford. [aMDL, ASW-A]

Thinschmidt, J. S., Kinney, G. G. & Kocsis, B. (1995) The supramammillary
nucleus: Is it necessary for the mediation of hippocampal theta rhythm?
Neuroscience 67:301–12. [BK]

Thompson, E. (forthcoming) Radical embodiment: The lived body in biology,
human experience, and the sciences of mind. Harvard University Press. [GC]

Thompson, E., Lutz, A. & Cosmelli, D. (in press) Neurophenomenology: An
introduction for neurophilosophers. In: Cognition and the brain: The
philosophy and neuroscience movement, ed. A. Brook & K. Akins. Cambridge
University Press. [GC]

Thompson, E. & Varela, F. J. (2001) Radical embodiment: Neural dynamics and
consciousness. Trends in Cognitive Sciences 5:418–25. [arMDL]

Titchener, E. B. (1910) A textbook of psychology. Macmillan. [PW]
Tomkins, S. S. (1982) Affect theory. In: Approaches to emotion, ed. K. R. Scherer

& P. Ekman, pp. 163–96. Erlbaum. [PB]
Tononi, G. & Edelman, G. M. (1998) Consciousness and complexity. Science

282(4):1846–51. [HF, aMDL]
Tooby, J. & Cosmides, L. (1992) The psychological foundations of culture. In: The

adapted mind: Evolutionary psychology and the generation of culture, ed. 
J. H. Barkow, L. Cosmides & J. Tooby, pp. 19–136. Oxford University Press.
[HF]

Touzani, I. & Velley, L. (1998) Electrical self-stimulation in the central amygdaloid
nucleus after ibotenic acid lesion of the lateral hypothalamus. Behavioral and
Brain Research 90:115–24. [GA]

Tsuda, I. (2001) Toward an interpretation of dynamics of neural activity in terms of
chaotic dynamical systems. Behavioral and Brain Sciences 24:793–847.
[WJF]

Tucker, D. M. (2001) Motivated anatomy: A core-and-shell model of corticolimbic
architecture. In: Handbook of neuropsychology: Vol. 5. Emotional behavior
and its disorders, 2nd edition, ed. G. Gainotti, pp. 125–60. Elsevier.
[aMDL]

Tucker, D. M., Derryberry, D. & Luu, P. (2000) Anatomy and physiology of human

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2 243
https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


emotion: Vertical integration of brainstem, limbic, and cortical systems. In:
The neuropsychology of emotion, ed. J. C. Borod. Oxford University Press.
[aMDL]

Tucker, D. M., Hartry-Speiser, A., McDougal, L., Luu, P. & deGrandpre, D. (1999)
Mood and spatial memory: Emotion and the right hemisphere contribution to
spatial cognition. Biological Psychology 50:103–25. [aMDL]

Tucker, D. M., Luu, P., Desmond, R. E., Hartry-Speiser, A. L., Davey, C. &
Flaisch, T. (2003) Corticolimbic mechanisms in emotional decisions. Emotion
3:127–49. [aMDL]

Tucker, D. M. & Williamson, P. A. (1984) Asymmetric neural control systems in
human self-regulation. Psychological Review 91:185–215. [aMDL]

Vallacher, R. R. & Nowak, A. (1997) The emergence of dynamical social
psychology. Psychological Inquiry 8:73–99. [aMDL]

(1999) The dynamics of self-regulation. In: Advances in social cognition, vol. 12,
ed. R. S. Wyer, Jr., pp. 241–59. Erlbaum. [PW]

van Geert, P. & van Dijk, M. (2002) Focus on variability: New tools to study intra-
individual variability in developmental data. Infant Behavior and Development
25:340–74. [rMDL]

Van Gelder, T. (1995) What might cognition be, if not computation? Journal of
Philosophy 92(7):345–81. [CD]

(1998) The dynamical hypothesis in cognitive science. Behavioral and Brain
Sciences 21:615–65. [aMDL]

Van Gelder, T. & Port, R. F. (1995) It’s about time: An overview of the dynamical
approach to cognition. In: Mind as motion: Explorations in the dynamics
of cognition, ed. R. F. Port & T. Van Gelder, pp. 1–43. MIT Press.
[aMDL]

Van Honk, J. & Schutter, D. J. L. G. (in press) Unmasking feigned sanity: A
neurobiological model of emotion processing in primary psychopathy.
Cognitive Neuropsychiatry. [ JvH]

Van Honk, J., Schutter, D. J. L. G., Hermans, E. J. & Putman, P. (2003) Low
cortisol levels and the balance between punishment sensitivity and reward
dependency. NeuroReport 14:1993–96. [JvH]

Van Honk, J., Schutter, D. J. L. G., Hermans, E. J., Putman, P., Tuiten, A. &
Koppeschaar, H. P. F. (2004) Testosterone shifts the balance between
sensitivity for punishment and reward in healthy young women.
Psychoneuroendocrinology 29:937–43. [JvH]

Van Honk, J., Tuiten, A., Van den Hout, M., Koppeschaar, H., Thijssen, J.,
De Haan, E. & Verbaten, R. (1998) Baseline salivary cortisol levels and
preconscious selective attention for threat: A pilot study.
Psychoneuroendocrinology, 23:741–47. [JvH]

(1999) Correlations among salivary testosterone, mood, and selective attentions
to threat in humans. Hormones and Behavior 36:17–24. [JvH]

van Reekum, C. M. & Scherer, K. R. (1997) Levels of processing in emotion-
antecedent appraisal. In: Cognitive science perspectives on personality and
emotion, ed. G. Matthews, pp. 259–300. Elsevier. [aMDL]

van Rullen, R. & Koch, C. (2003) Is perception discrete or continuous? Trends in
Cognitive Sciences 7:207–13. [aMDL]

van Veen, V. & Carter, C. S. (2002) The timing of action-monitoring processes in
the anterior cingulate cortex. Journal of Cognitive Neuroscience 14:593–602.
[aMDL]

van Veen, V., Cohen, J. D., Botvinick, M. M., Stenger, V. A. & Carter, C. S. (2001)
Anterior cingulate cortex, conflict monitoring, and levels of processing.
Neuroimage 14:1302–08. [aMDL]

Vanderwolf, C. H. (1988) Cerebral activity and behavior: Control by central
cholinergic and serotonergic systems. International Review of Neurobiology
30:225–340. [aMDL]

Varela, F. J. (1996) Neurophenomenology: A methodological remedy for the hard
problem. Journal of Consciousness Studies 3:330–50. [GC]

Varela, F. J. & Depraz, N. (2000) At the source of time: Valence and the
constitutional dynamics of affect. Arob@se. Journal de Lettre et de Sciences
Humain 4(1–2). Available at: http://www.arobase.to. [Also appearing in:
Ipseity and alterity: Interdisciplinary approaches to intersubjectivity, ed.
S. Gallagher & S. Watson. Presses Universitaires de Rouen. (in press).] [GC]

Varela, F. J., Lachaux, J.-P., Rodriguez, E. & Martinerie, J. (2001) The brainweb:
Phase synchronization and large-scale integration. Nature Reviews
Neuroscience 2:229–39. [GC, aMDL]

Varela, F. J., Thompson, E. & Rosch, E. (1991) The embodied mind: Cognitive
science and human experience. MIT Press. [GC, aMDL]

Vertes, R. P., Albo, Z. & Viana Di Prisco, G. (2001) Theta-rhythmically firing
neurons in the anterior thalamus: Implications for mnemonic functions of
Papez’s circuit. Neuroscience 104:619–25. [aMDL]

Vertes, R. P. & Kocsis, B. (1997) Brainstem-diencephalo-septohippocampal
systems controlling the theta rhythm of the hippocampus. Neuroscience
81:893–926. [aMDL, JP]

Viau, V. (2002) Functional cross-talk between the hypothalamic-pituitary-gonadal
and -adrenal axes. Journal of Neuroendocrinology 14:506–13. [JvH]

Vinogradova, O. S. (1995) Expression, control, and probable functional significance
of the neuronal theta-rhythm. Progress in Neurobiology 45:523–83. [DAP]

von Bertalanffy, L. (1933/1962) Modern theories of development: An introduction
to theoretical biology. Harper. [RDE]

von Neumann, J. (1958) The computer and the brain. Yale University Press.
[aMDL]

von Stein, A. & Sarnthein, J. (2000) Different frequencies for different scales of
cortical integration: From local gamma to long range alpha/theta
synchronization. International Journal of Psychophysiology 38:301–13.
[aMDL]

Waddington, C. H. (1962) New patterns in genetics and development. Columbia
University Press. [rMDL]

Waldvogel, D., van Gelderen, P., Muellbacher, W., Ziemann, U., Immisch, I. &
Hallett, M. (2000) The relative metabolic demand of inhibition and excitation.
Nature 406:995–98. [JFT]

Walker-Andrews, A. S. & Lennon, E. (1991) Infants’ discrimination of vocal
expressions: Contributions of auditory and visual information. Infant Behavior
and Development 14:131–42. [ASW-A]

Wallace, D. M., Magnusson, D. J. & Gray, T. S. (1992) Organization of amygdaloid
projections to brainstem dopaminergic, norandrenergic and andrenergic cell
groups in the rat. Brain Research Bulletin 28:447–54. [aMDL]

Wang, X. F. & Chen, G. R. (2003) Complex networks: Small-world, scale-free and
beyond. IEEE Transactions on Circuits and Systems 31:6–20. [WJF]

Ward, L. M. (2002) Dynamical cognitive science. MIT Press. [aMDL]
Watson, D. & Clark, L. A. (1992) Affects separable and inseparable: On the

arrangement of the negative affects. Journal of Personality and Social
Psychology 62:489–505. [CEI]

Watt, D. F. (1998) Emotion and consciousness: Implications of affective
neuroscience for extended reticular thalamic activating system theories of
consciousness. Electronic publication of the Association for the Scientific
Study of Consciousness. Available at: http://server.philvt.edu/assc/watt/
default.htm. [GC]

Weissenberger, A. A., Dell, M. L., Liow, K., Theodore, W., Frattali, C. M.,
Hernandez, D. & Zametkin, A. J. (2001) Aggression and psychiatric
comorbidity in children with hypothalamic hamartomas and their unaffected
siblings. Journal of the American Academy of Child and Adolescent Psychiatry
40:696–703. [MP]

Wells, A. & Matthews, G. (1994) Attention and emotion: A clinical perspective.
Erlbaum. [aMDL]

Wenzlaff, R. M., Rude, S. S., Taylor, C. J., Stultz, C. H. & Sweatt, R. A. (2001)
Beneath the veil of thought suppression: Attentional bias and depression risk.
Cognition and Emotion 15:435–52. [aMDL]

Whalen, P. J., Shin, L. M., McInerney, S. C., Fischer, H., Wright, C. I. &
Rauch, S. L. (2001) A functional MRI study of human amygdala responses to
facial expressions of fear versus anger. Emotion 1:70–83. [DS]

Wiener, N. (1948) Cybernetics; or, control and communication in the animal and
the machine. Wiley. [RMG-L]

(1950) The human use of human beings cybernetics and society. Houghton
Mifflin. [RMG-L]

Wiener, N. & Schadé, J. P. (1965) Cybernetics of the nervous system. Elsevier.
[RMG-L]

Wierzbicka, A. (1999) Emotions across languages and cultures: Diversity and
universals. Cambridge University Press. [HF]

(2003) Emotion and culture: Arguing with Martha Nussbaum. Ethos 31(4):577–
600. [GD]

Wikan, U. (1990) Managing turbulent hearts: A Balinese formula for living.
University of Chicago Press. [GD]

Williams, B. (1972) Descartes, René. In: The encyclopedia of philosophy, ed.
P. Edward, pp. 344–54. MacMillan. [JP]

Williams, G. V. & Goldman-Rakic, P. S. (1995) Modulation of memory fields by
dopamine D1 receptors in prefrontal cortex. Nature 376:572–75. [aMDL]

Williams, J. M. G., Watts, F. N., MacLeod, C. & Mathews, A. (1997) Cognitive
psychology and emotional disorders, 2nd edition. Wiley. [aMDL]

Winkielman, P. & Cacioppo, J. T. (2001) Mind at ease puts a smile on the face:
Psychophysiological evidence that processing facilitation increases positive
affect. Journal of Personality and Social Psychology 81:989–1000. [PW]

Winkielman, P., Schwarz, N. & Nowak, A. (2002) Affect and processing dynamics:
Perceptual fluency enhances evaluations. In: Emotional cognition: From brain
to behaviour, ed. S. Moore & M. Oaksford, pp. 111–36. John Benjamins.
[PW]

Witherington, D. C., Campos, J. J. & Hertenstein, M. J. (2001) Principles of
emotion and its development in infancy. In: Blackwell handbook of infant
development, ed. G. Bremner & A. Fogel, pp. 427–64. Blackwell. [ASW-A]

Wood, J., Mathews, A. & Dalgleish, T. (2001) Anxiety and cognitive inhibition.
Emotion 1:166–81. [aMDL]

Wood, R. I. (1996) Functions of the steroid-responsive neural network in the
control of male hamster sexual behavior. Trends in Endocrinology and
Metabolism 7:338–44. [JvH]

Yaniv, D., Vouimba, R. M., Diamond, D. M. & Richter-Levin, G. (2003)
Simultaneous induction of long-term potentiation in the hippocampus and the

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

244 BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2

https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041


amygdala by entorhinal cortex activation: mechanistic and temporal profiles.
Neuroscience 120:1125–35. [aMDL]

Zajonc, R. B. (1980) Feeling and thinking: Preferences need no inferences.
American Psychologist 35:151–75. [PW]

(1984) On the primacy of affect. American Psychologist 39:117–23. [aMDL]
Ziabreva, I., Poeggel, G., Schnabel, R. & Braun, K. (2003) Separation-induced

receptor changes in the hippocampus and amygdala of Octodon degus:
Influence of maternal vocalizations. Journal of Neuroscience 23:5329–36.
[ANS]

Zillmann, D. (1994) Cognition-excitation interdependencies in the escalation of
anger and angry aggression. In: The dynamics of aggression: Biological and
social processes in dyads and groups, ed. M. Potegal & J. Knutson, pp. 45–72.
Erlbaum. [MP]

Zochowski, M., Lewenstein, M. & Nowak, A. (1993) Memory that tentatively
forgets. Journal of Physics A 26:2453–60. [PW]

(1995) SMARTNET: A neural network with self-controlled learning. Network
6:93–101. [PW]

References/Lewis: Bridging emotion theory and neurobiology through dynamic systems modeling

BEHAVIORAL AND BRAIN SCIENCES (2005) 28:2 245
https://doi.org/10.1017/S0140525X05520041 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X05520041

