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A quantitative analysis of -t,-d deletion in contemporary British English reveals that
preceding and following phonological contexts are significant, indicating that there
is a universal constraint on -t,-d deletion consistent with universal phonetic and
phonological properties of segments. However, in contrast to previous research,
morphological class is not significant. Furthermore, our results do not support the
hypothesis that -t,-d deletion is a variable rule that applies both lexically and post-
lexically. In sum, -t,-d deletion is a robust phenomenon in contemporary British
English, but there are striking differences between British and North American
varieties. Such differences suggest that -t,-d deletion is an ideal case study for fur-
ther investigation of the phonology-phonetics interface, and adds to the available
evidence from which an explanatory account of -t,-d deletion can be constructed.

The linguistic variable referred to as “-t,-d deletion” or “coronal stop deletion” in
word-final consonant clusters, as shown in (1), has been one of the most fre-
quently studied variables in variationist sociolinguistics (e.g., Guy, forthcoming).

(1) a. We was walking down Micklegate and we grabbed him and grabØ this lad as
well. (TM028.1)1

b. When I changed it, I dropØ the other. (R07.8)
c. During the weekenØ we’ll usually go into town. During the week, we’ll stay

around here. (V05.1)
d. It’s a good job I hung arounØ ’cos I was destined to take him. He was destined

for me to take him around. (A011.9)
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e. I did a college course when I lefØ school actually, but I left it because it was
business studies. (h02.3)

f. I was told afterwards. No, I was just tolØ. (%04.3)
g. That hasn’t changed an awful lot. Well shops have definitely changeØ. (5.7)

The earliest examinations of the phenomenon date back to the well-known stud-
ies of African American Vernacular English in the 1960s (e.g., Fasold, 1972;
Labov et al., 1968; Wolfram, 1969), but it is not restricted to these varieties.
Indeed, as Guy has stated “every speaker [of English] ever studied does it at least
occasionally, but no one does it categorically” (Guy, forthcoming). The reason
for the recurrent interest in -t,-d deletion is that, although it is variable across
varieties of English, the variability is apparently not solely attributable to uni-
versal phonetic continuous speech processes but has consistently been shown to
be a function of higher levels of linguistic organization, specifically the morpho-
phonology. This makes it an ideal testing ground for exploring the relationship of
the variationist paradigm with phonological and morphological theory,2 for exam-
ple, Guy’s (1991) analysis in terms of Lexical Phonology or Santa Ana’s (1996)
examination of Clements’ (1990) model of syllabification.

As Guy has pointed out, studies hitherto have found that “there is striking
language-wide uniformity to certain conditions on the rule” (Guy, forthcoming),
and indeed if his Lexical Phonology-based explanation is correct, the expectation
would be that all varieties of English would behave the same, at least with respect
to morphologically conditioned variability. However, it transpires that the “broad
range of English varieties” studied (ibid.) is almost exclusively restricted to North
American English,3 with one study of Sydney Australian English (Nesbitt, 1984).
It is also noteworthy that many of these studies have subjects who are speakers of
varieties associated with particular ethnic groups, some of them second-language
or first-generation L1 speakers of English (e.g., Bayley, 1994; Fasold, 1972; Santa
Ana, 1992, 1996). Our aim in embarking on the present study was to redress this
imbalance by replicating previous work on the behavior of word-final consonant
clusters with a corpus of British English. However, as we shall demonstrate, our
findings call into question the universality of the morphophonological effect and
have led us to reconsider the possibility that the conditioning of the rule is pri-
marily phonetic0phonological.

L I N G U I S T I C C O N S T R A I N T S

The three linguistic factors most commonly found in the literature to condition
the variable pronunciation of word-final coronal stops are the preceding and fol-
lowing phonological contexts and the morphological structure of the word.

The preceding phonological context is commonly held to be a relatively weak
linguistic constraint (cf. Labov, 1989:90), although Santa Ana reported factor
weightings with a range as great as that of morphological class and greater than
following segment (1996:68) for Chicano English, and it is by far the strongest
effect in Bayley’s 26 to 44-year-old Tejano speakers (1994:314). Whatever the
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strength of the effect, the most common finding is that -t,-d deletion varies roughly
in proportion to the sonority of the preceding segment: less sonorous segments
(stops and fricatives) tend to favor deletion, whereas more sonorous segments
disfavor it, which means that there will be more deletion in contexts such as those
shown in (2) than those in (3). However, there are usually found to be exceptions
to the hierarchy, for example the consistent finding that 0s0 and other fricatives
behave differently, yielding the following pan-dialectal generalization by Labov
(1989): 0s0 . stops . nasals . other fricatives . liquids.

(2) a. We got involveØ with a big exhibition. (#024.8)
b. They stopØ making bricks. (#07.9)
c. I surpriseØ myself really. (108.6)

(3) a. I went to a school callØ Park Grove. (a06.1)
b. It just happenØ one night. (#015.9)
c. You could have claimØ six months. (Þ05.5)

Guy and Boberg (1997) proposed an alternative generalization in terms of a vari-
able application of the Obligatory Contour Principle (OCP, e.g., McCarthy, 1986;
Yip, 1988), which in autosegmental phonology prohibits adjacent identical seg-
ments and features. The crucial features in the case of -t,-d deletion are those that
define 0t0 and 0d0, namely, [-cont(inuous)], [�cor(onal)] and [-son(orant)]. Seg-
ments sharing two of these three features (i.e., sibilants ([�cont, �cor, -son]),
stops ([-cont, -cor, -son]) and 0n0 ([-cont, �cor, �son]) are predicted to trigger
-t,-d deletion more frequently than those sharing only one (i.e., laterals ([�cont,
�cor, �son]), nonsibilant fricatives ([�cont, -cor, -son]) and 0m,Î0 ([-cont, -cor,
�son]). These predictions are consistent with Labov’s generalization, except for
the grouping of sibilant and nonsibilant fricatives. However, the OCP offers no
predictions about ordering within these sets of segments (e.g., in the set of seg-
ments sharing two features with 0t, d0, stops . 0n0 . sibilants versus 0n0 .
sibilants. stops), and thus it does not account for the differences found between
studies in the detail of preceding segment hierarchies.

The nature of the phonological segment that follows the final 0t,d0 has con-
sistently proven to be the strongest linguistic constraint. Obstruents (and nasals)
trigger the most deletion, followed by liquids, then glides and finally, following
vowel or pause, the latter two contexts varying in order between dialects. Thus,
there will be more deletion in contexts such as those shown in (4), than those
shown in (5).

(4) a. I was so shockØ by it. (W05.6)
b. We handcuffØ somebody to somebody in a pub in York once and dropØ t’ key

down t’ drain. (TM010.1)
c. How my husbanØ came to drive the cattle lorry. (b09.5)

(5) a. I’ve been bombed, I’ve been shelled, I’ve been torpedoed. (.019.9)
b. We lost all our youth to the war. (a022.6)
c. He laughed. (.06.9)
d. Because two wheels had popped. ~=011.8)
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Guy (1991) found a similar order, but with 0 l0 and 0r0 behaving differently,
0l0patterning with the obstruents in triggering high rates of deletion. This prompted
him to suggest that the effect of the constraint is largely a result of whether or not
the consonant in question can resyllabify onto the following syllable: 0tr-0 and 0dr-0
are acceptable syllable onsets in English, which means, for example, that the final
0t0 of went can resyllabify onto the onset of the first syllable of round, and is there-
fore less likely to delete than when followed by lame, where resyllabification is
blocked by the nonacceptability of *0tl-0 onset clusters. However, Labov (1997)
demonstrated that a resyllabification analysis is not consistent with either the con-
straint ranking within the following context or the phonetic quality of the output.
For example, in his data, nondeleted tokens of prevocalic 0d0 were not produced
with the same release as word-initial prevocalic 0d0, and nondeleted tokens of 0t0
followed by 0r0 were never produced in the same way as the [tò] clusters, which
occur in words like train (i.e., with devoiced, “aspirated” 0r0). Moreover, as he
pointed out, glottal reflexes of 0t, d0 never occur word-initially in English, but they
frequently occur in word-final position, including in possible clusters. We see no
reason to expect our data to show divergence from the overall stop0nasal. glide.
vowel0pause hierarchy found by previous studies for this constraint. The relative
positions of 0r0 and 0l0 will provide empirical support to either Guy’s resyllab-
ification account or Labov’s refutation of it.

An aspect of this variable process that has been considered particularly impor-
tant is that, in addition to these phonological factors, previous studies have found
systematic variability according to the morphological identity of the word.
Uninflected or monomorphemic words, such as in (6), undergo deletion at the
highest rate and regular weak past tense forms, as in (7), undergo deletion at
lesser rates. Irregular so-called “semi-weak” verbs, which have stem vowel alter-
nation in addition to a coronal stop past-tense suffix, as in (8), pattern in between,
with more deletion than weak past-tense forms but less deletion than monomor-
phemes. Past participles, as in (9), are a category that is treated separately in some
analyses; they tend to pattern with regular weak verbs.

(6) a. He came for a weekenØ ’cos he’d had a fall. (g07.7)
b. I was earning eight pound a week. (g013.7)

(7) a. They knocked it down. (g014.3)
b. If the door openØ she saw me. (R08.5)

(8) a. But we still kepØ corresponding all the time. (Þ02.6)
b. He left home early. (t019.2)

(9) a. I’ve workØ for Laing’s. (S04.0)
b. I’d only booked in for forty-eight hours. (J05.2)

The effect is as illustrated in Figure 1. For most speakers, the highest deletion rate
is found for monomorphemes, then an intermediate effect for semi-weak verbs
and the lowest rates of -t,-d deletion are found for regular weak verbs.

Guy (e.g., 1991, forthcoming) has elaborated a now well-known explanation
of this phenomenon within the framework of Lexical Phonology (e.g., Mohanan,
1986), which, as he has pointed out (Guy, forthcoming), provides an account that
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goes beyond the descriptive adequacy achieved by the standard Generative Pho-
nology account providing an explanatory rationale for the interaction of morpho-
logical and phonological structure. It is unnecessary to reproduce his argument in
detail here; in essence, it hinges on the different levels at which the different
morphological categories are first exposed to a variable cyclical deletion rule.
Monomorphemes enter the lexical phonological component with their final con-
sonant clusters already formed, whereas the clusters in semi-weak forms are
derived at level 1 and regular past-tense forms at level 2. The monomorphemes
are thus potentially exposed to the deletion rule three times, whereas the regular
past-tense forms can only be exposed to it once, which implies that there will be
an exponential relationship between deletion rates in the two categories, with
three times as much -t,-d deletion in monomorphemes as in the regular inflected
forms, and twice as much as in the irregular forms.4 The strong prediction of such
a model is that, if the morphological structure of the words in the different classes
is the same across varieties, exactly the same patterning should hold across vari-
eties, at least for native speakers. Indeed, the model was subsequently tested by
Santa Ana on Chicano English and received “solid, independent confirmation” in
his data (Santa Ana, 1992:275). Guy and Boyd (1990) found differences between
Philadelphia speakers of different ages in the patterning of -t,-d deletion in the
semi-weak class, which they took to indicate that their younger speakers were
analyzing them as monomorphemes, whereas the older speakers had a bimorphe-
mic analysis. It is not inconceivable that the morphology of the past-tense forms
in this limited, unproductive verb class should be treated differently in different
dialects as well as differing across age groups, but we know of no reason to
suppose that there are cross-dialectal differences in the regular past-tense forms.
Thus the prediction is that there will be a robust difference between rates of
deletion in regular past tense versus monomorphemic forms, with semi-weak
forms patterning either with the monomorphemes or intermediately between the
other two classes in all varieties of English. As we pointed out earlier, the gen-
eralizability of this effect has never been tested on British English. If these really
are “regular features” of English, we should expect to find the same effect in
British English, and it is to this that we now turn.

figure 1. Morphological Constraints on (t,d)
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M E T H O D

The data are taken from York English Corpus (Tagliamonte, 1998), which con-
sists of sociolinguistic interviews with native speakers of British English living in
or around the city of York in northeastern England. Details of the nature and
character of this variety may be found in earlier publications (e.g., Tagliamonte,
1998, 2001; Tagliamonte & Lawrence, 2000). For our purposes, it suffices to say
that the variety spoken in the city represents a relatively standard (northern) vari-
ety of British English.5 In order to provide a sample of the community compara-
ble with other studies, we include in this analysis 38 speakers, 19 males and 19
females, aged 16 to 91.

We included in the analysis all word-final consonant clusters ending in under-
lying 0t0 or 0d0, excluding questions, negative and interrogative constructions
and the conjunction and.6 We also excluded tokens such as (1b) and (4b),
where the following phonological context was a dental stop or fricative or an
alveolar stop or nasal, because, as has been recognized by other studies,
these constitute neutralization contexts. The exclusion of tokens followed by
interdental fricatives (e.g., called them) is due to the fact that in British English
initial interdental fricatives are frequently pronounced as their corresponding
stops (see also Bayley, 1994:308). Because of the importance of adequate repre-
sentation of morphological classes in the statistical analysis, we followed a strict
protocol in which we included for each speaker in the analysis the first 20 tokens
in each class. In many cases this required searching through the entire interview
in order to provide adequate representation of the semi-weak verb category, a
much less frequently occurring type than monomorphemes or regular past-tense
forms. Past participles with underlying consonant clusters were also included and
initially coded as a separate category. Finally, because certain lexical items are
much more frequent than others, we followed the usual practice of type0token
sampling (Wolfram, 1969:58, 1993:214) to ensure an adequate distribution of
types. In this case, we included only three tokens of any one lexical item per
speaker.

The realization of the underlying 0t0 or 0d0 was initially coded impressionis-
tically by research assistants working on the original grant. A second, indepen-
dent analysis was carried out by Temple, combining auditory and acoustic
instrumental techniques, including detailed phonetic transcription of the stretch
of talk immediately surrounding the token. The realization of underlying 0t,d0
and the preceding and following context was then checked against the initial
analysis and adjustments were made as necessary.7 In coding the data, we clas-
sified the tokens as zero realization or as one of nine different phonetic types. For
the purpose of the analysis that follows (and consistent with previous studies), we
consider any phonetic reflex of underlying 0t,d0 to be a realization, and therefore
a nonapplication of the deletion rule. Preceding and following phonological con-
text were coded for both the underlying phonological and the surface phonetic
environment. The latter took into account the full range of phonetic detail avail-
able from the phonetic transcriptions, including voicing, degree of closure, whether
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or not preceding0following stops were released and so forth. Since we assume for
the present analysis that -t,-d deletion is a phonological rule operating on under-
lying forms, we assume that the conditioning environments are the underlying
segments preceding and following the target 0t,d0, whatever their surface real-
ization.8 In coding morphological category, we differentiated between true mono-
morphemes (e.g., mist), past-tense forms of semi-weak verbs (e.g., kept, left) and
past-tense forms of regular verbs (e.g., missed ). We coded separately, suppletive
forms such as found, replacive forms such as sent and preterite went. Past parti-
ciples were also coded separately, according to morphological class. We analyzed
the data both excluding and including participles, since they are excluded in some
analyses, and found the same results in each case. Therefore, the results presented
here include participles in the appropriate formal morphological class. In addi-
tion, we coded into the data a number of possible additional independent vari-
ables, including lexical verb, discourse context, narrative environment, verbal
aspect and prosodic context. These variables are not considered in detail in the
present analysis.

R E S U L T S

The data set amounted to over 1200 tokens, which we analyzed using goldvarb
2.0 (Rand & Sankoff, 1990). Table 1 shows the overall distribution of the data
grouped according to whether there was an alveolar tongue gesture, a glottal stop
(or glottalization), or zero realization.

Although it is well known that glottalization is more frequent in British English
than in many other varieties, only 10% of word-final consonants in these clusters
are realized with glottals in these data, making word-final clusters a highly con-
servative locale for glottalization in British English. Given the low frequency, as
well as the fact that the glottal realizations are restricted to specific phonological
contexts (e.g., they do not occur with preceding fricatives), we henceforth treat
any reflex of underlying 0t0 or 0d0 as a realization. Entirely unrealized final
consonants make up 24% of the data. It is not always possible to calculate overall
frequency rates from the data provided in studies of North American English, but

TABLE 1. Overall distribution of the realization
of tokens of final 0t,d0

Apical stop0
Affricate

Glottal stop0
Glottalization

Zero
Realization

% N % N % N

66 816 10 125 24 291

Total N 1232
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this overall frequency is slightly lower than that found in Guy (1991) (c. 33%),
though positioned within the range of African American varieties (c. 13– 44.2%
reported in Poplack & Tagliamonte, 2001: Table 6.1). It is considerably lower
than rates in the Hispanic ethnic varieties (c. 50% in both Bayley (1994) and
Santa Ana (1996)) and Caribbean varieties (c. 50–97% reported in Poplack &
Tagliamonte, 2001: Table 6.1). However, the difference in overall rate is not in
itself indicative of a difference in the grammar of -t,-d deletion. As is well known,
the input rate to the rule varies across dialects and even across individuals (e.g.,
Guy, 1980). The crucial question is whether the variability is conditioned in the
same ways as it is in North American English, and it is to this question that we
now turn.

Linguistic constraints

Table 2 replicates, as far as we can tell, the analysis presented in Guy (1991).
Following context separates obstruents (including nasals) from glides and vowels

TABLE 2. Variable rule analyses of the contribution of factors
selected as significant to the probability of t0d deletion

Contemporary British English

Corrected mean .17
Total N 1232

Factor
Weight Percent N

Following phonological segment
Obstruent .83 52 357
Glide .70 37 111
0r0 .60 25 32
0l0 .50 23 26
Vowel .30 8 570
Pause .20 5 136

Range 63
Preceding phonological segment

Sibilant .69 40 367
Nasal .45 17 439
Liquid .43 21 130
Stop .43 16 169
Nonsibilant fricative .29 12 127

Range 40
Morphological class

Monomorpheme, e.g., mist [.53] 26 716
Irregular past, e.g., kept [.50] 21 128
Regular past, e.g., missed [.45] 19 388

Range

Note: Factor groups not selected as significant appear in square brackets.

288 S A L I TA G L I A M O N T E A N D R O S A L I N D T E M P L E

https://doi.org/10.1017/S0954394505050118 Published online by Cambridge University Press

https://doi.org/10.1017/S0954394505050118


and distinguishes laterals from 0r0, with pause treated separately. Preceding con-
text distinguishes segments on the basis of manner of articulation. Morphological
class groups with monomorphemes the forms that Guy (1991:4) treated as
uninflected, including strong preterites (went, found ) and replacives (bent, sent),
“under the assumption that such verbs fulfil the structural description of -t,-d
deletion from the earliest lexical insertion” (Guy, 1991:note 5). In addition, we
have included in this analysis, all past participles, grouping each type within the
appropriate category (i.e., have lived included with regular past-tense forms, have
kept with semi-weak forms, etc.).9

Table 2 shows that preceding and following phonological context contribute
statistically significant effects to -t,-d deletion in contemporary British English.
Moreover, the constraint hierarchy in each factor group is consistent with the
findings of previous studies.

First, the greatest effect is contributed by the following phonological environ-
ment, in directions that are familiar from previous studies: all consonantal seg-
ments (apart from 0l0 at .50) favor deletion, whereas vowels disfavor it (.30). Not
only is this factor selected as statistically significant, but the relative magnitude
of its effect, with a range of 63, far exceeds that of the other factors. In some
dialects (e.g., New York), following pause patterns like following consonants in
promoting deletion. In others, for example, Philadelphia (Guy, 1980), and the
southern and southwestern United States (Santa Ana, 1996), a following pause is
like a vowel in promoting retention. Here it patterns with vowels, strongly dis-
favoring deletion (.20).

Figure 2 compares the following phonological context results with Guy’s
(1991) findings.10 With the exception of 0l0, there is a near identical pattern
between British and American English.11 The position of 0l0 at a lower point in
the hierarchy, however, requires some comment. Guy (1991) found that the
effect of 0l0 differed from that of 0r0 and suggested that previous analyses that
grouped these two factors together may have obscured this difference. Our data,
however, show that 0l0 and 0r0 are not separated by other categories in the
hierarchy, a finding that is not consistent with the resyllabification explanation
of the effect of following context advanced by Guy. In all other respects, as
expected, our data confirm that following phonological context has a robust
effect on -t,-d deletion cross-dialectally.

As in other studies, preceding phonological environment does not exert nearly
the effect that the following context does. Here the range (40) indicates that it is
about two-thirds the strength. Consistent with previous research, sibilants favor
deletion the most (at .69), but the other obstruents, and in particular the nonsib-
ilant fricatives, do not favor deletion any more than the sonorants. Moreover, the
difference in probabilities between the nasals, liquids, and stops is negligible,
which suggests that the differences between these factors are not significant (see
Guy, 1988:132–133).Afurther run (not shown) collapsing these categories yielded
exactly the same range and the same probabilities for the sibilant and nonsibilant
fricatives, with the combined category producing a probability of .44. The results
for the other two factor groups remained unchanged. This finding is inconsistent
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with Guy and Boberg’s (1997) analysis in terms of the OCP, which predicts that
preceding laterals should behave differently from preceding stops and 0n0 (see
previous discussion). However, preceding phonological conditioning is known
not to be consistent across studies, as pointed out by Guy (forthcoming): “the
order of individual categories can vary a fair amount from sample to sample.”

Morphological class presents a different and altogether more perplexing pic-
ture. As in previous studies, monomorphemes are the most favorable context
for deletion, with semi-weak verbs intermediate, and regular past-tense forms
exhibiting the lowest probability. However, here the effect is not selected as sig-
nificant. This is surprising because in previous research this factor group has
consistently been found to be significant. Figure 3 compares the morphological
type results with Guy’s (1991) findings. Here, we plot the percentage data for
comparative purposes.

The figure illustrates clearly the fact that although the ranking of categories
follows the direction found by Guy (1991, forthcoming) and in other studies, the
British data barely differentiate morphological types.

In sum, as far as the phonological constraints are concerned, our data are
generally consistent with other studies. However, whereas preceding phonolog-
ical context tends to be one of the weaker effects in the literature, here it has a

figure 2. Probability of deletion according to following phonological context in British
versus North American White English.
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significant effect, far stronger than morphological type. Secondly, whereas mor-
phological class is a robust and consistent effect across studies, here it is not
selected as significant. Thus, we have an interesting dilemma. Although the pho-
nological effects are clearly replicated in the sense that they pattern the same way
across North American and British English, the morphological constraint appar-
ently does not obtain. The question is: why?

The obvious place to begin further investigation is within the morphological
type factor group itself. Recall that Guy’s (1991) analysis attempted to explain
the morphological effects of -t,-d deletion from the standpoint of Lexical Pho-
nology. This required that the morphological types be coded according to where
they enter the morphophonological component of the grammar. Thus, suppletive
and strong verbs, which have their final consonant clusters fully formed at the
lowest tier, must be classified with monomorphemes. In support of this, Guy
(1991:note 4) reported that rates of deletion in strong verbs and monomorphemes
are not significantly different.

Table 3 shows the distribution of -t,-d deletion across the different types included
within the monomorpheme category in British English. None of the verbal cat-
egories pattern with “true” monomorphemes in these data. The frequency of -t,-d
deletion with strong verbs is high (40%). For went and the few replacive verbs,
retention of 0t,d0 is for all intents and purposes categorical.12 It is therefore
excluded, on the same grounds as and, whose idiosyncratic behavior has been
noted in previous studies (e.g., Neu, 1980).13 Given the large number of mono-
morphemes overall and the relatively small numbers of verbal forms included

figure 3. Rates of deletion according to morphological class in British versus North
American White English.
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within this class, it is unlikely that their classification would account for the lack
of statistical significance for morphological class. However, the very different
behavior of forms which a Lexical Phonology model would treat in the same way
as monomorphemes poses a problem for the proposed Lexical Phonology-based
account of this particular variable rule.

Table 4 reanalyzes the data set again, but in this and all subsequent analyses,
we exclude went and other strong and suppletive forms.14 We also follow the
more common practice of separating 0s0 from other fricatives in the preceding
phonological context factor group (e.g., Labov, 1989:90); as the results in Table 4
indicate, it was not justifiable to collapse the other sibilant fricatives with the
nonsibilants, because they behave very differently.15 For following phonological
segment we continue to follow Guy (1991) in treating 0l0 and 0r0 separately
because although the hierarchy is different from that found by Guy (see Figure 2),
the factor weights for the two categories are no closer than, for example, for
0r0versus glides.

Perhaps not surprisingly, removal of strong past-tense forms, went and repla-
cives did not change the most unusual result: morphological type is still not selected
as significant and the factor weights generated remain unchanged. The ranges for
preceding and following phonological context are marginally improved, but the
hierarchy is again unchanged. Thus, although the behavior of went and the strong0
replacive verbs raises questions about their classification in a Lexical Phonology-
based model, their exclusion brings us no closer to an explanation of why
morphological class is not selected as significant for our data.

We also investigated indirectly the possibility that the nonsignificant result for
morphological class could be due to York speakers analyzing the semi-weak class
differently from North Americans. If the Lexical Phonology-based explanation
of -t,-d deletion is correct, the exponential relationship between deletion rates in
monomorphemes and regular past-tense forms should hold, and a significant result
should be yielded if the semi-weak forms are excluded from the analysis, so just
such an analysis was carried out. The results (not shown) still failed to select
morphological class as a significant factor group.

We further tested for interactions between morphological and phonological
categories by reanalyzing the phonological effects for each morphological cat-
egory separately. The results of these analyses are shown in Table 5a.

TABLE 3. Distribution of t0d deletion within the
“monomorpheme” category

% N

Strong past, e.g., found 40 20
Monomorpheme, e.g., mist 30 602
went 1 89
Replacive past, e.g., sent 0 8
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Following phonological segment operates in a similar way for each morpho-
logical class. Moreover, this factor is stronger than preceding phonological seg-
ment for each class. Indeed, for preceding phonological segment, the factor group
is not selected as significant for semi-weak verbs, no doubt because of the rela-
tively small number of tokens in that class. Preceding 0s0 is consistently high
across the morphological classes (although preceding stops are higher for semi-
weak forms), but otherwise, there appears to be variability across the different
categories. As with the analyses described earlier (see Note 14), we proceeded in
this way for comparative purposes, but this observation is difficult to interpret
given the small Ns in some cells. We therefore re-ran the analysis, collapsing
factors together in each group; the results are shown in Table 5b.16

Following phonological segment is again reasonably consistent across classes,
although the range for monomorphemes is somewhat reduced. The hierarchy for
preceding phonological segment is consistent between monomorphemes and weak
regular verbs, but different for semi-weak verbs (where the factor group is again

TABLE 4. Variable rule analyses of the contribution of factors
selected as significant to the probability of t0d deletion

Contemporary British English

Corrected mean .18
Total N 1118

Factor
Weight Percent N

Following phonological segment
Obstruent .84 55 325
Glide .69 38 106
0r0 .60 28 29
0l0 .50 25 24
Vowel .29 8 507
Pause .20 6 127

Range 65
Preceding phonological segment
0s0 .68 42 303
Other sibilant .58 31 64
Nasal .50 21 329
0l0 .40 21 126
Stop .40 16 169
Other fricative .27 12 127

Range 41
Morphological class

Monomorpheme, e.g., mist [.53] 30 602
Irregular past, e.g., kept [.50] 21 128
Regular past, e.g., missed [.45] 19 388

Note: Factor groups not selected as significant are in square brackets.
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not selected as significant); the range for regular weak verbs is much reduced, but
comparison with Table 5a suggests that this demonstrates that collapsing stops
and weak fricatives together is not justifiable for this group.17

In both Table 5a and Table 5b, our findings do not sit entirely easily with a
Lexical Phonology account. Guy (forthcoming) argued that the effect of follow-
ing phonological segment, a post-lexical rule, should remain constant across the
morphological classes, because all the classes are only exposed to the rule once,
in the post-lexical phonology. This is certainly true of the hierarchy of factor
weights in both tables18; the ranges are not quite identical, however, even if the
smallest category, the semi-weak verbs, is discounted.19 On the other hand, lex-
ical rules apply differentially to the different categories because of their varying
entry points in the phonological component. This means that we would expect
differences across morphological classes in terms of the magnitude of the effect
of preceding segment, which would show up in the range of values, because each
application of the rule will magnify the effect. Monomorphemes should have the
greatest range of values and regular past-tense forms, which are only exposed to
the rule once, should have the smallest; however, the iterative application of the

TABLE 5a. Variable rule analyses of the contribution of factors selected
as significant to the probability of t0d deletion

Contemporary British English

Monomorphemes Semi-Weak Verbs Weak Regular Verbs

Corrected mean .25 .12 .09
Total N 602 124 388

Factor
Weight Percent N

Factor
Weight Percent N

Factor
Weight Percent N

Following phonological segment
Obstruent .80 58 171 .89 51 43 .91 52 109
Glide .66 44 66 .77 31 13 .76 26 27
0r0 .57 36 14 KO 0 4 .78 27 11
0l0 .46 29 17 KO 0 3 .71 25 4
Vowel .34 15 237 .13 2 53 .22 3 205
Pause .20 7 86 KO 0 8 .18 3 32

Range 60 79 73
Preceding phonological segment
0s0 .62 44 250 [.57] 29 14 .69 33 39
Other sibilant – – 0 – – 0 .69 31 64
Nasal .42 20 275 KO 0 6 .58 25 48
0l0 .37 23 43 [.36] 22 27 .58 20 41
Stop .41 22 23 [.68] 24 25 .45 13 119
Other fricative KO 0 11 [.49] 27 33 .24 8 77

Range 25 32 45

Note: Factor groups not selected as significant are in square brackets; KO � knockout (categorical).
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variable rule should not affect the ranking of the different factors within the
group. In both tables, even if we restrict our observations to categories in which
the factor group is selected as significant, this is not the case. In Table 5a there is
a substantial difference between monomorphemes and weak regular verbs, but in
the opposite direction to that expected (monomorphemes 25 vs. weak regular
verbs 45); in Table 5b, the difference is reversed, but is minimal (32 vs. 29).20

In a further attempt to understand why morphological class behaves differ-
ently in our study compared with studies of North American English, we looked
at possible interactions between morphological categories and phonological con-
text. As can be seen from the Ns in Tables 5a and 5b, the data are fairly evenly
distributed across following phonological segment,21 and the hierarchy of occur-
rence of following contexts is almost identical across the classes (vowels. obstru-
ents. glides. pause. 0r0' 0l0). The problem with the preceding phonological
factor group is how different the morphological categories are in terms of the
distribution of preceding contexts, even if we restrict our analysis to the classes in
which the factor group is selected as significant. Of note in particular are the large
proportions of the monomorphemes that have preceding 0s0 and nasals, and the
large proportion of weak regular verbs having nonsibilant obstruents.22 As shown
in Table 4, nasals have a neutral effect on the application of the deletion rule,23

which means that the high proportion of nasals in this category may nevertheless
not artificially affect rates of deletion. However, Table 4 also shows that preced-
ing 0s0 has a strongly favoring effect on deletion, indicating that rates of deletion

TABLE 5b. Variable rule analyses of the contribution of factors selected
as significant to the probability of t0d deletion

Contemporary British English

Monomorphemes Semi-Weak Verbs Weak Regular Verbs

Corrected mean .25 .09 .11
Total N 602 128 388

Factor
Weight Percent N

Factor
Weight Percent N

Factor
Weight Percent N

Following phonological segment
Obstruent .79 58 173 .91 51 43 .92 52 109
Glide .66 44 66 .82 31 13 .77 26 27
Vowel0Pause .30 12 332 .14 2 65 .23 3 237

Range 49 77 69
Preceding phonological segment

Sibilant .63 44 250 [.61] 29 14 .67 31 97
Sonorant .42 21 318 [.37] 17 48 .58 22 89
Other obstruent .31 15 34 [.57] 23 66 .38 12 202

Range 32 24 29

Note: Factor groups not selected as significant are in square brackets.
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might be exaggerated in this morphological class. Conversely, since in this class
there are hardly any weak fricatives, which strongly disfavor deletion (cf. Table 4),
their potentially negative effect on deletion rates will not be operative in the
monomorphemes, not because of their morphological structure per se, but simply
because the phonological context happens not to occur there. In weak regular
verbs, by contrast, the preceding contexts that disfavor deletion are the most
frequent: 20% have preceding weak fricatives and 31% have a preceding stop. In
other words, whereas the monomorphemes have a preponderance of preceding
contexts favoring deletion and very few disfavoring contexts, over half of the
preceding contexts occurring with the weak regular verbs disfavor deletion.24

This is a speculative explanation, and it would need to be tested formally, with an
increased data set, but it is suggestive that an apparently morphological effect
may be an artifact of the distribution of phonological contexts across morpho-
logical categories.25

Speaker-related constraints

Guy (1977, 1980) suggested that there exist two different grammatical lects in the
American English population. Some treat semi-weak verbs as noninflectional,
that is, they undergo deletion at the same rate as monomorphemes. Others treat
them as bimorphemic, that is, deletion occurs at a lower rate than monomor-
phemes, although not as low as regular past-tense forms. There is a possibility,
then, that our unusual findings regarding morphological class are a function of
extralinguistic characteristics of our sample. In Table 6, we present a subset of

TABLE 6. Variable rule analyses of the contribution of
extralinguistic factors selected as significant to the

probability of t0d deletion

Contemporary British English

Corrected mean .18
Total N 1118

Factor
Weight Percent N

Speaker sex
Male .59 30 484
Female .44 22 634

Range 15
Speaker age

14–24 [.45] 24 375
35– 44 [.54] 24 272
55– 64 [.55] 27 262
75–84 [.48] 27 209

Range 41

Note: Factor groups not selected as significant are in square brackets.
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the results of an analysis that included the extralinguistic factors speaker sex and
age (since speakers were controlled for dialect, this is not an effect we could test
with the York corpus).

The results of this analysis show the same phonological effects (not shown),
together with a slight effect for sex whereby males tend to produce more deletion
than females and no overall effect for age, so our consistent finding that morpho-
logical category is not significant cannot be explained by gross speaker effects.
Inconsistencies within the semi-weak category prompted Guy and Boyd (1990)
to study the effects of age on -t,-d deletion: their speakers appeared to treat them
as noninflectional in childhood and then increasingly as bimorphemic as they get
older. Further examination of the distribution of -t,-d deletion across morpholog-
ical forms in each of four age groups, as shown in Figure 4, reveals that there is
no developmental effect for the semi-weak verbs.26

A further extralinguistic prediction of the Lexical Phonology-based account is
that the constraint rankings should be consistent across speakers of the same
variety. We examined the distribution of our data, in frequency terms, across
individual speakers. This necessitated further collapsing of some of the phono-
logical constraints because of small numbers of tokens in some cells. The overall
constraint ranking for the strongest factor group, following phonological context,
was remarkably consistent across speakers. Seventeen speakers (45%) produced
the expected ranking consonant � glide � vowel � pause, and of the others, all
but one ranked consonants (11) or glides (9) higher than vowels or pauses. For

figure 4. Rates of deletion according to speaker age in contemporary British English.
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preceding phonological context, we collapsed the data into sibilants, consonants
involving complete medial closure (nasals, laterals and stops), and nonsibilant
fricatives. Thirty-three of the thirty-eight speakers deleted most frequently after
sibilants, and twenty of these deleted more often following nonfricatives than
nonsibilant fricatives. By contrast, the constraint ranking for morphological type
varies considerably from speaker to speaker, as shown in Table 7. Fewer than half
of the speakers have the highest deletion rates with monomorphemes. Moreover,
only one has the order predicted by the Lexical Phonology account (i.e., M .
S. R). A note of caution is necessary here, because our methodological decision
to restrict the number of tokens per morpheme class and lexeme means that cells
for individual speaker frequently fall below the minimum ten tokens stated by
Guy (1980:19–20) to be adequate for accuracy. Nevertheless, the same technical
problem holds for the phonological effects, and yet the results there are remark-
ably consistent. Moreover, the variability in morphological rankings is consistent
with the persistent nonsignificance of morphological class when tested for the
data set as a whole, even when extralinguistic factor groups are included in the
analysis.27

D I S C U S S I O N A N D C O N C L U S I O N S

Given the remarkable consistency with which the contemporary British data mir-
ror the results for following phonological segment found in earlier studies, there
is undoubtedly a universal constraint on -t,-d deletion that is part and parcel of
universal phonetic and phonological properties of segments and the phonotactic
principles of English. Indeed, it would be surprising if there were no such pat-
terned effect. The preceding phonological constraint, though not entirely identi-
cal, also patterns consistently, but in our data it is certainly not a “tertiary”
constraint (Guy, 1980:20, note 10), either when all speakers are considered together
or when regularities are compared across individuals. It is consistently selected
as a significant effect, both within and across morphological classes, and in the
weak regular verb forms, which have the most even distribution across preceding
contexts, its strength is two-thirds that of following context, as it is for the data set
considered as a whole. Where these data differ from many previous studies is in
the failure of morphological class to have a significant effect on the distribution
of the variation. We find no evidence, beyond a very slight trend for more deletion

TABLE 7. Rankings of morphological classes—monomorphemes (M), semi-weak verb
forms (S) and regular past-tense forms (R)—by individual speakers

Ranking M. S. R M. (R � S) M. R. S M. R S.M. R S. R.M R.M. S R. S.M R.M

Number
of speakers 1 9 5 3 8 2 7 1 2
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to occur in monomorphemes than in past-tense forms, to support the hypothesis
that -t,-d deletion is a variable rule that applies both lexically and post-lexically.

Finally, we must return to the inevitable question of what does explain -t,-d
deletion in British English. Neither resyllabification, nor the OCP, nor Lexical
Phonology provide explanations that hold for these data, so we are back to a
situation where we can provide a descriptive account but not an explanatory one,
and we would agree with Guy (forthcoming) that this is not a satisfactory end-
point for our investigation. However, this new evidence adds to the pool available
from which an explanatory account of -t,-d deletion can be constructed. Indeed,
our attempts to analyze this phenomenon from the variationist and linguistic pho-
netic perspectives has led us to pursue the idea that -t,-d deletion may most fruit-
fully be investigated from the starting point of combinatorial phonetics. This is
not to write off the phenomenon as ascribable to universal physical processes:
There is plenty of evidence that speakers manipulate fine-grained phonetic detail
in consonant production (e.g., Docherty, 1992; Docherty, et al. 1997, Temple,
2000) and -t,-d deletion provides an ideal case study for further investigation of
what light the variationist perspective can shed on ongoing questions surround-
ing the phonology–phonetics interface. These, however, are questions for further
research. Such a study has to have a very different starting point from the present
quantitative one, and that analysis will take a whole article in itself. So far as the
present study is concerned, we have demonstrated that -t,-d deletion is as robust
a phenomenon in this variety of British English as it is in North America, but
there are differences of consequence between the varieties.

N O T E S

1. Information in parentheses at the end of examples denotes speaker code within the British
corpus followed by the audiotape reference.

2. And, we would argue, this would also pertain to exploring the relationship between quasi-
universal phonetic processes and linguistic rules in governing variation. We will be touching on this
issue in this article, but a detailed exploration must wait for a future publication.

3. For example, Philadelphia (Guy, 1977, 1980; Guy & Boyd, 1990; Labov, 1989) and New York
(Guy, 1977, 1980). Neu (1980) studied fifteen informants from various North American origins.

4. See Santa Ana (1992:278) for a useful figure summarizing the exponential predictions of the
model. The adoption of the Lexical Phonology model raises more complex issues than suggested by
our own brief summary; for example, an account has to be provided of the relationship between
lexical levels of application of the rule (where morphological class and preceding phonological con-
text come into play) and its postlexical application (the only point at which the effect of following
phonological context enters the equation). For more details, see Guy (1991, forthcoming).

5. Although Yorkshire varieties of English have an independent process of final devoicing that
affects cluster-final underlying 0d0, this does not materially affect the current analysis because we are
following the conventional practice of treating the presence versus absence of underlying 0t0 or 0d0
as a process affecting any underlying coronal stop.

6. Because our aim was to replicate Guy’s 1991 analysis, we excluded both n’t and and, although
some previous analyses have included n’t.

7. The degree of agreement between the analyses was not formally checked, but it was high enough
for us to be confident of the accuracy of our findings. In cases where the analyses did not agree, the
second was followed.

8. It is not made clear in other studies precisely what analytical procedure has been followed in this
respect.

9. Guy (1991:4) did not make clear exactly how past participles were treated in his analysis. In
Guy (forthcoming), however, he has noted that they are deleted at the same rate as regular past-tense
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forms. Thus, we assume they were grouped with preterite-tense forms. In support of this, we note that
the frequency of deletion in regular past participles and regular past-tense forms in our data were also
identical (19%, N � 388; 19%, N � 239) and the frequency in semi-weak past participles and other
semi-weak verbs was very close (21%, N � 128; 24%, N � 99). In any case, to ensure that the analysis
in Table 2 was not affected by the inclusion and coding of past participles in this way, we conducted
a separate analysis excluding them (not shown). The results were the same with regard to factors
selected as significant, their constraint ranking, and their relative strengths.
10. We refer to the varieties that Guy studied as “North American White English” in response to one
of our reviewers, as a reminder that the varieties associated with particular ethnic groups of American
English (African American and Chicano) are distinctive.
11. Although SantaAna (1996) and Bayley (1994) analyzed following phonological segment accord-
ing to a similar range of categories, comparison with their results obscures the similarity between
British and North American English we see here. The differences in patterning in the following
phonological segment in these data may be attributable to the fact that Santa Ana’s data come from
Los Angeles Chicano English and Bayley’s come from San Antonio Tejano English. However, the
critical difference between consonants and vowels obtains across all these studies.
12. It is striking that a high proportion of tokens of went are realized with glottal stops or glottal-
ization: 45% versus 11% for both monomorphemes and semi-weak forms. This is further suggestion
that went should be treated as a special case.
13. This finding raises an important methodological issue, as well. It is important to know the
frequency and categorization of went in a data set. Its exceptional distribution pattern might well skew
the results of an analysis that did not control for type0token ratios or that grouped went with another
of the morphological categories (e.g., semi-weak verbs).
14. As with Table 2, we present the full spectrum of categories in the analysis, so that the contri-
bution of each category can be viewed in relation to all the others (and for comparison with other
studies), even though some factors are not significantly different from each other. Running the same
analysis by collapsing like categories together did not significantly improve the log liklihood.
15. Although 0s0 and the other sibilant fricatives are adjacent in the probability hierarchy, there
is greater distance between them than there is between the other sibilants and the nasals. Our initial
conclusion was, therefore, that it was not justifiable to collapse the two. However, cross-tabulations
revealed that the apparent difference might be a result of distribution across morphological classes.
Preceding sibilants other than 0s0 only occur in regular past-tense forms, and when the factor
group is tested for this morphological class only (not shown here, but see Table 5a), the probabil-
ities assigned to 0s0 and other sibilants are identical (.69). A comparison of the results in Table 4
with an analysis collapsing 0s0 and the nonsibilants showed that the log likelihood was marginally
worse (�473 vs. �472) and the range for the factor group was slightly reduced, but the results
were otherwise unchanged.
16. Collapsing the categories for following phonological segment was straightforward. We removed
tokens with following liquids from the analysis (because Ns were small across the board) and col-
lapsed the categories for following Vowel and Pause on the grounds that they were consistently
adjacent in percentage terms and in factor weight. Collapsing the categories for preceding phonolog-
ical segment was more problematic because of the intercategory differences, so we ran many spec-
ulative combinations and decided on grouping sibilants versus other obstruents versus sonorants for
the following reasons: (a) 0s0 and other sibilants function in the same way in weak regular verbs, as
do the sonorants; (b) other obstruents cannot be grouped with sibilants on distributional grounds,
because there is always an intervening factor, except in the less reliable semi-weak group; (c) the
division is consistent with the hierarchy for weak regular verbs, which is the category showing the
most even distribution of numbers of tokens across the factors.
17. The factors weights are .21 apart, a greater distance than for any other adjacent pair of factors
for this morphological class. Moreover, these factors each have more Ns than any other single factor.
A separate run for this class collapsing sibilants and sonorants, but leaving stops and fricatives as
separate factors, yielded the following hierarchy: sibilants (.67) . sonorants (.58) . stops (.44) .
weak fricatives (.30) (range 37); the log likelihood was marginally better for this run.
18. With one minor exception: the ranking of glides versus 0r0 in Table 5a.
19. The low range for monomorphemes in Table 5b may simply indicate that it is not justifiable on
distributional grounds to collapse following vowel and pause, so this in itself is not sufficient to cite
the finding as running counter to the Lexical Phonology account.
20. But see note 17 regarding the separation of stops and weak fricatives in this category, which
would retain the direction of difference shown in Table 5a.
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21. Comparison across the three classes (not shown) reveals that following segments occupy more
or less the same proportion of each, with none differing by more than 8% across classes.
22. Analysis by phoneme reveals that 54% of monomorphemes have preceding 0n0 and 35% have
preceding 0s0.
23. Once went is removed from the data set, 0n0 is consistently assigned a factor weight of 0.5,
whether the phonological contexts are tested with or without the morphological factor group. This
is further evidence that went is a special case and that its inclusion with monomorphemes may skew
the data.
24. 84% in the case of the semi-weak verbs.
25. We are aware that the logistic regression embodied in the variable rule program is designed to
cope with the badly distributed cells which inevitably occur in analyses of natural linguistic data, but
even a program designed to cope with such data has limitations when it comes to data that are essen-
tially “skewed.”
26. Although this display must be interpreted cautiously, it is suggestive. Despite the relatively
small number of tokens per speaker (N � 20–30) overall, the breakdown by age group shown here,
even for the infrequent semi-weak verb category, amounts to 30 tokens or more per age group.
27. Even if the semi-weak tokens are disregarded, the prediction that there will be a robust differ-
ence between rates of deletion in the two classes for which we have large numbers of tokens is not
borne out here (M . R, 27 speakers; R .M, 10 speakers).
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