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Recent numerical evidence [8, 28, 33] suggests that in the Hele–Shaw suction problem with

vanishingly small surface tension γ, the free boundary generically approaches the sink in a

wedge-like configuration, blow-up occurring when the wedge apex reaches the sink. Sometimes

two or more such wedges approach the sink simultaneously [33]. We construct a family of

solutions to the zero-surface tension (ZST) problem in which fluid is injected at the (coincident)

apices of an arbitrary number N of identical infinite wedges, of arbitrary angle. The time

reversed suction problem then models what is observed numerically with non-zero surface

tension. We conjecture that (for a given value of N) a particular member of this family

of ZST solutions, with special complex plane singularity structure, is selected in the limit

γ→ 0.

1 Introduction

The numerical solution of the free boundary problem of suction from a point sink in

a symmetric fluid domain in a Hele–Shaw cell, with small positive interfacial tension γ,

has recently received much attention. In Ceniceros et al. [8] and Kelly & Hinch [28], an

initially-circular fluid domain is considered, with off-centre suction; while (among other

problems) Nie & Tian [33] consider a limacon-shaped fluid domain, with suction from a

point on the axis of symmetry. It has long been known that, in the absence of surface

tension (γ= 0), there are simple exact solutions to both these problems [21, 36, 39], which

break down in finite time t∗ > 0 via formation of a 3/2-power cusp in the fluid-air interface.

It is anticipated that with γ > 0 this cuspidal blow-up is circumvented, and the solution can

exist beyond time t∗, a conjecture that is supported by the recent numerical simulations

of Kelly & Hinch [28], Nie & Tian [33] and Ceniceros et al. [8]. More interestingly, in the

simulations of Ceniceros et al. [8] and Nie & Tian [33], blow-up does ultimately occur,

but via a different mechanism: the free boundary apparently approaches the sink in

the form of a wedge, whose apex is ultimately situated at the sink (see Figure 1). (The

simulations of Kelly & Hinch [28] also support this theory of the “limiting wedge”

configuration, but there the numerics are not carried sufficiently far to be conclusive.)

In Ceniceros et al. [8], as smaller and smaller values of the surface tension are taken,

the wedge angle is seen to approach a definite limit (see Ceniceros et al. [8] Table II);

moreover, the surface tension values are such that the term the curvature multiplies is
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Figure 1. Free boundary evolution in the neighbourhood of the sink (situated at (0, 0), showing

clearly the limiting wedge shape. The dimensionless surface tension coefficient (see § 2) is γ= 5×10−5.

(Reproduced from Ceniceros et al. [8] (Figure 5(b)) by kind permission of the authors.)

apparently negligible during wedge formation, so a zero surface tension theory should be

applicable.1

Nie & Tian [33] mostly consider the same (small) value for the surface tension through-

out, so this ‘limiting angle’ phenomenon is not observed in Nie & Tian [33]. However,

certain solutions of Nie & Tian [33] exhibit the interesting feature of multiple wedge

formation, occurring when the initial fluid domain has an axis of symmetry (on which

the sink lies). Certain symmetrically-placed points of the boundary move towards the sink

faster than other boundary points, and ultimately move in towards the sink as the wedge

apices. This phenomenon is also observed in further numerical solutions (by the same

authors) of the Hele–Shaw problem driven by a ‘multipole’ pressure singularity [34].

Here, however, all but one of the computations are carried out for order-one values of

the surface tension coefficient, so a ZST theory is not applicable.

1 There is an interesting (unresolved) issue of what happens as the cusp formation is ‘circumven-

ted’. That the small surface tension numerical solution closely approaches the cusped configuration

may be seen from Figure 1. This paper is concerned only with the dynamics of the ultimate wedge-

type blow-up.
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The ‘selection’ of the wedge angle as γ→ 0 invites the obvious comparison with the

Saffman-Taylor fingering problem [42]. Experimentally, an air finger driven along a long

rectangular Hele–Shaw channel is seen to occupy a fixed fraction λ of the channel width,

which decreases monotonically to one-half as the interfacial tension of the viscous fluid

in the cell approaches zero. For the zero-surface tension (ZST) problem, a continuum

of solutions exists, giving fingers of any width λ ∈ (0, 1). The γ→ 0 solution is expected

to be one member of this family of solutions, but which is actually selected by the

regularisation is a delicate problem. The non-zero surface tension (NZST) Hele–Shaw

problem is notoriously difficult, and γ > 0 represents a singular perturbation to the ZST

problem for which standard perturbation techniques do not apply due to the ill-posedness

of the leading-order problem. The Saffman–Taylor selection problem was finally resolved

using exponential asymptotics (‘asymptotics beyond all orders’) [11, 25, 43]; see also

Chapman [9] and Tanveer [46]. Roughly speaking, for all except a discrete spectrum

in values of λ, the addition of small positive surface tension to the problem generates

(initially exponentially small) perturbations to the solution, which grow unboundedly at

large distances from the finger tip.

The Hele–Shaw problem is often treated using a complex variable approach based on

the Schwarz function g(z, t) of the free boundary, and the complex potential w(z, t) of the

flow; see Howison [27] for an overview.2 The complex variable z is given by z= x + iy,

where (x, y) are coordinates in the plane of the cell, and the domain occupied by the fluid

in the cell is considered as a domain in the z-plane. An evolution equation relating g(z, t)

and w(z, t) may be written down,

∂w

∂z
=

1

2

∂g

∂t
+ iγ

∂2

∂z2

(
1

(∂g/∂z)1/2

)
, (1.1)

from which we see that the γ→ 0 limit is singular at zeros of ∂g/∂z in the ZST solution

(and also at certain singularities of g). The location of zeros of ∂g/∂z within the fluid

domain, for the family of ZST Saffman–Taylor finger solutions, is closely related to

the selection problem. The fluid domain for this family of travelling-wave solutions is

described in terms of a conformal map from the unit disc (for example, see Howison [27]):

z = f(ζ, t) = Ut− 1

π
log ζ +

2

π
(1 − λ) log

(
1

2
(1 + ζ)

)
|ζ| < 1,

where |ζ| = 1 maps to the air-fluid interface and the interval −1<ζ < 0 along the real axis

maps to the channel walls. It is easily shown that the Schwarz function is given in terms

of ζ by

g(z, t) = G(ζ, t) = f̄

(
1

ζ
, t

)
= Ut− 1

π
(1 − 2λ) log ζ +

2

π
(1 − λ) log

(
1

2
(1 + ζ)

)
,

where f̄ denotes the complex conjugate function, defined by f̄(ζ) = f(ζ̄). Since ∂g/∂z=

(∂G/∂ζ)/(∂f/∂ζ), the zeros of ∂g/∂z are easily determined. As the finger width λ is varied,

2 The Schwarz function of an analytic two-dimensional curve Γ (t) is the unique function g(z, t),

complex analytic in some neighbourhood of Γ (t), such that z̄= g(z, t) defines the curve. The complex

potential of a Hele–Shaw flow is the complex analytic function w(z, t) whose real part is minus the

pressure field.
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these zeros move in the fluid region ahead of the finger. For 1/2<λ< 1 there are two

zeros situated symmetrically about the channel centre-line, one on each channel wall, at

positions

(x∗, y∗) =

(
− 1

π
log(2λ− 1) +

2

π
log(1 − λ),±1

)

relative to the finger-tip; for 0<λ< 1/2 there is a single zero situated on the channel

centre-line at position

(x∗, y∗) =

(
− 1

π
log(1 − 2λ) +

2

π
log(1 − λ), 0

)

relative to the finger-tip. As λ is decreased from 1, the wall singularities move along

the channel walls from x= −∞, y= ±1, coalescing at x= +∞ on the centre-line when

λ= 1/2. As λ then decreases further, the (now simple) zero on the centre-line moves from

infinity towards the finger-tip, reaching it when λ= 0. This coalescence of the zeros of g′

in the ZST problem is thought to be responsible for the solution selection in the γ→ 0

problem, and we shall adopt a similar approach to explain the selection of the wedge

angle observed in the numerics of Ceniceros et al. [8] and Nie & Tian [33].

The rest of this paper is concerned with two distinct, but related, issues. § 2–8 are

concerned with the problem outlined above, namely the behaviour close to breakdown of

the ZST solution selected via the limit γ→ 0. Motivated by the numerical investigations

noted above we first analyse the formation, at time tw , of an arbitrary number of

(symmetrically-placed) ZST free boundary wedges whose apices lies at the sink, and then

discuss the selection problem. The limits γ→ 0+ and t→ t−w do not commute, however,

and in § 9 we analyse the t→ t−w behaviour for arbitrary γ, using the γ→ +∞ limit to

illustrate the behaviour and noting the (very short) timescale on which such results are

pertinent to the γ→ 0 problem.

2 Overview

The equations and boundary conditions governing Hele–Shaw flow within some region

D(t) having free boundary ∂D(t) and a point source (or sink) at the origin are:

∇2p = 0 in D(t)\{0}, (2.1)

(a) p = γκ, (b)
∂p

∂n
= −vn on ∂D(t), (2.2)

p ∼ −Q log r as r → 0, (2.3)

where p is the pressure within the fluid, κ is the curvature of the free boundary (positive

for a convex fluid domain), ∂/∂n denotes the derivative along the outward normal n to

∂D(t), vn is the speed of the boundary in this direction, |Q| is the strength of the source

or sink and r=
√
x2 + y2 is the distance from the sink within the fluid. Thus for γ	 1,

surface tension is significant in the boundary condition (2.2(a)) only at points of the free

boundary where κ is large. For the computations of Ceniceros et al. [8] γ is taken so

small that the product γκ remains small throughout, and in the limit γ→ 0 its value is
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Figure 2. The geometry of the problem, showing one portion of the free boundary (half solid line,

Γ−(t), half dashed line, Γ+(t)) and the line of symmetry θ= π/N. Here N= 4, so there will be

three other identical free boundary portions in the other quadrants. The source of injection is at

the origin, and the initial wedge configuration of the free boundary is indicated by dotted lines on

either side of the line of symmetry.

significant only at the wedge apex (the sink) at the point of blow-up. Thus we shall seek

a suitable family of ZST solutions in the wedge geometry, and use arguments similar to

those outlined above to determine which ZST solution is selected in the limit γ→ 0.

The problem (2.1)–(2.3) with γ= 0 is easily seen to be time-reversible (t 
→ −t, p 
→ −p),
if we also change the sign of the driving singularity Q. We therefore consider the following

injection problem and then use time reversal to deduce the local solution we require to

the suction problem.

The fluid domain is assumed to have N-fold rotational symmetry, so that successive

sectors of angle 2π/N are identical and N wedges form simultaneously at the blow-up

time. The ‘fundamental sector’ 0<θ< 2π/N (where θ is the usual polar angle) contains,

at time t= 0, a single wedge of air (symmetric about the line θ= π/N) with apex at the

origin. Fluid occupies the rest of the sector, initially in two disjoint wedges 0<θ< π/µ,

(2π/N − π/µ)<θ< 2π/N. Thus this sector has reflectional symmetry about the line

θ= π/N. At time t= 0+ fluid is injected at the origin in accordance with (2.3) (Q> 0) and

the free boundary advances, the wedge apex moving away from the source as indicated

in Figure 2. We must determine the subsequent motion of the free boundary.

Problems in similar geometries have been considered before, notably by King et al.

[29, 30], Ben Amar & Combescot [2, 3, 13, 14] and Tu [48]; see also [16, 18, 19, 23, 40, 41].

In King et al. [29], problems are considered with the same initial geometry as here, but
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with the flow driven from infinity rather than from the origin; specifically,

p ∼ ±rπ/φ cos(πθ/φ) as r → ∞,

(King [30] considers this situation for Hele–Shaw flow with a power-law fluid, and for

Stefan problems).

Other papers [2, 3, 13, 14, 48] are concerned with flow in a wedge-shaped Hele–Shaw

cell; that is, the wedge sides appear in these problems as rigid, rather than free, boundaries

(our problem has only free boundaries). The wedge-shaped cell is filled with fluid initially,

and air is then injected, either from the wedge apex, or from infinity, corresponding

to a diverging or converging channel. This situation is a direct generalisation of the

Saffman-Taylor problem, which is obtained in the limit of zero wedge angle, and has been

studied experimentally by Thomé et al. [47]. Since we assume rotational and reflectional

symmetry, our problem is equivalent to one in a converging channel of angle 2π/N.

Ben Amar [2] derived a family of exact ZST similarity solutions for symmetric ‘fingers’

in both converging and diverging channels. As with Saffman-Taylor, without surface

tension fingers of any angular width exist, but in experiments at small positive surface

tension a particular angular width is observed. Using the artifice of a time-dependent

flux, which permits self-similar solutions when the surface tension is non-zero, Ben Amar

[3] was able to solve the free boundary problem numerically (both converging and

diverging channel cases) for small positive surface tension (the smallest dimensionless

value computed for was 0.0004). The same problem was addressed analytically (using

an ‘exponential asymptotics’ approach based on the WKB method) by Brener et al. [6]

(for diverging flows in a Hele–Shaw cell of 90◦ angle); by Combescot & Ben Amar [13]

and Tu [48] (diverging channel of arbitrary angle) and by Combescot [14] (converging

and diverging channels, but restricting to small sector angles so that it is close to the

classical Saffman–Taylor case). The WKB approach is acknowledged to be non-rigorous,

and to lead to only approximate results (see Brener et al. [6] and Tu [48], for example).

Again, Combescot & Ben Amar [13, 14] use the artifice of time-dependent flux to ensure

a self-similar solution with non-zero surface tension, while Brener et al. [6] and Tu [48]

use a time-dependent surface tension for the same reason.

We note that Tu [48] also presented a family of asymmetric ZST solutions in the wedge

geometry, but restricted attention to the symmetric solutions when studying the selection

problem. This certainly seems to be the case relevant to the numerics of Ceniceros et al.

[8] and Nie & Tian [33], and we do likewise.

Much of the work of this paper is closely related to that of Ben Amar [2, 13] and

Combescot & Ben Amar [3, 14], but uses different (we believe simpler) methods.

3 Problem formulation: the ZST case

To solve the problem outlined in the previous section, we use a method due to

Polubarinova-Kochina [37]. The method (which we shall refer to as the P-K method)

was first introduced to solve the rectangular dam problem, but has since been successfully

applied to solve a large number of free boundary problems [16, 18, 19, 23, 26, 29]. The

current example is a particularly appealing one in that our selection criterion will relate to

the complex singularities of the solution, and will therefore rely heavily on the availability
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of an explicit conformal mapping solution that determines the behaviour throughout the

complex plane. As already mentioned, the ZST solutions we shall use were first given

by Ben Amar [2], but we re-derive them here for the reason just given, and because our

solution method is quite different.

To get our problem in a form suitable for the application of the technique, we shall

make maximum use of symmetry and apply some preliminary transformations. We first

note that we need solve the problem only on the sector 0<θ< π/N, since the ‘fundamental

sector’ 0<θ< 2π/N has reflectional symmetry about its centreline (∂p/∂θ= 0 within the

fluid on this line). We thus consider the problem on the region Ω(t) ⊂ D(t), which we

define as the region bounded by the lines θ= 0, θ= π/N, and Γ−(t) (the lower half of

the free boundary as shown in Figure 2). The point A marks the point at which the free

boundary intersects the line θ= π/N, and is distant r=R0 from the origin.

By the maximum principle for Laplace’s equation, the free boundary in a ZST injection

problem must be always advancing, hence we can express the free boundary in the form

t= σ(x). We then define the new variable u to be the time integral of the pressure, via

the so-called Baiocchi transform, first introduced for the Hele–Shaw problem by Elliott &

Janovsky [20] (see also Lacey [31]):

u(x, t) = u0(x) +

∫ t

0

p(x, τ) dτ x ∈ D(0),

u(x, t) =

∫ t

σ(x)

p(x, τ) dτ x ∈ D(t)\D(0),

(thus p= ∂u/∂t in D(t)) where u0 satisfies the (ill-posed) Cauchy problem

∇2u0 = 1 x ∈ D(0), (3.1)

u0 = 0 =
∂u0

∂n
on ∂D(0). (3.2)

In the region |θ|< π/N the problem (3.1), (3.2) has solution

u0 =
r2

2
sin2(π/µ− |θ|),

which is singular along θ= 0 (the positive x-axis). The singular behaviour of the variable u

is then exactly that of u0, plus the integrals in time of any pressure singularities; and using

the definition of u and this fact, u is easily seen to satisfy the following problem on Ω(t):

∇2u = 1 in Ω(t), (3.3)

u = 0 =
∂u

∂n
on Γ−(t), (3.4)

∂u

∂n
= 0 on θ = π/N, 0 < r < R0, (3.5)

uy = −x

2
sin(2π/µ) on θ = 0+, (3.6)

u ∼ −Qt log r as r → 0, (3.7)

u ∼ r2

2
sin2(π/µ− θ) + k(t)r−µ/2 cos(µθ/2) as r→ ∞, (3.8)
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Figure 3. The problem for the Baiocchi variable u.

where k(t) is some real but unknown function of time.3 See Figure 3 for a definition

sketch. Following King et al. [29], we next introduce the harmonic conjugate pair (Φ,Ψ )

and the complex analytic function W (z) by

Φ = ux − x, Ψ = −uy, W = Φ+ iΨ, (3.9)

which satisfy the conditions

Ψ =
x

2
sin(2π/µ) on θ = 0+,

Φ = −x, Ψ = 0 on Γ−(t),

sin(π/N)(Φ+ x) + cos(π/N)Ψ = 0 on θ = π/N, r < R0.

The fact that the boundary conditions on u reduce to these simple conditions on the real

and imaginary parts of the complex analytic function W means that the P-K method

is applicable to this problem. The underlying theory is too lengthy to be explained here

and we refer elsewhere [15, 37] for details. The method entails expressing the quantities

W =Φ + iΨ and z= x + iy as analytic functions of an auxiliary complex variable ζ, the

physical domain Ω(t) being mapped into the upper half-plane (ζ)> 0, such that the

points ζ= ∞, ζ= 0, ζ= 1 correspond to z= 0, z= ∞, z=Z0 ≡R0 exp(iπ/N), respectively.

These three points are the only singular points of the problem, and the P-K theory tells

us that the solutions z= Z(ζ), W = W(ζ) are solutions of a particular hypergeometric

3 Because the solution to (3.3)–(3.8) is of the self-similar form u= tU(x/t1/2, y/t1/2) we know that

k is proportional to t1+µ/4.
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equation, the appropriate one (and the desired solutions) being determined by a local

analysis of the behaviour at each of the singular points.

The behaviour of W (z) at the singular points is easily determined from (3.4), (3.5), (3.7),

(3.8) and (3.9) as

W (z) ∼ −Qt

z
+ (const.) − sin(2π/µ)

2π
z log z as z → 0,

W (z) ∼ −ze−iπ/µ cos(π/µ) + k̃(t)z−(1+µ/2) as z → ∞,
W (z) ∼ −X0 − ie−iπ/N(z − Z0) sin(π/N) as z → Z0,

(X0 = �(Z0)) and the behaviour of Z(ζ) at ζ = 0, 1, ∞ follows from elementary conformal

mappings:

Z(ζ) ∼ A0(t)e
iπ/µζ−1/µ as ζ → 0, (3.10)

Z(ζ) ∼ Z0 − A1(t)e
iπ/N(ζ − 1)1/2 as ζ → 1, (3.11)

Z(ζ) ∼ A∞(t)eiπ/N
(

1

ζ

)1/N

as ζ → ∞, (3.12)

where A0(t), A1(t) and A∞(t) are unknown real positive functions of time. Hence the

behaviour of W(ζ) at the singular points is given by:

W(ζ) ∼ −A0(t) cos(π/µ)ζ−1/µ + O
(
ζ1/2+1/µ

)
as ζ → 0, (3.13)

W(ζ) ∼ −X0 + iA1(t) sin(π/N)(ζ − 1)1/2 as ζ → 1, (3.14)

W(ζ) ∼ − Qt

A∞(t)
e−iπ/N

(
1

ζ

)−1/N

as ζ → ∞. (3.15)

This local behaviour at the singular points tells us the two exponents at each singular

point: (−1/µ, 1/2 + 1/µ), (0, 1/2), and (1/N,−1/N), at the points 0, 1, ∞, respectively;

thus by the P-K theory the solutions Z and W are expressible in terms of solutions of

the Riemann P -scheme [1, 7, 22] with these exponents. Z and W both satisfy the same

generalised hypergeometric equation:

d2u

dζ2
+

(2ζ − 1)

2ζ(ζ − 1)

du

dζ
+

u

ζ(ζ − 1)

((
1

2
+

1

µ

)
1

µζ
− 1

N2

)
= 0; (3.16)

we shall use this later. It follows from the theory of Riemann P -functions and hypergeo-

metric functions [1, 7, 22] that Z(ζ) and W(ζ) are of the form

Z(ζ) = ζ−1/µ(D1U(ζ) + D2V (ζ)), (3.17)

W(ζ) = ζ−1/µ(E1U(ζ) + E2V (ζ)), (3.18)

where Dj , Ej are time-dependent complex coefficients, and U and V are linearly inde-

pendent solutions of the hypergeometric equation

ζ(1 − ζ)
d2u

dζ2
+

(
1

2
− 2

µ
−

(
1 − 2

µ

)
ζ

)
du

dζ
+

(
1

N2
− 1

µ2

)
u = 0. (3.19)
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We take U(ζ) to be the standardised hypergeometric function (uniformly convergent on

the unit disc)

U(ζ) = F

(
1

N
− 1

µ
,− 1

N
− 1

µ
;
1

2
− 2

µ
; ζ

)
, (3.20)

and V (ζ) to be the solution of (3.19) defined by

V (ζ) = ζ− 1
N

+ 1
µ F

(
1

N
− 1

µ
,
1

2
+

1

N
+

1

µ
; 1 +

2

N
; ζ−1

)
(3.21)

(uniformly convergent outside the unit disc; this choice turns out to be convenient for

matching the behaviours at ζ= ∞). The coefficients Dj and Ej are determined by match-

ing the behaviour in (3.10)–(3.15) to that of (3.17) and (3.18) at the singular points. The

behaviour of U(ζ) at ζ= 0, and of V (ζ) near ζ= ∞, is given by the standard hypergeo-

metric series [1, 7, 22], and the behaviour of U(V ) at ζ= 1 and ζ= ∞ (ζ= 0) may be

deduced using functional identities given in Abramowitz & Stegun [1] and Gradshteyn &

Ryzhik [22].

Matching the singular behaviour at ζ= ∞ gives

D1 = 0, D2 = A∞e
iπ/N,

E2e
±iπ(1/N+1/µ)

Γ
(

1
2

− 2
µ

)
Γ

(
2
N

)
Γ

(
1
N

− 1
µ

)
Γ

(
1
2

+ 1
N

− 1
µ

) = − Qt

A∞
e−iπ/N;

matching the behaviour at ζ = 0 gives

D2

Γ
(
1 + 2

N

)
Γ

(
1
2

+ 2
µ

)
Γ

(
1
2

+ 1
N

+ 1
µ

)
Γ

(
1 + 1

N
+ 1

µ

)e±iπ(1/N−1/µ) = A0e
iπ/µ,

E1 + E2

Γ
(
1 + 2

N

)
Γ

(
1
2

+ 2
µ

)
Γ

(
1
2

+ 1
N

+ 1
µ

)
Γ

(
1 + 1

N
+ 1

µ

)e±iπ(1/N−1/µ) = −A0 cos(π/µ);

and finally, matching the behaviour at ζ= 1 (the terms of order 1 and (1 − ζ)1/2 must

both be matched) gives

Z0 ≡ R0e
iπ/N = D2

Γ
(
1 + 2

N

)
Γ

(
1
2

)
Γ

(
1 + 1

N
+ 1

µ

)
Γ

(
1
2

+ 1
N

− 1
µ

) ,
−A1e

iπ/N = D2

Γ
(
1 + 2

N

)
Γ

(
− 1

2

)
Γ

(
1
N

− 1
µ

)
Γ

(
1
2

+ 1
N

+ 1
µ

) ,
−X0 = E1

Γ
(

1
2

− 2
µ

)
Γ

(
1
2

)
Γ

(
1
2

− 1
N

− 1
µ

)
Γ

(
1
2
+ 1

N
− 1

µ

) +E2

Γ
(
1+ 2

N

)
Γ

(
1
2

)
Γ

(
1+ 1

N
+ 1

µ

)
Γ

(
1
2
+ 1

N
− 1

µ

) ,
eiπ/2A1 sin(π/N) = E1e

±iπ/2 Γ
(

1
2

− 2
µ

)
Γ

(
− 1

2

)
Γ

(
1
N

− 1
µ

)
Γ

(
− 1
N

− 1
µ

) +E2

Γ
(
1+ 2

N

)
Γ

(
− 1

2

)
Γ

(
1
N

− 1
µ

)
Γ

(
1
2
+ 1

N
+ 1

µ

) .
We find that these conditions can be satisfied simultaneously only for a particular choice

of the signs, giving a unique solution for Z(ζ) and W(ζ). We give only the final solution
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for Z(ζ), since we are primarily interested in the free boundary evolution. In |ζ|> 1 this

is

Z(ζ) = A∞e
iπ/Nζ−1/NF

(
1

N
− 1

µ
,
1

2
+

1

N
+

1

µ
; 1 +

2

N
; ζ−1

)
,

(3.22)

A∞ =

(
QNtΓ

(
2
N

− 2
µ

)
Γ

(
1 + 2

N
+ 2

µ

))1/2

22/NΓ
(

2
N

) .

To plot the free boundary evolution we need the form of the solution valid in |ζ| � 1.

Provided 1
2

+ 2
µ

is not an integer this expression is given by

Z(ζ) = Λ

{
Γ

(
1
2

+ 2
µ

)
eiπ/µζ−1/µ

Γ
(

1
2

+ 1
N

+ 1
µ

)
Γ

(
1 + 1

N
+ 1

µ

)F(
1

N
− 1

µ
,− 1

N
− 1

µ
;
1

2
− 2

µ
; ζ

)

− i
Γ

(
− 1

2
− 2

µ

)
e−iπ/µζ1/2+1/µ

Γ
(

1
N

− 1
µ

)
Γ

(
1
2

+ 1
N

− 1
µ

)F(
1

2
+

1

N
+

1

µ
,
1

2
− 1

N
+

1

µ
;
3

2
+

2

µ
; ζ

)}
, (3.23)

(see formula 15.3.7 in [1]; this is uniformly convergent on the unit disc) where

Λ = 21−2/N

(
Qt

N
Γ

(
2

N
− 2

µ

)
Γ

(
1 +

2

N
+

2

µ

))1/2

. (3.24)

If 1
2

+ 2
µ

= n ∈ �, however, both terms in this expression are singular (the first hyper-

geometric function, and the Gamma-function premultiplying the second hypergeometric

function). Bearing in mind that µ>N (so µ> 1 always) this can occur only for n= 1 (with

µ= 4 and N= 1, 2 or 3) or for n= 2 (with µ= 4/3 and N= 1). The expression for Z(ζ)

valid in |ζ|> 1 for these four cases is given in Appendix A.

The free boundary portion Γ−(t) is the image of ζ= ξ ∈ (0, 1) on the real positive

ζ-axis: x(ξ) + iy(ξ) = Z(ξ), and from (3.23) can be seen to move in a self-similar manner.

Thus, we have an exact solution to the ZST free boundary problem for any values of N

and µ, excepting those listed above. As written above, the solution pertains to the injection

problem in which the initial configuration is N fluid wedges separated by N air wedges.

The free boundary evolution for the corresponding suction problem is easily obtained by

replacing t by (tw − t) in the expression for Z(ζ) (and Q by |Q| if one assumes Q< 0 for

a point sink).

Note that the map to the entire fluid sector 0<θ< 2π/N is given by the combined

mapping from the entire ζ-plane, slit along [0, 1]:

Σ(ζ) =

{
Z(ζ) (ζ) > 0,

e2πi/NZ̄(ζ) (ζ)< 0.
(3.25)

(The function Σ is analytic on the slit ζ-plane, because Z and Z̄ are analytic on

the upper- and lower-half ζ-planes respectively, and for ξ ∈ � it is easily checked that

Z(ξ) = e2πi/NZ̄(ξ) for ξ > 1 and ξ < 0.) The upper side of the slit maps to Γ−(t) and the

lower side to Γ+(t).

Figures 4 (N= 1), 5 (N= 2) and 6 (N= 3) show the evolution of the free boundary

from the initial wedge configuration for the critical values of µ found below (evolution

from different angled wedges is qualitatively similar).
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Figure 4. The free boundary evolution for the critical angle solution N= 1, µ∗ ≈ 1.09473. The

angle of the air-wedge is given by 2π(1 − 1/µ∗). The times shown are (tw − t) = 0.2, (tw − t) = 0.1,

(tw − t) = 0.02, (tw − t) = 0.001.

Figure 5. The free boundary evolution for the critical angle solution N= 2, µ∗ ≈ 2.34966. The

angle of the air-wedge is given by 2π(1/2 − 1/µ∗). The times shown are (tw − t) = 0.4, (tw − t) = 0.1,

(tw − t) = 0.01.
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Figure 6. The free boundary evolution for the critical angle solutionN=3, µ∗ ≈3.72692. The angle of

the air-wedge is given by 2π(1/3−1/µ∗). The times shown are (tw−t) = 0.4, (tw−t) = 0.1, (tw−t) = 0.01.

4 The selection problem: General theory

4.1 Preamble

We turn now to the problem with small positive surface tension, and address the question

of which of the family of zero-surface tension (ZST) solutions found above is selected in the

limit as the surface tension goes to zero. The selection mechanism proposed is remarkably

simple and quite general. We use the Schwarz function approach mentioned in the Intro-

duction. Recall that the Schwarz function g(z, t) of a two-dimensional analytic curve

Γ (t) is the unique complex function, analytic in some neighbourhood of Γ (t), such that

z̄= g(z, t) defines Γ (t). It is related to the complex potential by equation (1.1). The utility

of this equation lies in our knowledge that, in the absence of driving singularities, the

complex potential w must be analytic throughout the flow domain Ω(t), as its real and

imaginary parts represent physical quantities. Thus, while ZST solutions admit zeros in the

derivative of g at (moving) points z= z∗(t) within the physical domain, NZST solutions

do not. This is easily demonstrated, since such a zero would give a singularity on the

right-hand side, requiring a singularity in ∂g/∂t to cancel it. Suppose ∂g/∂z(z∗(t), t) = 0,

then ∂2g/∂t∂z cannot be infinite (except possibly at a single instant) at z= z∗(t). If we

differentiate equation (1.1) with respect to z, then the requirement that ∂2w/∂z2 be analytic

in Ω means that

∂2g

∂t∂z
+ 2iγ

∂3

∂z3

(
1

(∂g/∂z)1/2

)
= {analytic near z = z∗(t)}.

Given this observation, ∂2g/∂t∂z cannot balance the singular term ∂3/∂z2(1/
√
g′(z, t)),

and so this requirement cannot be fulfilled. Hence zeros of g′(z, t) are not permissible in

the NZST problem.
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Figure 7. The two possibilities for the behaviour of |g′| as γ increases from zero, in the

neighbourhood of a point where the ZST g′ has a zero.

In general, however, ZST Hele-Shaw solutions are such that g′(z, t) has zeros on Ω(t).

Considering |g′(z, t)| as a real-valued function of (x, y) in the neighbourhood of such a

zero, there are two possibilities: either (I) the surface at height |g′(z, t)| above the z-plane

(or (x, y)-plane) is locally conical, i.e. the zero of g′ is simple, or (II) it is locally bowl-like,

i.e. the zero of g′ is repeated (see the upper ZST pictures in Figure 7). We wish to

know which, from the available family of ZST solutions, is selected in the limit γ→ 0.

Figure 7 shows the situation for 0<γ	 1 in each of cases I and II. In either case there can

no longer be a zero in g′ by the argument above. In case I some local smoothing of the

surface is necessary, since otherwise the cone apex (now at nonzero height) would represent

a singularity in g′′, which again cannot be reconciled with (1.1). No such smoothing is

needed in case II. In each of cases I and II we may attempt an asymptotic expansion of

the Schwarz function in a neighbourhood of the ZST zero of g′, z= z∗(t) say, as γ→ 0.

We write z̃= z − z∗(t), T = t and z̃= δZ (where δ, the size of the inner region, is to be

determined and will be different in the two cases), and h= g′ (equation (1.1) differentiated

once with respect to z gives an equation for h).

In case I the behaviour as z̃→ 0 is h ∼ a(T )z̃ +O(z̃2) (simple zero), while in case II we

have h ∼ b(T )z̃2 + O(z̃3) (repeated zero), where a and b are complex functions of time,

suggesting that in the inner we write

h = δIH (case I), h = δ2
II
H (case II). (4.1)
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The appropriate scalings in the two cases are found to be δI = γ2/7, δII = γ1/5. The outer

and inner versions of (1.1) are

∂2w

∂z̃2
=

1

2

∂h

∂T
− ż∗

2

∂h

∂z̃
+ iγ

∂3

∂z̃3

(
1√
h(z̃)

)
, (4.2)

∂2W

∂Z2
=
δ

2

∂H

∂T
− ż∗

2

∂H

∂Z
+ i

∂3

∂Z3

(
1√
H(Z)

)
, (4.3)

where

w =

{
δ2

I
W case I

δ3
II
W case II.

We shall restrict attention to similarity solutions, since our ZST solutions fall into this

class. Travelling-wave solutions can be treated similarly, but more general, fully-time-

dependent, solutions may have very short timescale behaviour when γ	 1, as studied,

e.g. by Siegel et al. [44, 45]. These authors perform computations at small surface tension

γ	 1 in which they choose initial conditions corresponding to a (ZST) Saffman-Taylor

finger with λ< 1/2. The initial evolution indicates that such a finger tries to form, but then,

within O(1) time of starting the computation, there is a period of rapid evolution during

which events occur on exactly the timescale γ2/7. This indicates that the corresponding

ZST problem has a simple zero in the derivative of the Schwarz function (a case I

scenario), but that the inner equation (4.3) in the neighbourhood of the singularity is still

fully time-dependent, the term δ(∂H/∂T ) appearing at leading order. Our hypothesis is

that if initial conditions are such as to force a case I scenario then the solution will rapidly

evolve to a case II situation. This is exactly what was observed in the computations of

Siegel et al. [44, 45]: the period of rapid evolution resulted in a Saffman-Taylor finger

with λ= 1/2, which is a case II scenario.

4.2 Selection for ‘similarity solutions’

Boundary points for similarity solutions to the ZST injection problem are of the form

r = (x̂, ŷ)
√
t, where (x̂, ŷ) lies on the curve ∂Ω̂≡ ∂Ω(t0) at some time t= t0. The Schwarz

function g of ∂Ω(t) is then defined in terms of ĝ (the Schwarz function of ∂Ω̂) by

g(z, t) =
√
tĝ(ẑ), where ẑ= x̂+ iŷ is a complex point on ∂Ω̂. Transforming to variables ẑ, t,

the Schwarz function equation (1.1) becomes

2
dŵ

dẑ
= ĝ(ẑ) − ẑĝ′(ẑ) + 2iγ̂

d2

dẑ2

(
1√
ĝ′(ẑ)

)
, (4.4)

but we have had to redefine γ̂= γ/
√
t (with γ̂ constant), as the non-zero surface tension

problem does not permit similarity solutions of this form unless we do. Clearly this is not

acceptable in general; however, recall that we are interested in the limit γ→ 0, which will

coincide with the limit γ̂→ 0. Differentiating again with respect to ẑ gives

2
d2ŵ

dẑ2
= −ẑĥ′(ẑ) + 2iγ̂

d3

dẑ3

(
1√
ĥ(ẑ)

)
. (4.5)
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Consider again the neighbourhood of a simple or repeated zero of ĥ at ẑ= ẑ∗, a fixed

point that does not lie at the origin (since the similarity ansatz supposes this to be the

injection point). In terms of z̃= ẑ − ẑ∗ we have

2
d2ŵ

dz̃2
= −(z̃ + ẑ∗)ĥ

′(z̃) + 2iγ̂
d3

dz̃3

(
1√
ĥ(ẑ)

)
, (4.6)

where ĥ ∼ O(z̃) as z̃→ 0 in case I, and ĥ ∼ O(z̃2) as z̃→ 0 in case II. We find the same

inner scalings as before:

Case I: z̃ = δZ, ŵ = δ2W, ĥ = δH, δ = γ̂2/7,

Case II: z̃ = δZ, ŵ = δ3W, ĥ = δ2H, δ = γ̂1/5,

giving in both cases the inner equation

2
d2W

dZ2
= −(ẑ∗ + δZ)

dH

dZ
+ 2i

d3

dZ3

(
1√
H

)
. (4.7)

One may seek solutions to (4.6) and (4.7) as asymptotic expansions

ĥ ∼
∞∑
k=0

γ̂khk, H ∼
∞∑
k=0

δk
I
Hk (case I), H ∼

∞∑
k=0

δk
II
Hk, (case II). (4.8)

Analysis of the equations reveals the form of the asymptotic expansions in each case to

be such that:

case I:

hk ∼ z̃

∞∑
n=0

c(k)n z̃
n−7k/2 as z̃ → 0

Hk ∼Z

∞∑
n=0

µ(k)
n Z

k−7n/2 as Z → ∞;

(4.9)

case II:

hk ∼ z̃2
∞∑
n=0

c(k)n z̃
n−5k as z̃ → 0

Hk ∼Z2
∞∑
n=0

µ(k)
n Z

k−5n as Z → ∞,
(4.10)

with matching between inner and outer regions using the matching principle [49] in the

relations

∞∑
k=0

γkhk ∼ δI

∞∑
k=0

δk
I
Hk,

∞∑
k=0

γkhk ∼ δ2
II

∞∑
k=0

δk
II
Hk.

Thus, while in principle case I appears to be admissible so far, it is clear that construction

of such a solution would involve branch point singularities and very delicate matching,

and would likely prove impossible. In case II on the other hand the matching can proceed

smoothly.
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The above is related to the work of Combescot et al. [12] on the classical Saffman–

Taylor problem. The leading-order inner problem is (after one integration)

d2

dZ2

(
1√
H0

)
+
iẑ∗
2
H0 = −i

(
dW0

dZ
+ a0

)
, (4.11)

with asymptotic behaviour H0 =O(Z) (case I), H0 =O(Z2) (case II), as |Z | → ∞, or, in

terms of F = 1/
√
H0, and Z = ζ

√
−2i/ẑ∗

d2F

dζ2
+

1

F2
= − 2

ẑ∗

((
−ẑ∗
2i

)1/2
dW0

dζ
+ a0

)
, (4.12)

with asymptotic behaviour F ∼ λI/
√
ζ (case I), F ∼ λII/ζ (case II), as |ζ| → ∞, for some

complex constants λI, λII. In Combescot & Ben Amar [12], more or less this same equation

(4.12) is derived from the McLean–Saffman formulation [32], but with the right-hand side

identically equal to ζ (which up to a multiplicative constant is its leading order behaviour

as |ζ| → ∞ in case I). In Combescot & Ben Amar [12] the authors claim to show that there

is no solution of equation (4.12), with right-hand side ζ, that satisfies F ∼ 1/
√
ζ uniformly

at infinity. They do this by setting F = 1/
√
ζ + f and solving a linearised equation for f,

where f is required to decay much faster than 1/
√
ζ uniformly at infinity. If they proved

this result then our selection criterion would follow almost immediately, as it would prove

the impossibility of a case I similarity solution in the limit γ→ 0. Unfortunately however

their argument is not rigorous, and would require the theory of Stokes lines in asymptotics

beyond all orders to make it so (which would be the work of another lengthy paper).

Combescot & Ben Amar [12] write down the linearised problem for f as an equation to

be solved:

d2f

dζ2
− 2ζ3/2f = −3

4
ζ−5/2,

whose solutions are given in terms of Bessel functions, and cannot be made to decay

uniformly as desired at infinity. But in reality the above equation should be an asymptotic

relation, with a ‘∼’ replacing the ‘=’ sign, and on the face of it it is possible to construct

a naive case I solution of (4.12) that has asymptotic behaviour

F ∼ ζ−1/2
N∑
n=0

βnζ
−7n/2 as |ζ| → ∞,

for any finite N. The analogous asymptotic behaviour of a case II solution is:

F ∼ ζ−1
N∑
n=0

βnζ
−5n as |ζ| → ∞.

Nonetheless, in line with our earlier remarks and with the work of Combescot & Ben

Amar [12], we claim that there is no acceptable ‘case I’ type solution to (4.12), and that

case II is the only viable option. This claim forms the basis of our selection hypothesis:

In the selected ZST solution, any zeros of the derivative of the Schwarz function must be

repeated.
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4.3 Other regularisations

We have focussed in the above discussion on the most widely adopted regularisation,

namely surface tension. However, it is clear that our proposed selection criterion is

independent of the regularisation adopted and, just as in the Saffman-Taylor problem

λ= 1/2 is selected by many distinct regularisations, we believe the same will be true in the

present case. More specifically, for the kinetic undercooling regularisation it has recently

been shown [10] that λ= 1/2 is selected in the limit of zero kinetic undercooling, and the

beyond-all-orders selection mechanism is related to the coincidence of the singularities

that occurs in this special case; similar arguments pertain for other regularisations also.

It should be noted, however, that some regularisations of Saffman–Taylor do not select

λ= 1/2 [4, 5, 46]; λ→ 0 or λ→ 1 is typically selected when the appropriate limits are

taken in these cases, and the analogous solutions from our ZST solution family could

be conjectured to apply here also. The conformal map (3.23) representing our solutions

simplifies considerably in these two special cases. The angular finger width is given by

λ= 1−N/µ, so writing 1/µ= 1/N−ε1 for some small positive parameter ε1, and rescaling

time t= ε, τ (since a vanishingly thin finger moves with infinite speed) the λ→ 0 ZST

solution is given by the mapping function

Z(ζ) = Λ0e
iπ/Nζ−1/N + O(ε1), Λ0 =

√
QτΓ

(
2
N

+ 1
2

)
√

πΓ
(

2
N

) .

In the limit λ→ 1 we write 1/µ = ε2 	 1 and recover the mapping function

Z(ζ) =

√
2Qt

2

{[
(1 − ζ)1/2 + i

√
ζ
]2/N

+
[
(1 − ζ)1/2 − i

√
ζ
]2/N

+ 2i sin

(
2

N
sin−1

√
ζ

)}
+ O(ε2).

In each case one-half of the free boundary is given by the image of the real interval

ζ ∈ [0, 1], giving a moving semi-infinite slit in the case λ→ 0, and an arc of a circle in the

case λ→ 1.

Both these limits have ‘special’ singularity structure in the complex plane. For λ→ 0 we

find that the leading-order Schwarz function satisfies

G′(ζ) = − 1

N
Λ0e

−iπ/Nζ−1/N−1, G′′(ζ) =
1

N

(
1

N
+ 1

)
Λ0e

−iπ/Nζ−1/N−2,

so G′(ζ) and G′′(ζ) vanish as |ζ| = ∞, and there are no zeros in the finite ζ-plane. For

λ→ 1 we find that that G′(ζ) has a zero only where

exp(−2iu/N) = 0, u = sin−1
√
ζ,

and that this is exactly the condition for G′′(ζ) to vanish also. Hence there is a repeated

zero of G′(ζ) at ζ= −∞ (real and negative), and in fact this is the only root of G′(ζ).

https://doi.org/10.1017/S095679250400539X Published online by Cambridge University Press

https://doi.org/10.1017/S095679250400539X


Hele–Shaw flow with a point sink: generic solution breakdown 19

5 Selection of the wedge angle

We now apply the selection criterion put forward in § 4.2 to our family of ZST wedge

solutions.

The Schwarz function is related to the Baiocchi transform variable u via

g(z, t) = z̄ − 2(ux − iuy),

because the boundary conditions (3.4) on u imply that both ux and uy vanish on Γ (t)

(so the Schwarz function identity holds on Γ (t)), and in addition the real and imaginary

parts of g(z, t) thus defined have continuous partial derivatives in some neighbourhood

of Γ (t) which satisfy the Cauchy-Riemann equations. Thus g is complex analytic in a

neighbourhood of Γ (t), and by uniqueness, must be the Schwarz function of Γ (t). In

terms of the function W (z) introduced in (3.9) then, −g−(z) = z + 2W (z), where we use a

‘−’ superscript to denote the fact that this is the Schwarz function only of Γ−(t). In terms

of ζ, writing G−(ζ) = g−(Z(ζ)),

G−(ζ) = −(Z(ζ) + 2W(ζ)). (5.1)

However, we do not need to evaluate W(ζ) explicitly to find G− if we observe that on the

boundary Γ−(t),

z̄ = Z(ζ) = Z(ζ̄) = Z̄(ζ)

(the last equality defines the complex conjugate function Z̄(ζ)), the middle equality holding

because ζ ∈ � on the free boundary. Thus by analytic continuation away from Γ− we

obtain G−(ζ) = Z̄(ζ) on the upper half ζ-plane. Analogous to (3.25) we can write down the

combined Schwarz function G(ζ) for the composite (analytic) curve Γ (t) =Γ−(t) ∪Γ+(t):

G(ζ) =

{
Z̄(ζ) (ζ) > 0,

e−2πi/NZ(ζ) (ζ) < 0;
(5.2)

again this defines a function analytic on the ζ-plane slit along [0, 1]. Since the Schwarz

function for the whole curve satisfies G(ζ) ≡ g(Σ(ζ)), and Σ(ζ) is a conformal map, it is

easily seen that a repeated zero of g′ must correspond to a repeated zero of G′. Also, G(ζ)

must satisfy the generalised hypergeometric equation (3.16), since Z(ζ) (and hence Z̄(ζ),

since the coefficients of (3.16) are real) does. It is clear from (3.16) then that at a point

where G′(ζ∗)= 0=G′′(ζ∗), we require either G(ζ∗) = 0 also, or

ζ∗ =
N2

µ∗

(
1

2
+

1

µ∗

)
. (5.3)

Equation (5.3) provides one relation between the critical value µ∗ and the location ζ∗
(which must be real) of the repeated zero of G′(ζ), but we have been unable to find

another explicit relation to fix the parameters uniquely. Hence for a given value of N

our approach is to vary the value of the parameter µ, find the corresponding complex

zero(s) of G′(ζ) in the upper half ζ-plane (there will be another complex conjugate zero in

the lower half-plane), and determine for which value of µ the zero-pair coalesces on the
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real axis. The explicit expression for G(ζ) is found from the solution for Z(ζ). It is not

possible to determine the zeros of G′ in the upper half ζ-plane analytically, so we search

for them numerically, using Maple. The results of this search are shown in figure 8 for the

cases N= 1, 2, 3. For N= 1 we have µ∗ ≈ 1.09473 and ζ∗ ≈ 1.2911; for N= 2 µ∗ ≈ 2.34966,

ζ∗ ≈ 1.5757; for N= 3 µ∗ ≈ 3.72692, ζ∗ ≈ 1.8553. It may be verified that these approximate

values ζ∗ and µ∗ satisfy (5.3). The size of the wedge angle in the air in a given solution

is β≡ 2π(1/N − 1/µ) radians. The solutions for the critical wedge angles are shown in

Figures 4, 5 and 6, for several different values of (tw − t).

6 Selection for the case N= 4

As observed by other authors ([3] for the convergent geometry considered here, and

Ben Amar [2] and Brener et al. [6] for the divergent geometry), when there is four-fold

symmetry, the solutions simplify considerably. The zeros of G′(ζ) that are responsible for

selection lie in |ζ|> 1, and the relevant form of the map in this case is (3.22), which, after

setting N= 4 and simplifying, leads (by (5.2)), to the following expression for the Schwarz

function G(ζ) in (ζ)> 0, |ζ| > 1:

G(ζ) =

(
Qt(

1 + 4
µ

)
cos 2π

µ

)1/2

2e−iπ/4ζ1/4 sin

((
1

2
+

2

µ

)
sin−1 1√

ζ

)
. (6.1)

We already have one condition, (5.3), that must hold at a repeated zero of G′(ζ):

ζ∗ =
8

µ2
∗
(µ∗ + 2). (6.2)

Differentiating (6.1) and setting the result to zero provides a second condition,

cos2

((
1

2
+

2

µ∗

)
sin−1 1√

ζ∗

)
=

ζ∗ − 1(
1 + 4

µ

)2
+ ζ∗ − 1

. (6.3)

Eliminating ζ∗ between (6.2) and (6.3) gives a single algebraic equation for µ∗,

cos2

((
1

2
+

2

µ∗

)
sin−1 µ∗√

8(µ∗ + 2)

)
=

−µ2
∗ + 8µ∗ + 16

16(µ∗ + 2)
. (6.4)

In the relevant range (that is, µ> 4) this has solution µ∗ = 5.197700, providing a direct

verification of the value given in Table 1, found by the root-tracking method.

The analogous selection problem for the case of growing air fingers, i.e. the divergent

geometry, was considered by Brener et al. using a WKB approach.

7 Comparison with numerical results

When comparing our theoretical predictions with the available numerical results, it must

be emphasised that one can only talk meaningfully about a ‘wedge angle’ in the limit

γ→ 0, and not for a fixed value of γ. We believe the numerics of Nie & Tian [8] to be

the most careful and accurate, and take comparison with these more seriously than with

the numerics of Ceniceros et al. [33]. Moreover, in Nie & Tian [8], progressively smaller
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Figure 8. Cases N= 1, 2, 3: The location of the upper zeros of G′(ζ) as µ is decreased towards the

critical value. The complex conjugate zero is not shown. The movement of the zero onto the real

axis at the point ζ= ζ∗ when µ= µ∗ is clearly demonstrated. For µ>µ∗ there is only one simple

zero of G′, to the right of ζ∗.
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Table 1. Table of N versus the selected values of µ, and the corresponding angles of the

air wedges formed

N µ∗ β∗ (radians) β∗ (degrees)

1 1.09473 0.54372 31.15◦

2 2.34966 0.46751 26.79◦

3 3.72692 0.40850 23.41◦

4 5.19770 0.36196 20.74◦

5 6.74088 0.32454 18.59◦

Table 2. The values of surface tension versus wedge angle found by Ceniceros et al. [8]

(Table II)

j γj βj (radians) βj (degrees)

1 8 × 10−4 0.67459 38.65◦

2 4 × 10−4 0.65719 37.65◦

3 2 × 10−4 0.64399 36.89◦

4 1 × 10−4 0.63660 36.47◦

5 5 × 10−5 0.63359 36.30◦

values of γ are taken (and these values are orders of magnitude smaller than those used by

Ceniceros et al. [33]), so that their numerics give more credence to the idea of a limiting

angle. Comparison cannot be made with the numerics of Kelly & Hinch [28].

The case N= 1

For the case N= 1 Ceniceros et al. tabulated values for the wedge angle βj ≡ 2π(1 − 1/µj)

(that is, the total angle in the air, not the fluid) for several different values γj of the

surface tension coefficient. Their results are displayed in Table 2. Our results give a critical

value β∗ ≡ 2π(1−1/µ∗) = 0.54372 radians (31.15◦), showing a discrepancy of about 0.08987

radians (5.15◦) with their final value calculated, our wedge of air being narrower than

theirs. However, as is clear from their figures (see Figures 1 and 11 reproduced from

Ceniceros et al. [8]) the free boundary in their calculations is only locally a wedge: away

from the tip the global geometry influences the free boundary, making it more of a spindle

shape. The tangent angle changes continuously between ‘inner’ and ‘outer’ regions, and

it is difficult, if not impossible, to give a definitive ‘wedge angle’. (The authors give no

details of how they arrived at their tabulated values.) In fact, simply drawing tangents on

figure 11 and using a protractor to measure the wedge angle appears to give a value of

around 32◦ for β5, so we are not discouraged by this apparent numerical discrepancy.

A more useful comparison, we feel, is provided by plots of the tangent angle to the

free boundary versus a scaled arclength variable, α. Ceniceros et al. give such plots

for three different times approaching the blow-up, i.e. wedge-formation, time (Figure 4

in Ceniceros et al. [8]; reproduced in Figures 9 and 10 here). This they do for surface
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Figure 9. The tangent angle θ to Γ (t), as a function of scaled arclength α along Γ (t), for times

approaching solution breakdown. The upper plot is ours, obtained for the critical angle solution

µ∗ = 1.09473 (β∗ = 0.54372), and is shown at times t= 0.0002, t= 0.0012. The lower plot is that

obtained numerically by Ceniceros et al. (Figure 4 in Ceniceros et al. [8]), for dimensionless surface

tension γ2 = 4 × 10−4 (reproduced by kind permission of the authors).

tension γ2 = 4 × 10−4, for which they give the final wedge angle as β2 = 0.65719.

We give analogous plots for our exact ZST solution, both for their estimated wedge angle

β2 = 0.65719 (Figure 10), and for the critical wedge angle β∗ ≡ 2π(1 − 1/µ∗) = 0.54372 that

we found above (Figure 9).
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Figure 10. The tangent angle θ to Γ (t), as a function of the scaled arclength α along Γ (t), for

times approaching solution breakdown. The lower plot is that obtained numerically by Ceniceros

et al. (Figure 4 in Ceniceros et al. [8]), for dimensionless surface tension γ2 = 4 × 10−4 (reproduced

by kind permission of the authors). The upper plot is ours, obtained for the solution with β2 =

2π(1 − 1/µ2) = 0.65710 (the wedge angle estimated in Ceniceros et al. [8] for this value of γ), and

shown at times t= 0.0002, t= 0.0012.

There were certain estimates that had to be made in producing these figures. Firstly,

to calculate the corresponding times at which to plot our ZST solution, we assumed that

t= 0.2932 in the numerical results, which is the latest time for which Ceniceros et al.
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were able to calculate accurately, corresponded to blow-up time tw . We thus plotted our

injection solution at times t= (0.2932−0.2930) = 0.0002 and t= (0.2932−0.2920) = 0.0012,

corresponding to the dashed and dash-dotted curves of Ceniceros et al., respectively.

Secondly, the arclength variable α used by Ceniceros et al. is scaled so that it always

increases from 0 to 2π along the interface. Since the interface changes length at each

timestep, we had to estimate (carefully) the length of the interface for the solution

of Ceniceros et al. [8] at times t= 0.2920 and t= 0.2930, from the corresponding free

boundary plots given in Figure 3 of Ceniceros et al. [8]. (Our estimates were 4.41 and

4.55 length units, respectively.) Once this was done we were able to calculate the correct

scaling factor to convert arclength to α at these times, and plot our results for tangent

angle against this scaled arclength for a direct comparison. The theoretical and numerical

results are displayed on same-scale axes.

Overlaying the plots, the agreement between theory and numerics in Figure 9, which

shows our ZST solution for our critical wedge angle β∗, is remarkably good in the crucial

region around the wedge tip (α= 0). The theoretical curves follow closely the dashed

and dash-dotted numerical curves, and the abrupt change in tangent angle appears to fit

almost exactly. The fit for Figure 10, which shows our ZST solution for the wedge angle

β2 = 0.65719 (estimated by Ceniceros et al. [8]), is less good, the abrupt change in tangent

angle in our theoretical plot being too small.

Figures 9 and 10 may also be compared with Figure 6 in Nie & Tian [33].4 At first

sight, agreement with these results is markedly less good; from their plots of tangent

angle versus arclength along the boundary, we estimate their wedge angle β as break-

down is approached to be about 0.76 radians (43.5◦). However, the smallest value of

the dimensionless surface tension they compute with is 0.002, which is an order of mag-

nitude larger than any value considered by Ceniceros et al. [8], and the results there

clearly indicate β increasing with surface tension. When the wedge angles βj tabulated in

Ceniceros et al. [8] (and reproduced in Table 2) are plotted against the surface tension

values γj , if the values for j= 1 are neglected (the largest value of surface tension) the

points lie on a line. Extrapolating this linear relation to the larger surface tension value

γ= 0.002 used by Nie & Tian gives an estimate of β= 0.766 for the expected wedge

angle. (That this is a little larger than 0.76 is in line with our observations above, that

we believe the wedge angles given in Table 2 to be overestimates of the ‘true’ angles.) So

there is better agreement than was originally apparent between the numerics of Nie &

Tian [33] and Ceniceros et al. [8], and hence better agreement than at first appears

between our results and those of Nie & Tian [33].

Another check on our results is provided by considering the magnitude of the curvature

at the developing wedge-tip. Plots of interface curvature against scaled arclength α are

given in figure 6 of [8] for surface tension γ5 = 5×10−5, at times t= 0.2860, 0.2880, 0.2916,

0.29181. Clearly, for our solution this varies like 1/
√
tw − t, time t= tw corresponding to

the wedge configuration. So, if κtip is the curvature at the wedge-tip then we have

|κtip| =
Kµ√
tw − t

,

4 The numerics of Kelly & Hinch [28] are not taken sufficiently near to wedge formation time

to be able to make a comparison with our theory.
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where the constant of proportionality Kµ depends only upon the wedge angle (and hence

only on the parameter µ). For our critical value µ∗ we find Kµ∗ = 2.251, while for

the critical angle estimated by Ceniceros et al. for this value of surface tension (β5 =

2π(1 − 1/µ5) = 0.63359) we find Kµ5
= 1.633.

For such small surface tension, the numerical interface evolution in Ceniceros et al. [8]

must be almost exactly that of a ZST solution, and hence the curvature at the wedge tip

should again behave like 1/
√
tw − t:

κtip =
K√
tw − t

.

For the times t= 0.2916, 0.29181 the tip curvatures given in Ceniceros et al. [8] are κtip =

−133.3, −1371.1 respectively, from which the blow-up time tw may be estimated using

K = −133.3
√
tw − 0.2916 = −1371.1

√
tw − 0.29181.

This gives tw = 0.291812, showing that blow-up had almost been reached by the final

calculation, as we expect. Using this estimate for tw , we can calculate values for the

constant of proportionality K for times t1 = 0.2860, t2 = 0.2880, t3 = 0.2916, t4 = 0.29181,

using the curvature values given in [8]. In principle these values should be the same, if

the behaviour is self-similar. We find:

K1 = 3.049, K2 = 2.568, K3 = 1.941, K4 = 1.941.

indicating that the first two calculations are too early for the behaviour to be truly

self-similar.5 Obviously K3 and K4 are equal, given the manner of calculating tw , and

probably provide the most reliable estimate, being in the self-similar regime. This value

of K lies almost exactly mid-way between the values Kµ∗ (for our critical angle) and Kµ5

(for the critical angle estimated by Ceniceros et al.) given above for the idealised ZST

solution. Thus from the curvature measurements alone, it is hard to say which value (µ∗
or µ5) is the closest to that observed numerically.

The case N = 2

There are several calculations in Nie & Tian [33] that show more than one wedge going

into the sink, but only one of these has the rotational symmetry assumed here. This is a

calculation with two air wedges going into the sink, and is illustrated in Figure 14 of Nie &

Tian [33]. The authors do not give an estimate of the wedge angle, nor do they plot tangent

angle as a function of arclength for this calculation. Using a protractor we were able to

make an estimate of the angle of one of the air wedges: β≈ 37◦ (0.645 radians). Our

results give the selected wedge angle as β∗ = 2π(1/N − 1/µ∗) ≈ 0.4674 radians (26.78◦; see

Figure 5 for a plot of the evolution of this solution). In the case N= 1 the ratio of the

two β-values: (Nie & Tian)/(ours) is about 1.39, and in the case N= 2 this ratio is about

1.38. Given our earlier argument showing that the agreement between our results and

5 Taking the average of all four values gives a value K = 2.375, much closer to Kµ∗ than to Kµ5
,

but this is perhaps a little hopeful.
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Figure 11. The wedge-like configurations obtained in Ceniceros et al. [8] for a sequence of surface

tension values: 8 × 10−4, 4 × 10−4, 2 × 10−4, 1 × 10−4, and 5 × 10−5 (the wedge angle β decreases

with the surface tension). This plot may be compared with our solution of Figure 4. Reproduced

by kind permission of the authors.

theirs in the N= 1 case is better than was at first apparent (the wedge angle β decreasing

markedly with surface tension according to the results of Ceniceros et al. [8]), the same

applies here.

Other values of N

Ben Amar [3] has carried out the numerical solution for self-similar flow in a wedge-

shaped Hele–Shaw cell at small surface tension, in the case that air wedges approach the

apex of the cell as fluid is removed there. (A time-dependent suction rate is imposed to

ensure the existence of a self-similar solution.) This is analogous to our problem if the

angle between the cell walls, |θ0| in the notation of Ben Amar [3], can be identified with

our angle of rotational symmetry 2π/N.

In Figure 3 of Ben Amar [3] the author plots the selected angular width λ as a function

of the surface tension parameter for |θ0| = 20◦, corresponding to N= 18 in our solutions.

The lowest value of surface tension calculated for, σ= 0.00025, gives a value λ= 0.43;
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Figure 12. Plot of the selected value λ∗ versus the angle −(360/N), computed for various values

of N between 7 and 1000. This represents the γ = 0+ limit of figure 4(b) in Ben Amar [3].

extrapolation of the numerical results to σ= 0 appears to give a value of λ≈ 0.41. Using

our selection criterion on our N= 18 ZST solution gives a value λ∗ = 0.3924.

In Figure 4(b) of Ben Amar [3] the author plots the quantity λ (the fraction of the Hele–

Shaw cell that is occupied by the air wedge as it approaches the origin) as a function of

the cell angle (in degrees) θ0 for four different fixed values of γ, the smallest being 0.0004.

The conventions adopted in Ben Amar [3] mean that negative values of θ0 correspond to

converging-wedge solutions, so only the region θ0< 0 is relevant for comparison with our

results.

In Figure 12 we give the analogous plot in the limit γ→ 0, of λ∗ ≡ 1 − N/µ∗ versus

−(360/N). We have compared Figure 12 here to Figure 4(b) of Ben Amar [3] on same-

scale axes, and our results look very plausible as the ZST limit of the curves given in Ben

Amar [3]. Our curve is still some way from the γ= 0.0004 curve of Ben Amar [3], but as

we have already seen from the numerics of [8] versus those of Nie & Tian [33], surface

tension has to be taken very small indeed before the ZST behaviour is approximated.

The convergence of λ∗ to the value 1/2 as N→ ∞ is clearly indicated. We now consider

this limit analytically.

8 The limit N→ ∞

In the limit as the parameter N→ ∞ we can derive the selection criterion asymptotically.

In this case the sector angle 2π/N gets narrower and narrower: the geometry approaches
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that of the classical Saffman–Taylor problem, and hence the (selected) ratio λ∗ := 1−N/µ∗
(the fraction of the fundamental fluid wedge occupied by the air) should approach the

value 1/2 as N→ ∞.

From Figure 2 we can see that (1/µ)< (1/N). Writing N= 1/ε (0<ε	 1) we make the

ansatz

1

µ∗
= a0δ + o(δ) as δ(ε) → 0, ε → 0, (8.1)

for 0<a0< 1, and then from the relation (5.3) between µ∗ and the location ζ∗ of the

repeated zero we have

ζ∗ =
a0δ

2ε2
+ o(δ)/ε2. (8.2)

We obtain an explicit expression for the Schwarz function in the ζ-plane, G(ζ), from (5.2),

with Z(ζ) given by (3.23):

G(ζ) = Λ

{
Γ

(
1
2

+ 2
µ

)
e−iπ/µζ−1/µ

Γ
(

1
2

+ 1
N

+ 1
µ

)
Γ

(
1 + 1

N
+ 1

µ

)F(
1

N
− 1

µ
,− 1

N
− 1

µ
;
1

2
− 2

µ
; ζ

)

+ i
Γ

(
− 1

2
− 2

µ

)
eiπ/µζ1/2+1/µ

Γ
(

1
N

− 1
µ

)
Γ

(
1
2

+ 1
N

− 1
µ

)F(
1

2
+

1

N
+

1

µ
,
1

2
− 1

N
+

1

µ
;
3

2
+

2

µ
; ζ

)}
(8.3)

(Λ is given by (3.24)). Since we have already imposed the relation (5.3) we only need

ensure that G′(ζ∗) = 0 to leading order, to obtain the leading order selection result.

The asymptotic forms of the Gamma functions and powers are easily obtained. Con-

sider the first hypergeometric function, which we denote by F1(ζ). Using results from

Abramowitz & Stegun [1], we find

dF1

dζ
= −2

(
ε2 − δ2a2

0

) sin−1
√
ζ√

ζ(1 − ζ)
+ o(ε2, δ2)

hence by integration

F1(ζ) = 1 − 2
(
ε2 − δ2a2

0

)
((sin−1

√
ζ)2 + k) + +o(ε2, δ2)

where k is a constant. For the second hypergeometric function (F2(ζ)) we have

F2(ζ) =
sin−1

√
ζ√

ζ
+ o(1)

dF2

dζ
=

1

2ζ
√

1 − ζ
− sin−1

√
ζ

2ζ
√
ζ

+ o(1).

We now have all the information we require to evaluate the leading-order term in dG/dζ

at the point ζ∗, and set this to zero for the selection condition. When doing this we ignore

the term Λ, since this premultiplies everything. We find that a balance of leading-order

terms is possible only if δ= ε, and that in this case

G′(ζ)

Λ
= −2ε2

(
1 ± a0 − 1

a0

)
+ o(ε2)
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the choice in sign arising from a square-root. This term can be zero only if a0 = 1/2, with

the ‘+′ sign. Hence as N→ ∞ we have

1

µ∗
=

1

2N
+ o(1/N), ζ∗ =

N

4
+ o(N), (8.4)

and so the fraction of the fundamental wedge 2π/N occupied by the air wedge is

λ∗ ≡ 1 − N

µ∗
=

1

2
+ o(1), as N→ ∞.

As we have seen, our numerical results appear to obey (8.4) for large values of N.

Using the above limiting forms of the hypergeometric functions, and the selected value

of a0, it is easy to verify that the asymptotic form of the map is

Z(ζ)

Λ
= (real const.) + ε

(
−1

2
log ζ + i sin−1

√
ζ + i

π

2

)
+ o(ε).

The free boundary is the image of the real ζ-axis between 0 and 1 under this map; hence

in suitably scaled coordinates the cartesian equation of the boundary is given by

y(x) =
π

2
+ sin−1(e−x), x > 0

(different branches of the inverse sine function give the two sides of the free boundary)

which is exactly the Saffman–Taylor finger for λ= 1/2.

9 The NZST problem

In a real problem of this kind, however small the surface tension parameter is, it must

ultimately become significant and dominate the free boundary evolution as the wedge-tip

forms. In the following we examine the effects of surface tension, which become important

only very near the blow-up time.

9.1 The limit γ → ∞

However small surface tension is taken in a calculation, in the ultimate stage of the

evolution (as the wedge tip forms) it must in fact be the dominant effect. Hence in these

ultimate stages it is appropriate to consider the limit of infinite surface tension. Here there

are two timescales. The initial transient has

t = γ−1 t̂, p = γ−1p̂, vn = γv̂n,

during which negligible fluid is extracted, so that at leading order we have

∇2p̂0 = 0 throughout D0(t̂),

p̂0 = κ0,
∂p̂0

∂n
= −v̂0n on ∂D0(t̂).

(9.1)
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Since ∫ ∫
D0(t̂)

1 dx dy = M0 ≡
∫ ∫

D(0)

1 dx dy,∫ ∫
D0(t̂)

(x, y) dx dy = M 1 ≡
∫ ∫

D(0)

(x, y) dx dy,

(the first moment M 1 is just the position of the centre of mass times the area of the fluid

domain) it follows from (9.1) that ∂D0 is given at t̂→ ∞ by the circle

|x − M 1/M0|2 = M0/π,

with

p̂0 →
√

π/M0.

The second timescale is t = O(1), with

p ∼ γκ0(t) + p0(x, y, t).

The boundary ∂D0 remains circular, with radius

1/κ0 = (M0 + 2πQt)1/2/π1/2

determined by the source strength and with origin determined by the exact conservation

of first moment [33], giving ∂D0(t) to be

|x − M 1/(M0 + 2πQt)|2 = (M0 + 2πQt)/π

(these three constraints on ∂D0 can instead be obtained as solvability conditions on p0).

Blow-up thus occurs for Q< 0, with the moving boundary entering the sink at time

t = tw ∼
(
M0 − (π|M 1|2)1/3

)
/(2π(−Q)).

No non-uniformity is readily apparent in the limit t→ t−w , providing important clues for

the γ=O(1) analysis which follows.

9.2 γ = O(1): blow-up behaviour

Because p blows up only logarithmically as r→ 0, whereas κ scales with 1/r, aspects of the

large γ limit just described are of more general relevance in describing the behaviour at

blow-up. Orienting the axes appropriately and assuming M 1 � 0 (otherwise the problem

is expected to become radially-symmetric as t→ t−w ), the interface ∂D(t) takes the form

x ∼ α(tw − t) + o(y) as t → t−w , y → 0

for some constant α> 0, with

p(x, y, tw) ∼ −2Q log r + pc as r → 0,
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where pc is a constant, and

p(x, y, t) ∼ −Q log r − Q

2
log((x− 2α(tw − t))2 + y2) + pc (9.2)

as t→ t−w with x, y=O(tw − t). It follows from (9.2) that the interface is given locally by

x ∼ s(t)+
Q

γ

[
1

2
(y2 +α2(tw − t)2) log(y2 +α2(tw − t)2) − 3

2
y2 +2α(tw − t)y tan−1

(
y

α(tw − t)

)

− α2(tw − t)2 log(y2 + α2(tw − t)2) + α2(tw − t)2 log(α(tw − t))

]
− pc

2γ
y2, (9.3)

as t→ tw , y→ 0, where (s(t), 0) lies on ∂D with s ∼ α(tw − t) as t→ t−w , and

x ∼ Q

γ

(
y2 log y − 3

2
y2

)
− pc

2γ
y2

at t= tw , y→ 0, so the curvature of the interface has a logarithmic singularity at the

blow-up time; the effects of surface tension are thus sufficiently strong that ∂D is almost

flat as it enters the sink. The values of α and pc will depend upon γ and upon the initial

data.

9.3 γ	 1: blow-up timescale

The scenario just described is not consistent with the wedge formation intermediate

asymptotics of the ZST problem described earlier in the paper. For small γ there is thus a

very short timescale with t close to tw in which the local behaviour in the neighbourhood

of the sink changes rather abruptly. It is clear from the self-similarity of the ZST solution

that surface tension will enter only locally on the scales

t = tw + γ2T , x = γX , vn = γ−1VN, κ = γ−1K,

with T < 0, and with leading order problem

∇2p0 = 0,

p0 = K0,
∂p0

∂N
= −V0N on ∂D0(T ),

p0 ∼ −Q logR as R → 0,

(9.4)

where the initial data is imposed as T → −∞ in the form

p0 ∼ p0

(
X/(−T )1/2

)
(the ZST similarity solution), with ∂D0 asymptoting in this limit (i.e. T → −∞ with

x =O((−T )1/2)) to the corresponding wedge. The local behaviour of (9.4) as T → 0− is

as described in § 9.2. The parameter Q can also be scaled out of (9.4), leaving (for given

wedge angle) a parameter-free problem.
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10 Discussion and conclusions

We have (re)constructed a family of solutions to the ZST Hele–Shaw free boundary

problem which model the (apparently generic) intermediate asymptotic wedge-type blow-

up behaviour of the NZST suction problem as observed in the numerics of Ceniceros

et al. [8], Kelly & Hinch [28] and Nie & Tian [33]. These ZST solutions (which were first

given by Ben Amar [2] in a different context as noted earlier) exist for any wedge angle

(and any number of wedges), whereas the numerics suggest that a unique wedge angle is

selected in the limit that the surface tension γ goes to zero. After studying the Schwarz

function (1.1) that governs the evolution of solutions to the NZST Hele–Shaw problem,

we hypothesised that a single member of our family of ZST solutions can be the limit of

the NZST solution as γ→ 0+: that for which the zero in the derivative of the Schwarz

function is repeated. We claim that this is the unique solution that is selected in the limit

γ→ 0+.

Our claim is to be viewed as a conjecture; and in this sense its status is similar to

that in which the Saffman–Taylor problem found itself for very many years. The problem

we consider here is more delicate than that, since it is fully time-dependent. As with

Saffman-Taylor, to some extent we must expect that what is selected will depend upon

the chosen regularisation as mentioned in § 4.3. Nonetheless, we have a robust criterion,

which we believe will be rather generally applicable.

We tested our criterion by comparison with the numerical results of [8]. We compared

our hypothetical N= 1 critical solution with the local wedge-type behaviour displayed

in Ceniceros et al. [8] and found a discrepancy between our calculated critical wedge

angle (in the air) β∗ and the converging table of wedge-angle values βj given in Ceniceros

et al. [8] for progressively smaller values of surface tension γj (Table II in Ceniceros

et al. [8]). We thus compared the plots of tangent angle versus arclength for our solution

and theirs (at surface tension γ2 = 4 × 10−4) to see which angle, β∗ or β2, gave a better

fit for the ZST solution. We believe that Figures 9 and 10 show our calculated critical

angle β∗ to give a much better fit. We attribute the discrepancy in numerical values of

selected wedge angle to the ambiguity of ‘wedge angle’ for the non-idealised problem

in which the geometry changes smoothly from the local inner wedge to the curved

outer.

We also investigated the curvature of the wedge tip as blow-up is approached, which in

the idealised ZST solution varies as the inverse square-root of time to wedge formation.

The same self-similarity should also be found in the NZST calculations near blow-up

time for γ	 1, and this appears to be the case in the numerics of Nie & Tian [8] for

γ5 = 5 × 10−5. We first used our ZST solution to calculate the constants of proportionality

in the curvature law, both for our critical angle β∗ and for the critical angle β5 given

in Ceniceros et al. [8] for γ5. We then used the numerical results of Ceniceros et al. [8]

to estimate the constant of proportionality independently, and found this estimate to lie

almost exactly mid-way between the two values calculated for the two candidate critical

angles. Hence this evidence favours neither critical angle over the other. Overall, however,

we are satisfied that we have identified the correct critical angle.

We were also able to make some comparison between our analytical results over a

large range of N-values and the numerical small-γ solutions carried out by Ben Amar
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[3], and found our results to be very plausible as the ZST limit of the calculations carried

out there.

We also note that, since our selection criterion depends only on knowledge of the ZST

solution family, we expect it to provide the universal selection law, regardless of which

regularisation is imposed. Preliminary numerical calculations have been carried out on

the the Hele–Shaw suction problem subject to a kinetic undercooling regularisation at the

interface [35, 38]. Unfortunately these computations are not taken sufficiently far to be able

to observe wedge formation, and it would be very interesting to see more refined numerics

carried out, to see if wedge formation (with the same critical angle) is observed here also.

The Saffman–Taylor selection problem subject to a kinetic undercooling regularisation

has been studied by Chapman & King [10], and in the limit that the kinetic undercooling

regularisation goes to zero they again obtain the usual half-width finger, which may be

traced back to the coincident singularities in the ZST problem.

The work of this paper and many others [16, 17, 18, 19, 24] demonstrates the utility of

the P-K method in obtaining explicit analytical solutions to free boundary problems. Of

course, the free boundary evolution of our ZST solution family could have been obtained

numerically, probably much more easily than by the P-K method, and this is a frequent

criticism of the method. However then we would not have been able to study the solution

structure in the complex plane, and deduce the selection mechanism as we have done. For

selection problems of this kind, methods such as the P-K one, which allow us to obtain

analytical solutions, are extremely useful.

We mentioned in the Introduction the existence of similar numerical calculations carried

out by Nie & Tian [34] for the case of a multipole driving singularity in the pressure,

a situation for which one can also find explicit ZST solutions (though this problem

has more than three singular points, which means that the standard P-K technique is

not applicable, and the analysis is more complicated; see Craster [17] and Hoang &

Craster [24]). However, all but one of the computations of Nie & Tian [34] are for

O(1) surface tension, so comparison with the γ→ 0 limit cannot be made; and the one

computation made at small surface tension illustrates two fingers/wedges entering a

dipole (Figure 8 in Nie & Tian [34]), whereas an exact ZST solution can only be written

down for a single wedge entering a dipole. (Even could the relevant exact solution be

written down, comparison with the single figure in Nie & Tian [34] would be impossible,

since the local wedge geometry is strongly perturbed by the ‘global’ curvature of the free

boundary.)

Finally, in § 2 the asymmetric wedge-type solutions of Tu [48] were mentioned. It would

be an interesting (though computationally intensive) exercise to determine whether or not

these solutions can ever be ‘selected’ according to our criterion.
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Figure A 1. The four special cases not covered by the solution (3.23).

Appendix A The special cases

The formula (3.23) giving the conformal map to the fluid region is not valid when
1
2

+ 2
µ

= n ∈ �.6 As stated after (3.23) earlier, there are four such possible ZST solutions,

corresponding to the four cases in which the wedge angle in the air can be π/2 or 3π/2.

These configurations are indicated in figure A 1: µ = 4/3, N= 1 (Figure A 1(a)); and µ= 4,

with N= 1, 2 or 3 (Figures A 1(b), (c) and (d)). The correct expression for Z(ζ) valid on

|ζ|< 1 in these cases is provided by formula 15.3.14 in Abramowitz & Stegun [1]:

Z(ζ) = A∞e
iπ
N ζ− 1

N

{
Γ

(
1 + 2

N

)
(−ζ) 1

N
+ n

2 + 1
4

Γ
(

1
N

+ n
2

+ 1
4

)
Γ

(
1
N

+ n
2

+ 3
4

)
×

∞∑
k=0

(
1
N

− n
2

− 1
4

)
k+n

(
− 1
N

− n
2

+ 1
4

)
k+n

k!(k + n)!
ζk ×

[
− log(−ζ) + ψ(1 + n+ k)

+ψ(1 + k) − ψ

(
1

N
+
n

2
+

1

4
+ k

)
− ψ

(
1

N
− n

2
+

3

4
− k

)]

+ (−ζ)
1
N

− n
2

+
1
4

Γ
(
1 + 2

N

)
Γ

(
1
N

+ n
2

+ 1
4

) n−1∑
k=0

Γ (n− k)
(

1
N

− n
2

+ 1
4

)
k

k!Γ
(

1
N

+ n
2

+ 3
4

− k
)

}
(A 1)

6 This corresponds to a special case in the Frobenius method of finding solutions to the ODE

(3.19) (or (3.16)).
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where A∞ is as given in (3.22),

(a)k ≡ a(a+ 1) . . . (a+ k − 1),

and ψ(z) = d[log(Γ (z))]/dz (the logarithmic derivative of the Gamma function, also known

as Euler’s psi function; see Abramowitz & Stegun [1] or Gradshteyn & Ryzhik [22]).

Unfortunately, expression (A 1) does not appear to simplify to a closed form.
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