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Multirelational semantics are well suited to reasoning about programs involving two kinds

of non-determinism. This paper lays the categorical foundations for an algebraic calculus of

multirelations.

1. Introduction

Multirelations (Rewitzky 2003; Martin et al. 2007) provide a mathematical framework for

reasoning about processes involving two kinds of non-determinism, such as user/client

interactions, communication protocols and two-player games. This paper lays the found-

ations for an algebraic calculus of multirelations within the setting of allegories (Freyd

and Ščedrov 1993). Formal category-theoretic definitions are given for multirelations and

their operators, and fundamental algebraic laws are formulated and proved. This provides

a solid foundation for further work, both in the theory of multirelations and for the

derivation of algorithms for applications.

Multirelations are set-valued relations that satisfy an upclosure condition. Originally

introduced in Rewitzky (2003), they are equivalent in expressive power to monotonic pre-

dicate transformers, which are total functions on predicates that preserve the implication

ordering. Predicate transformers model programs backwards, mapping postconditions on

the output to weakest preconditions on the input, but the multirelational model is a little

more intuitive because programs are modelled forwards, that is, from input to output.

The trade-off is a loss of simplicity since relations are more unwieldy than total functions,

and the composition operator of multirelations is quite cumbersome.

This paper simplifies the set-theoretic multirelational model by taking a more abstract

view with a clean and simple formalism for calculation. To that end, we focus here on

the algebraic theory of binary multirelations. For applications of multirelations, see our

previous work Martin et al. (2007) and Martin and Curtis (2006).

1.1. Outline of paper

In Section 2, we give a brief history of multirelations and related models, and in Section 3

we briefly recap the standard theory of order-enriched categories and allegories, which

we will need in Section 4 to place multirelations in an allegorical setting. In Sections 5

and 6, we discuss the relationship of the multirelational model to other models of program

transformation, and in Section 7, we summarise the work in this paper and indicate some
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future directions for research into multirelations. The proofs not given in the main sections

are collected together in an appendix.

2. History and background

The work in this paper draws on the theory of both relations and predicate transformers,

the relevant background for which is summarised in this section. We also give a short

account of the work that has already been carried out on multirelations, and discuss other

models of non-determinism.

2.1. Relations

The study of relations goes back to the nineteenth century (de Morgan 1856), but it

intensified in the mid-twentieth century when Tarski (1941) suggested two relational

models: one being set-theoretic and the other a point-free axiomatic approach. More

recently, Maddux (1996) surveyed existing relational theory and set out algebraic laws

for the standard relational program semantics, where relations describe the connections

between a program’s input values and its corresponding output values for terminating

computations.

Since Tarksi’s work, relational methods have been used for a wide range of applications

in computer science. One body of work of particular interest for this paper is the

categorical calculus of relations for the derivation of functional programs described in

Bird and de Moor (1997). This calculus is based on the concept of an allegory (a specialised

kind of category with additional relational-style operators) as introduced in Freyd and

Ščedrov (1993), but also includes concepts from functional programming, such as sums,

products, and iterations like map and fold. Such constructs are not part of traditional

relational algebra, but are used in Bird and de Moor’s calculus to describe structured

computations over inductive datatypes. Another strength of this approach lies in the use

of a point-free style of reasoning, which avoids bound variables and quantifications, and

is well suited to mechanisation.

A similar calculus of relations for program development was developed independently

in Backhouse et al. (1991), but the approach was more lattice theoretic than categorical,

and consequently less influential on the algebraic approach adopted in this paper.

2.2. Predicate transformers

Dijkstra (Dijkstra 1975) invented predicate transformers to give a non-operational

semantics of an imperative programming language, building on previous work on program

correctness logic (Floyd 1967; Hoare 1969). Predicate transformers are functions taking

predicates as input and producing predicates as output, but not all are suitable for

representing programs. Predicate transformers are probably best known for modelling

Dijkstra’s weakest precondition semantics, which can be described as follows: given a

program S acting on input values of a source type X and producing output values of

a target type Y , and a predicate ψ on Y , the predicate wp(S, ψ) is called the weakest
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precondition of S with respect to postcondition ψ. That is, wp(S, ψ) is the weakest

predicate such that when satisfied initially, the program S is guaranteed to terminate

in a state satisfying ψ. Here the function wp(S, ) is a predicate transformer of type

�Y → �X (representing predicates as sets of values), returning a weakest precondition

for any given postcondition. Dijkstra also formulated a set of healthiness conditions for

predicate transformers, which ensure that they model feasible programs.

From a mathematical perspective, predicate transformers can be described using

topological constructs: Plotkin (1979) showed that predicate transformers are elements

of the powerdomains of Smyth (1983). Furthermore, Smyth’s work helped to shed light

on computational concepts: when predicate transformers are expressed topologically,

applying Stone duality (Stone 1936) results in an isomorphism between predicate trans-

former semantics (a form of denotational semantics) and state transformer semantics.

More generally, Abramsky had the insight to show that Stone-style dualities exist between

denotational semantics and axiomatic program logics (Abramsky 1991) – this is an

overarching idea in theoretical computer science that weaves together many different

threads in program semantics.

The theory of predicate transformers was further developed by a number of researchers

(Back and von Wright 1998; Morgan 1994; Morgan et al. 1994; Morris 1987) to include all

total functions that are monotonic with respect to the implication ordering on predicates.

This meant that predicate transformers could be used to model not just programs, but also

their specifications, thereby facilitating the calculation of programs from specifications in

a language known as the refinement calculus.

The algebraic properties of predicate transformers have been studied in depth in Back

and von Wright (1998), which described some of the lattice theoretic properties of the

category of predicate transformers and its subcategories. An algebraic construction of

predicate transformers was given in Gardiner et al. (1994), where it was shown that the

category of predicate transformers is related to the category of relations in precisely

the same way that the category of relations is related to that of total functions. This

relationship was expressed in terms of a unique factorisation property, and that result is

reproduced in this paper in the context of multirelations, along with some of the lattice

theoretic results from Back and von Wright (1998) – we do this because the setting of

allegories is more general and the proofs more succint.

2.3. Multirelations

Multirelations were introduced in Rewitzky (2003) to provide a relational model for

programs and specifications that may exhibit both angelic and demonic non-determinism.

This model relates input values to predicates on output values: in set-theoretic terms, a

multirelation m with source X and target Y is a subset of the cartesian product X × �Y .

The statement x m post, which can also be written as (x, post) ∈ m, can be interpreted as

follows: given x as an input, m can be guaranteed to terminate with some output value

v ∈ post, where post is a subset of the type Y representing a predicate.

There is an upclosure condition on multirelations corresponding to the monotonicity

property of predicate transformers: if a postcondition post can be guaranteed, then weaker
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predicates should be guaranteed too. So for all x ∈ X and post, post′ ∈ �Y , we have

x m post ∧ (post ⊆ post′) ⇒ x m post′.

The type of all upclosed multirelations from X to Y will be denoted by X � Y .

Whilst standard relational program semantics can capture only one kind of non-

determinism, multirelations can model choices made by two ‘agents’, who are often

referred to as the angel and demon. The interpretation of multirelations is as follows:

if input x is related by m to several postconditions, then the first agent chooses which

postcondition post to guarantee, and the second agent chooses an output value from post.

Whilst the choice of which agent is the angel and which the demon can be made either

way, resulting in two possible dual interpretations of multirelations, we find it convenient

to have multirelations relate input values to guarantees so that the angelic agent chooses

which guarantee is true of a multirelation’s output, and the demonic agent chooses the

actual output value. Thus the angelic choice of two multirelations m, n : X � Y is defined

to be the (relational) union m ∪ n : X � Y , and the demonic choice is their intersection

m ∩ n : X � Y .

Example 2.1. Consider a confectionery vending machine that on input of a single coin

dispenses either a chocolate bar, a packet of toffees or a lollipop. A customer purchase

can be represented by a multirelation of type PAYMENT � CONFECTIONERY, where

PAYMENT = {coin} and CONFECTIONERY = {choc, toffees, lollipop}. Let us now look

at several multirelations of this type of machine, considering the customer as the angel.

The vending machine V1 is fully-stocked and has three selection buttons for the options

so that the customer can (angelically) choose what is dispensed:

V1 = {(coin, P ) | choc ∈ P ∨ toffees ∈ P ∨ lollipop ∈ P },

where P ∈ �{choc, toffees, lollipop} since V1 : PAYMENT � CONFECTIONERY. In

particular, (coin, {choc}) ∈ V1, so a customer preferring a chocolate bar can angelically

choose the predicate {choc}, leaving the demon no choice. Other predicates that a customer

can guarantee include {toffees} and {toffees, lollipop}.

V2 is similar to V1, but is presently out of stock of the chocolate bars:

V2 = {(coin, P ) | toffees ∈ P ∨ lollipop ∈ P }.

The machine V3 is fully stocked but less helpful, as it only has two buttons. If the customer

presses the first button then a chocolate bar will be dispensed, and pressing the other

button results in either a packet of toffees or a lollipop being dispensed, at the machine’s

(demonic) choice:

V3 = {(coin, P ) | choc ∈ P ∨ {toffees, lollipop} ⊆ P }

Finally, this vending machine V4 has a single dispensing button, and the customer will

receive whatever the machine chooses to vend:

V4 = { (coin, {choc, toffees, lollipop}) }
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More details of set-theoretic multirelational program semantics can be found in Martin

et al. (2007) and Martin and Curtis (2006), along with examples of multirelation

applications in a broad range of areas, including voting schemes, games and resource

sharing protocols.

Monotonic predicate transformers are mathematically equivalent to upclosed multire-

lations; this duality is shown in Rewitzky (2003) and Düntsch et al. (2010). The main

difference between the models is that unlike predicate transformers, multirelations model

programs in a forwards direction, that is, from input to output. This may offer a small

intuitive advantage when it comes to maniplating multirelations for program development.

Another advantage of multirelations is that, unlike predicate transformers, there is no

separate command language in which to express programs.

Further development of multirelational theory towards a more algebraic style of

reasoning can be found in Martin and Curtis (2006) and Martin and Curtis (2010), where

the similarities between functions, relations and multirelations have been used to extend

standard constructs from functional and relational program semantics to multirelations.

In particular, sums, products and operators over inductive datatypes such as map and fold

have been extended to multirelations in a canonical way.

2.4. Other choice models

Work on dual non-determinism has not been confined to the models discussed above. Both

predicate transformers and multirelations are also mathematically equivalent to another

model known as choice semantics (Back and von Wright 1998). For a program with input

values of type X and output values of type Y , its predicate transformer representation

will have type �Y → �X, and its multirelation representation will have type X � Y

(that is, X × �Y ), but the choice semantics uses a set-valued function of type X → ��Y ,

which corresponds to the power transpose of the program’s multirelation. Whilst the

multifunctions of the choice semantics model, like multirelations, describe programs in a

forwards direction, multirelations have a simpler algebra because relations are generally

considered easier to manipulate than set-valued functions. For more discussion of choice

semantics and its equivalence to other semantic models, see Section 6.3.

Naumann (1998) explored the relationship between categories of relations and predicate

transformers (which had already been described in Gardiner et al. (1994)) using power

allegory concepts applied to the base category of monotonic functions between posets.

Subsequently, the category of ideal relations (not itself an allegory) was used to provide

a relational semantics based on predicate transformers (Naumann 2001). This algebraic

approach incorporates higher-order functions as well as dual non-determinism.

Morris and Tyrrell (2008a) developed a general theory of dual non-determinism

incorporating specifications, programs and refinement. Their model is based on terms

(which they define to be expressions without side-effects) extended to incorporate both

angelic and demonic non-determinism so that functions return values of non-deterministic

type. Terms can also be λ-abstractions, which enables the modelling of higher-order

functions. Morris and Tyrrell provide axioms and a denotational model, capturing the

(unbounded) non-determinism with the use of free completely distributive lattices (FCD)

over partially ordered sets. Thus, for X,Y types of terms, each incorporating a suitable
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poset, their model uses non-deterministic functions of type X → FCD(Y ). Also, subsequent

work (Morris and Tyrrell 2008b) sought to unify various models of dual non-determinism

incorporating higher-order functions, showing that models using predicate transformers,

binary multirelations, state transformers and free lattices over a poset are isomorphic.

One contribution of their work that is relevant to multirelations was the definition of a

set-theoretic multirelational model including higher-order functions.

3. Mathematical foundations

This section covers the standard theory of order-enriched categories and allegories, which

we will need to use to model multirelations. Familiarity with basic categorical concepts

will be assumed – see, for example, Barr and Wells (1990) for reference.

We begin by describing order-enriched categories, and then focus on allegories, specific-

ally power allegories, which are our setting for multirelations. The laws in this section are

not exhaustive, but are sufficient for the proofs in this paper.

3.1. Order-enriched categories

In several categorical models of program semantics, including multirelations, the arrows

of categories are used to model programs and/or specifications, and the objects of the

categories represent types. Such categories typically have an ordering on arrows to describe

when one program is a refinement of another.

Definition 3.1. An order-enriched category (C,⊆
C
) is a category C with an additional

partial ordering ⊆
C

on the arrows in its homsets, with respect to which composition is

monotonic, that is, for any arrows r, t : W → X and s, u : X → Y ,

(r ⊆ t ∧ s ⊆ u) ⇒ (r ; s ⊆ t ; u)

As in the above, we will usually omit the subscript from ⊆
C
, if the ordering to which it

refers is clear from the context.

Example 3.2. The category of relations (Rel, ⊆) has as objects the class of all sets, and

its arrows are all relations, which we will write in the form r : X ↔ Y . Its composition

operator is the standard relational composition, the identity arrow idX for each object X

is the identity function on the set X and the order on arrows is subset inclusion ⊆.

Example 3.3. The category of monotonic predicate transformers (Tran, �) has as objects

the class of all sets, and its arrows from X to Y are all total functions of the form

p : �Y → �X that are monotonic in the sense that for all U,V : �Y ,

U ⊆ V ⇒ pU ⊆ pV .

Instead of p : �Y → �X, we will write p : X → Y for predicate transformer arrows, as

in Back and von Wright (1998). The identity arrow idX for each object X is the identity

function on the set �X and composition is standard functional composition. The order

on arrows is pointwise inclusion, denoted here by �.

Example 3.4. The category of upclosed multirelations (Mul,⊆) has as objects the class of all

sets, and its arrows are the upclosed multirelations. The composition of two multirelations
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m : X � Y and n : Y � Z is denoted by m o
9n : X � Z , where for all x ∈ X and U ∈ �Z ,

x (m o
9 n) U ⇔ (∃V : x m V : (∀y : y ∈ V : y n U)).

Translating this into words, given input value x, the angel can guarantee that m o
9 n will

output a value that satisfies U if he can ensure that m will establish some postcondition

V such that n must establish U given any value in V . The identity arrow for each object

X is the membership relation ∈
X

and the order on arrows is subset inclusion ⊆.

Examples 3.2–3.4 are all order-enriched categories that are set-theoretic versions of

abstract categories that will be discussed thoroughly later.

3.1.1. Maps.

Definition 3.5. An arrow f : X → Y in an order-enriched category is a map if and only

if it has a right adjoint f∗ that is an arrow f∗ : Y → X such that both of the following

properties hold:

id
X

⊆ f ; f∗ (3.5a)

f∗ ; f ⊆ id
Y
. (3.5b)

In this paper, we will use the symbol f to denote a map, and will refer to its right adjoint

f∗ as a comap. The maps in a category form a subcategory, and it is immediate from the

following laws that each map uniquely determines its comap and vice versa.

Laws 3.6. We have,

r ; f ⊆ s ≡ r ⊆ s ; f∗ (3.6a)

r ⊆ f ; s ≡ f∗ ; r ⊆ s. (3.6b)

These are known as the shunting laws for maps.

Example 3.7. In Rel, the category of relations, the maps are the total functions, and the

comap of a function is its relational converse. To see that a function f is a map, we

can take the relationship x f y to mean that f(x) = y, and then note that from the two

defining properties of maps, property (3.5a) ensures that f is total and (3.5b) ensures that

for any x, there is at most one y such that x f y. The subcategory of maps in Rel will be

referred to as Fun.

Example 3.8. In Mul, the category of (upclosed) multirelations, an arrow m : X � Y is a

map if and only if for all x : X and Z : ��Y ,

x m
(⋂

Z
)

≡ (∀Y : Y ∈ Z : x m Y ).

Informally, a map is a multirelation that does not involve any angelic choice, such as the

vending machine V4 in Example 2.1. In contrast, an arrow m : X � Y is a comap if and

only if for all x : X and Z : ��Y ,

x m
(⋃

Z
)

≡ (∃Y : Y ∈ Z : x m Y ).
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Informally, a comap is a multirelation where the angel has complete control over the

choices made. For example, vending machines V1 and V2 of Example 2.1 are comaps, but

V3 and V4 are not because they involve demonic choice to some extent.

3.1.2. Meets and joins. The concepts of meet and join will be used to model demonic and

angelic non-determinism respectively. Their defining axioms are stated below, together

with some useful properties.

Definition 3.9. The arrows of an order-enriched category (C,⊆) have binary meets if for

all arrows r, s : X → Y in C, there exists an arrow r ∩ s : X → Y such that for all

q : X → Y ,

q ⊆ r ∩ s ≡ (q ⊆ r) ∧ (q ⊆ s).

If such meets exist, the following laws can be deduced from the above definition.

Laws 3.10.

r ; (s ∩ t) ⊆ (r ; s) ∩ (r ; t) (3.10a)

(s ∩ t) ; r ⊆ (s ; r) ∩ (t ; r) (3.10b)

f ; (s ∩ t) = (f ; s) ∩ (f ; t) (3.10c)

(s ∩ t) ; f∗ = (s ; f∗) ∩ (t ; f∗). (3.10d)

Example 3.11. In Mul, the meet of two multirelations m, n : X � Y is their intersection

m ∩ n, which is also their demonic choice.

Definition 3.12. The arrows of an order-enriched category (C,⊆) have binary joins if for

all arrows r, s : X → Y in C, there exists an arrow r ∪ s : X → Y such that for all

q : X → Y ,

r ∪ s ⊆ q ≡ (r ⊆ q) ∧ (s ⊆ q).

Laws 3.13.

(r ; s) ∪ (r ; t) ⊆ r ; (s ∪ t) (3.13a)

(s ; r) ∪ (t ; r) ⊆ (s ∪ t) ; r (3.13b)

(s ∪ t) ; f = (s ; f) ∪ (t ; f) (3.13c)

f∗ ; (s ∪ t) = (f∗ ; s) ∪ (f∗ ; t). (3.13d)

Example 3.14. In Mul, the join of two multirelations m, n : X � Y is their union m ∪ n,

which is also their angelic choice.

3.1.3. Division. Division operators are useful for reasoning about universal quantification

in a point-free manner. The following left and right division operators are dual to each

other.
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Definition 3.15. An order-enriched category (C,⊆) has left division if, for each pair of

arrows r : X → Z and s : X → Y in C with common source, there exists an arrow

s\r : Y → Z such that for all t : Y → Z ,

t ⊆ s\r ≡ s ; t ⊆ r.

Definition 3.16. An order-enriched category (C,⊆) has right division if, for each pair of

arrows r : X → Z and t : Y → Z in C with common target, there exists an arrow

r/t : X → Y such that for all s : X → Y ,

s ⊆ r/t ≡ s ; t ⊆ r.

Example 3.17. The category of relations Rel has both left and right division. The set-

theoretic interpretation of these operators is as follows:

x (s\r) y ≡ (∀z : z s x ⇒ z r y)

x (r/t) y ≡ (∀z : y t z ⇒ x r z).

For example, for the set membership relation ∈
X
: X ↔ �X, the arrow ∈

X
\∈

X
is the subset

relation ⊆
X
: �X ↔ �X, and, similarly, �

X
/�

X
is the superset relation ⊇

X
, where �

X

denotes the converse of ∈
X
.

Some useful laws of left division are given below – the symmetrical laws involving right

division are omitted.

Laws 3.18 (left division).

r ⊆ q ⇒ (s\r) ⊆ (s\q) (3.18a)

w ⊆ s ⇒ (s\r) ⊆ (w\r) (3.18b)

s ; (s\r) ⊆ r (3.18c)

t ⊆ s\(s ; t) (3.18d)

id ⊆ r\r (3.18e)

id\r = r (3.18f)

(s ; t)\r = t\(s\r) (3.18g)

r ; (r\r) = r (3.18h)

s\(r/t) = (s\r)/t (3.18i)

r ⊆ (s/r)\s (3.18j)

(r\s) ; t ⊆ r\(s ; t) (3.18k)

(r\s) ; (s\t) ⊆ r\t (3.18l)

f ; (r\s) = (r ; f∗)\s (3.18m)

(r\s) ; f∗ = r\(s ; f∗) (3.18n)

f; r = f∗\r. (3.18o)
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3.2. Allegories

In this section we introduce power allegories, which contain all the axioms needed to define

point-free multirelations. A power allegory is an order-enriched category with meets, joins

and division, together with some additional operators and axioms. We will start with the

basic definition of an allegory.

Definition 3.19. An allegory A is an order-enriched category (A,⊆
A
) with binary meets

given by ∩
A

as in Definition 3.9, and an additional operator ◦
A , as follows: for each arrow

r : X → Y there is a converse arrow r◦ : Y → X such that for all

s : X → Y

t : Y → Z

u : X → Z

we have

(r◦)◦ = r (3.19a)

r ⊆ s ≡ r◦ ⊆ s◦ (3.19b)

(r ; t)◦ = t◦ ; r◦ (3.19c)

(r; t) ∩ u ⊆ (r ∩ (u; t◦)); t (modular law). (3.19d)

Again, we will usually omit the subscripts from ⊆
A
, ∩

A
and ◦

A , where the allegory to which

they belong is clear from the context.

The following additional properties of ∩ and converse are easy to derive from the

axioms of an allegory.

Laws 3.20 (Freyd and Ščedrov 1993).

(r ∩ s)◦ = r◦ ∩ s◦ (3.20a)

id◦ = id. (3.20b)

The concept of an allegory is in general intended to model sets and relations in the

same kind of way that categories model sets and functions. Thus we have the following

archetypal example of an allegory.

Example 3.21. The category of relations Rel is an allegory, where its partial ordering on

arrows is subset inclusion ⊆, the meet of two arrows is their intersection and converse is

relational converse.

In an allegory, the relationship between maps and comaps is easily described as follows.

Lemma 3.22 (Johnstone 2002). In an allegory, the right adjoint (comap) of a map f is

necessarily f◦. The maps in an allegory are discretely ordered, that is, f ⊆ g implies f = g.

Lemma 3.23 (Freyd and Ščedrov 1993). The maps of an allegory A may also be referred

to as function arrows, and these form a wide subcategory of A, which is to say that the
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subcategory has the same collection of objects as A. This category of functions will be

denoted by Fun(A).

Example 3.24. For the allegory Rel, we have Fun(Rel) = Fun, the category of sets and

total functions.

The operators of an allegory are insufficient for modelling two kinds of non-determinism

since joins are needed as well as meets. For this, we use a distributive allegory, where

arrows with the same source and target form a distributive lattice.

Definition 3.25. A distributive allegory A is an allegory with binary joins given by ∪
A

(which we will abbreviate by ∪) as in Definition 3.12, and a family of nullary operators

�
X,Y

: X → Y (which we will abbreviate by �) such that for every pair of objects and

every arrow r : X → Y ,

� ⊆ r (3.25a)

r ; � = � = � ; r. (3.25b)

In addition, for all arrows p : W → X and q, r, s : X → Y , the following laws must hold:

p ; (r ∪ s) = p ; r ∪ p ; s (3.25c)

q ∩ (r ∪ s) = (q ∩ r) ∪ (q ∩ s). (3.25d)

The following further properties of ∪ and composition are easy to derive from the

axioms of a distributive allegory.

Laws 3.26 (Freyd and Ščedrov 1993).

(r ∪ s)◦ = r◦ ∪ s◦ (3.26a)

(s ∪ t) ; r = (s ; r) ∪ (t ; r). (3.26b)

The left division operator will also be required in the definition of multirelations, so we

need the following kind of allegory.

Definition 3.27. A division allegory A is a distributive allegory with left division given by

\
A

(which we will abbreviate by \), as in Definition 3.15.

Note that a division allegory A also has right division /
A
, as in Definition 3.16, as the

first of the following laws shows.

Laws 3.28 (Freyd and Ščedrov 1993).

r/s = (s◦\r◦)◦ (3.28a)

(r ∪ s)\t = (r\t) ∩ (s\t). (3.28b)

All of the remaining concepts we will need for defining multirelations, namely mem-

bership, powersets and power transpose, are provided by power allegories.
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Definition 3.29. A power allegory A is a division allegory such that there is:

— for each object X in A, an object PX in A called the power-object of X;

— a power transpose function Λ that, for each arrow r : X → Y in A, returns a function

arrow Λr : X → PY in A;

— for each object X in A, a membership arrow �
X
: PX → X.

They must also satisfy the following universal property, which defines them up to

isomorphism:

(f = Λr) ≡ (f ; � = r). (3.29a)

The converse of � is denoted by ∈.

Example 3.30. The allegory Rel is also a power allegory, where the join of two arrows

is their union, division is given as in Example 3.17, the power object PX of a set X is

its powerset �X, its ∈ is the usual set membership and the power transpose function as

applied to a relation r is defined by Λr(x) = {x | x r y}.

There are many useful laws concerning ∈, Λ and other allegory operators, and they

are all straightforwardly derivable from power allegory axioms. Those we will need in the

proofs are as follows.

Laws 3.31.

id ⊆ Λr ; (Λr)◦ (3.31a)

(Λr)◦ ; Λr ⊆ id (3.31b)

Λr ; � = r (3.31c)

∈ ; (Λr)◦ = r◦ (3.31d)

Λ(r◦) ⊆ r\∈ (3.31e)

Λ(f ; �) = f (3.31f)

Λ(f ; r) = f ; Λr (3.31g)

Λ � = id (3.31h)

Λr ; (∈\s) = r◦\s (3.31i)

(r\∈) ; (∈\s) = r\s (3.31j)

∈ ; (∈\r) = r (3.31k)

(�/r)\� = r. (3.31l)

The operators of a power allegory can be used to give point-free definitions of some

concepts that will be useful for multirelations.

Definition 3.32. For each object Y in a power allegory, the arrow η
Y

: Y → PY is defined

by η= Λid.
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Definition 3.33. For each object Y in a power allegory, the arrow �
Y
: PY → PY is defined

by

�
Y

=∈
Y
\∈

Y
.

The converse of � is denoted by �.

Note that we use the symbol � to distinguish the arrow � from the ordering ⊆
that compares arrows within the homsets of a power allegory. In the power allegory

Rel, these are the same subset inclusion ordering, but for more general allegories this is

not necessarily the case. An example where � is different is given in Section 4.1 after

Lemma 4.15.

Definition 3.34 (Bird and de Moor 1997). The existential image functor E : A → Fun(A)

is defined by

Er = Λ(� ; r).

Definition 3.35. For each object Y in a power allegory, the arrow ∪
Y

: PPY → PY is

defined by

∪
Y

= Λ(�
PY

; �
Y
).

Definition 3.36. For each object Y in a power allegory, the arrow ∩
Y

: PPY → PY is

defined by

∩
Y

= Λ(∈
PY

\�
Y
).

In Rel, ∪ and ∩ represent generalised union and intersection, as suggested by the

symbols, but this is not true for allegories in general. Some additional laws concerning

the above operators are as follows.

Laws 3.37.

η ; � = id (3.37a)

� ; (Λr◦)◦ =∈\ r (3.37b)

Λr ; ∩ ; � = (∈/ r)\∈ . (3.37c)

4. Multirelations

We are now in a position to introduce a categorical definition of multirelations, and

will do so by characterising the arrows in a power allegory that have the upclosure

property. The resulting point-free definition of multirelations will result in easier algebraic

manipulations than are possible using the previous set-theoretic definition.

Definition 4.1. A multirelation m : X � Y is an arrow m : X → PY in a power allegory

such that

m ; �
Y

= m (upclosure property).
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One of the simplest examples of a multirelation is the identity, as in the following

example.

Example 4.2. The identity multirelation is ∈
X

for each object X. In set-theoretic terms, for

any input x, we have x ∈ {x}, so the angel can always choose the predicate represented

by {x}, which outputs x. Note also that property (3.31k) ensures that ∈
X

satisfies the

upclosure property of multirelations.

Sequential composition of multirelations is defined as follows.

Definition 4.3. For any two multirelations m : X � Y and n : Y � Z , their composition

is denoted by m o
9 n : X � Z and defined by

m o
9 n = m ; (∈\n)

The following lemma ensures that this definition is feasible.

Lemma 4.4. For any two multirelations m : X � Y and n : Y � Z , it is also the case

that m o
9 n is an (upclosed) multirelation.

Note that the above definition corresponds to the set-theoretic definition of composition

(see Example 3.4) when the chosen power allegory is Rel: to see this equivalence, we can

expand ∈\n using the definition of division in Rel (see Example 3.17). There is also the

following alternative (and equivalent) definition of multirelational composition involving

power transpose.

Law 4.5. m o
9 n = m ; (Λ(n◦))◦.

Having defined multirelations and their composition operator, we can now construct a

category of multirelations.

Lemma 4.6. The collection of objects in a power allegory A form an order-enriched

category of multirelations (Mul(A),⊆
A
), where the arrows are the multirelations and

composition is o
9 (as in Definition 4.3) with identity ∈

X
for each object X.

The following proof of this lemma is given to illustrate a calculation using the algebra

of multirelations in a point-free style.

Proof. By Lemma 4.4 (which is proved in the appendix), multirelational composition

preserves upclosure and is monotonic with respect to ⊆ by the monotonicity of (\) (3.18a)

and ( ; ). Associativity of (o
9) is proved as follows.

By the definition of o
9 (4.3) and alternative definition (4.5),

(r o
9 s) o

9 t = r o
9 (s o

9 t)

is equivalent to

(r ; (∈ \s)) ; (Λ(t◦))◦) = r ; (∈ \(s ; (Λ(t◦))◦)),

and this is true by the property of \ and functions (3.18n) together with the associativity

of ;.
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Finally, to prove ∈ is the identity for composition, we have

r o
9 ∈ = r ; (∈\∈) (definition of composition (4.3))

= r (definition of � (3.33); r is a multirelation (4.1))

= ∈ ; (∈\r) (property of \ and ∈ (3.31k))

= ∈ o
9 r. (definition of composition (4.3))

Note that although Mul(A) is a category situated within the power allegory A, it is not

a subcategory of A since it does not use the same composition operator. It does, however,

have the same ordering relation and meet and join operators as A, the latter representing

demonic and angelic choices, respectively, just as they do for set-theoretic multirelations.

Lemma 4.7. The order-enriched category Mul(A) has binary meets given by ∩ and binary

joins given by ∪.

Note that in Mul(A), the laws describing the right-distribution of composition over

meets (3.10b) and joins (3.13b) take the stronger form of equalities as follows.

Laws 4.8.

(n ∩ v) o
9 m = (n o

9 m) ∩ (v o
9 m) (4.8a)

(n ∪ v) o
9 m = (n o

9 v) ∪ (n o
9 v). (4.8b)

4.1. Lifting relations to multirelations

Although the traditional relational calculus can only model one kind of non-determinism

at once, and cannot distinguish between angelic and demonic choice, relations can be

mapped to multirelations in two different ways to model either angelic or demonic

non-determinism. Both mappings can be useful in multirelational specifications.

In this section we will introduce these mappings in the context of allegories, and examine

their algebraic properties. More specifically, for an arrow r in a power allegory A, we will

define multirelations:

— 〈r〉, which is the angelic lifting of r; and

— [r], which is the demonic lifting.

To see why these operators are useful in specifications, consider a two-player game,

with the angelic player versus the demonic player, and a relation move : State ↔ State

describing the possible changes of game state when a player makes a move. Then 〈move〉
describes the multirelation corresponding to a move of the angelic player, and [move]

describes the move of the demonic player.

The algebraic definitions of both the angelic and demonic liftings are given below,

together with some of their properties and laws.
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4.1.1. Angelic lifting. We begin by motivating the definition of angelic lifting in the set-

theoretic context. If r : X ↔ Y in Rel, and x is some input value in X, then whenever

x r y, the multirelation 〈r〉 should allow the angel to choose {y} as a guarantee, given

input x, to reflect the fact that the angel can choose to output y; there will also be weaker

guarantees because of the upclosure property. Thus we have the following definition.

Definition 4.9. For any arrow r : X → Y in a power allegory A, its angelic lifting

〈r〉 : X � Y in Mul(A) is given by

〈r〉 = r ; ∈ .

Law 4.12a below shows that the angelic lifting operator does indeed produce a

multirelation. This lifting operator corresponds to the angelic update given by Back

and von Wright (1998). Intuitively, this is because, for a set-theoretic relation r, the angel

can ensure that the angelic lifting 〈r〉 guarantees postcondition B ⊆ Y from initial state

x ∈ X if and only if there is a value y ∈ B such that x r y.

Example 4.10. Recall the vending machine V1 of Example 2.1, which allows an angelic

customer to choose freely between chocolate, toffees or a lollipop. We now define a

relation choose : PAYMENT ↔ CONFECTIONERY in the allegory Rel by

choose = {coin} × {choc, toffees, lollipop}.

This means the vending machine V1 is 〈choose〉. In particular, note that the predicates

that the customer can choose from include {choc}, {toffees} and {lollipop}, corresponding

to the three choices that the customer can angelically choose between.

The vending machine V2 of Example 2.1 also turns out to be an angelic lifting (of the

relation {coin} × {toffees, lollipop}), but V3 and V4 are not.

In general, angelic liftings of ordinary set-theoretic relations produce multirelations that

are angelic, that is, where the angel has all the control over the output value and need

not offer the demon any choice whatsoever. However, the following example shows an

exception.

Example 4.11. The family of nullary operators �
X,Y

: X → Y in an allegory A angelically

lifts to a family of arrows in Mul(A) called abort
X,Y

: X � Y . By law (3.25b), together

with Definition 4.9, abort = 〈�〉 = �.

However, the multirelation abort is not considered to be angelic in Rel because the

angel cannot guarantee anything as a result of this process.

Some laws of the angelic lifting operator are listed below for the category A. In these

laws, r and s denote arrows in A, and m, n denote arrows in Mul(A) (which are also arrows

in A by Definition 4.1).

Laws 4.12.

〈r〉 ; � = 〈r〉 (upclosure) (4.12a)

〈m o
9 n〉 ⊆ m o

9 〈n〉 (4.12b)
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〈r〉 o
9 m = r ;m (4.12c)

r ; 〈s〉 = 〈r ; s〉 (4.12d)

〈id〉 = ∈ (identity-preserving) (4.12e)

〈r ; s〉 = 〈r〉 o
9 〈s〉 (composition-preserving) (4.12f)

r ⊆ s ⇒ 〈r〉 ⊆ 〈s〉 (monotonicity) (4.12g)

〈r ∪ s〉 = 〈r〉 ∪ 〈s〉 (join-preserving). (4.12h)

One immediate consequence of the above laws is that the lifting operator is a functor.

Lemma 4.13. 〈 〉 : A → Mul(A) is a monotonic functor.

We can also give a formal point-free characterisation of the multirelations that are

angelic liftings.

Lemma 4.14. A multirelation m : X � Y in a power allegory is an angelic lifting if and

only if

m ; ∪◦
= m ; ∈ .

Rewitzky (2003) described such multirelations as total and completely additive. We will

now discuss the properties of angelic liftings in a set-theoretic context to illustrate the

above lemma.

In Rel, a strongest postcondition of a multirelation is defined as follows. For m : X � Y ,

a subset V of Y is a strongest postcondition of m with respect to x if xmV , and whenever

W is another subset of Y such that xmW , then W �⊂ V . Thus, given a relation r : X ↔ Y ,

if x r y, then {y} is a strongest postcondition of 〈r〉 with respect to x. Hence, when all

the strongest postconditions of a multirelation m : X � Y are of the form {y} for some

y ∈ Y , the multirelation m can be described as angelic since the angel need not offer the

demon any choice whatsoever. One way of expressing this property is to say that for all

Z : ��Y ,

x m
(⋃

Z
)

≡ (∃Y : Y ∈ Z : x m Y ).

This equivalence is the set-theoretic version of the equation in Lemma 4.14.

Given that angelic liftings only model one type of choice, it is unsurprising that they

are equivalent to arrows in the original allegory.

Lemma 4.15. The angelic liftings in (Mul(A),⊆
A
) form a subcategory, which will be

denoted by (Ang(A),⊆
A
), and there is an order-isomorphism of categories A ∼= Ang(A).

Since A is a power allegory, the order-enriched category Ang(A) must also be a power

allegory, so it must have meets and joins. The join operator for Ang(A) is the same as for

A, that is,

∪
Ang(A)

= ∪
A
,
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by property (4.12h). However, Ang(A) is not closed under ∩
A
; its meet operator ∩

Ang(A)

turns out to be

m ∩
Ang(A)

n = (m ; η◦ ∩
A
n ; η◦) ; ∈

for two multirelations m, n : X � Y that are angelic liftings. Note also that �
Ang(A)

is not

the same as ⊆
A

in this power allegory, but we have

�
Ang(A)

= �
A

; ∈
A

instead.

4.1.2. Demonic lifting. We now turn to demonic liftings. If a relation r : X ↔ Y in Rel

is to be interpreted as describing demonic choice, then, given input value x, the angel

should not be able to influence the choice of which y to output from the set of all y such

that x r y. In other words, the angel should not be able to choose a predicate stronger

than {y | x r y}. Thus we have the following definition.

Definition 4.16. For any arrow r : X → Y in a power allegory A, its demonic lifting

[r] : X � Y is given by

[r] = r◦\∈ .

This lifting operator corresponds to the demonic update of Back and von Wright (1998).

Intuitively, this is because for a set-theoretic relation r, the angel can ensure that the

demonic lifting [r] guarantees postcondition B ⊆ Y from initial state x ∈ X if and only

if x r y for every value y ∈ B.

Example 4.17. Recall the vending machine V4 of Example 2.1, which on insertion of a

coin allowed the angelic customer no choice at all, and would demonically choose to

dispense either chocolate, toffees or a lollipop. The vending machine V4 is [choose], where

the relation choose is defined as in Example 4.10. Note that the machine has a single

strongest postcondition, namely {choc, toffees, lollipop}.

Note that demonic liftings generally produce demonic multirelations, that is, where

the demon has complete control over the output value. However, once again there is an

exception.

Example 4.18. The family of nullary operators �
X,Y

: X → Y demonically lifts to a

family of arrows magic
X,Y

: X � Y , where, by laws (3.25a) and (3.25b), together with

Definition 4.16, and the definition of left division, we have m ⊆ magic
X,Y

for all m : X � Y .

In Rel, the multirelation magic is not considered demonic despite being a demonic

lifting since it offers the angel the strongest guarantee of all: the postcondition false,

represented by { }.

Some laws for the demonic lifting operator are listed below. These take place in the

power allegory A, where r, s denote arrows in A and m, n denote arrows in Mul(A) (which

are also arrows in A by Definition 4.1).
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Laws 4.19.

[r] = [r] ; � (upclosure) (4.19a)

[r] o
9 m = r◦ \m (4.19b)

[id] = ∈ (identity-preserving) (4.19c)

[r ; s] = [r] o
9 [s] (composition-preserving) (4.19d)

r ⊆ s ⇒ [s] ⊆ [r] (anti-monotonicity) (4.19e)

[r ∪ s] = [r] ∩ [s] (meet-preserving) (4.19f)

∈ ⊆ [r] o
9 〈r◦〉 (4.19g)

〈r◦〉 o
9 [r] ⊆ ∈ (4.19h)

m = 〈m〉 o
9 [�] (4.19i)

[r] ; ∩◦
= [r]/� . (4.19j)

The properties of angelic liftings discussed in Section 4.1.1 all have the following

counterparts for demonic liftings.

Lemma 4.20. [ ] : A → Mul(A) is an anti-monotonic functor.

We also want to be able to characterise multirelations that are demonic liftings.

Lemma 4.21. A multirelation m : X � Y in a power allegory is a demonic lifting if and

only if

m ; ∩◦
= m/� .

Rewitzky (2003) describes such multirelations as proper and completely multiplicative.

We will now discuss the properties of demonic liftings in a set-theoretic context to illustrate

the above lemma.

If a set-theoretic multirelation m : X � Y always has just one strongest postcondition

that the angel can choose to guarantee given some input x, then the angel has no control

over what the demon chooses and this multirelation would be described as demonic.

Another way of expressing this property is to say that for all Z : ��Y ,

x m
(⋂

Z
)

≡ (∀Y : Y ∈ Z : x m Y )

This equivalence is the set-theoretic version of the equation in Lemma 4.21.

As well as a category of multirelations that are angelic liftings, we also have a category

of demonic liftings.

Lemma 4.22. The demonic liftings in (Mul(A),⊆A) form a subcategory, which will be

denoted by (Dem(A)),⊆A). Furthermore, there is an anti-monotonic order-isomorphism

of categories A ∼= Dem(A).

From the above isomorphism, we deduce that Dem(A) is a power allegory so it has

both meets and joins. Its meet operator ∩
Dem(A)

is the same as ∩
A
, as can be seen from the
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property (4.19f), which shows that the meet of two demonic liftings is itself a demonic

lifting. However, the join operator for Dem(A) is given by

m ∪
Dem(A)

n = [m ; � ∪
A
n ; �]

for two multirelations m, n : X � Y that are demonic liftings.

One final observation is that functions lift to multirelations that are both angelic and

demonic liftings.

Lemma 4.23. For any function f : X → Y in a power allegory A, its angelic and demonic

liftings coincide. Furthermore, Fun(A) is isomorphic to the category Ang(A) ∩ Dem(A).

5. A hierarchy of categories

The order-enriched categories of total functions (Fun, =), relations (Rel, ⊆) and predicate

transformers (Tran, �) are related in a systematic way: Rel is related to Fun as each arrow

in Rel can be factorised into a pair of functions, and in precisely the same way, Tran

can be built from Rel. This three-level hierarchy cannot be extended in either direction

(Gardiner et al. 1994).

The category of predicate transformers in a power allegory, Tran(A), will be defined in

Section 6.1, where it will also be shown that it is order-isomorphic to Mul(A). It has been

shown previously that arrows in Tran(A) can be built from those in A in precisely the

same way that Tran is built from Rel (de Moor et al. 1991). In this section, we explore

the analogous factorisation of arrows in Mul(A) into those from A, and compare it with

standard results relating Fun(A) and A in certain allegories.

The reason that this relationship is of interest here is that it has practical implications: it

means that both functors and initial algebras, which are important concepts for modelling

datatypes in algebraic program semantics, can be extended from Fun(A), via A, to Mul(A)

in a suitable allegory A in a well-defined way. The details of these constructions are

beyond the scope of this paper – see Martin and Curtis (2006) for further information.

Although most of the proofs in Martin and Curtis (2006) are situated in Rel, the one

concerning the lifting of initial algebras is point-free, and could therefore be translated to

apply to any power allegory.

5.1. Factorisation

The factorisation property we shall use is that in a power allegory A, each arrow in

Mul(A) is equivalent to a pair of arrows in A, which are unique up to equivalence. This

factorisation is expressed in terms of maps, so we begin by identifying the maps and

comaps in this allegory.

Lemma 5.1. The maps in Mul(A) are precisely the demonic liftings, and the comaps are

the angelic liftings.

The following laws are now immediate from the preceding laws of maps with meet

(3.10) and join (3.13).
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Laws 5.2.

[r] o
9 (m ∩ n) = ([r] o

9 m) ∩ ([r] o
9 n) (5.2a)

〈r〉 o
9 (m ∪ n) = (〈r〉 o

9 m) ∪ (〈r〉 o
9 n). (5.2b)

The unique factorisation property is defined as follows.

Definition 5.3. Let (C,⊆) be an order-enriched category. Then C has map factorisation if

every arrow m has a factorisation m = t∗ ; u, where t and u are maps. This factorisation is

unique up to equivalence if whenever m = t∗ ; u is a map factorisation and r, s are maps,

then r∗ ; s ⊆ m if and only if there exists a map h such that h ; t ⊆ r and s ⊆ h ; u.

Lemma 5.4. Mul(A) has a map factorisation that is unique up to equivalence.

This result, together with the map characterisation of Lemma 5.1 and the isomorphisms

of Lemmas 4.15 and 4.22, shows that every multirelation in a power allegory A is equivalent

to a pair of arrows in A, and that pair is unique up to equivalence. So, in particular,

each set-theoretic multirelation can be factorised uniquely into a pair of relations. This

observation is similar to the one made in Back and von Wright (1998, Theorem 13.10),

except that the uniqueness condition is omitted there, as is the property that the factors

are maps and comaps. It is this last property that facilitates the lifting of functors and

initial algebras (Martin and Curtis 2010).

Example 5.5. Recall the vending machine V3 of Example 2.1, which only has two buttons:

one for a chocolate bar, and the other resulting in the machine’s demonic choice of either

a packet of toffees or a lollipop being dispensed:

V3 = {(coin, P ) | {choc} ⊆ P ∨ {toffees, lollipop} ⊆ P }.

This machine is neither an angelic nor a demonic lifting. By (4.19i), this can be factorised as

V3 = 〈V3〉 o
9 [�]. This expression can be thought of as follows. The first step 〈V3〉 involves an

angelic choice of guarantee: either {choc}, {toffees, lollipop}, or a weaker predicate. Then

the [�] step describes the demonic choice of an element from whichever set/guarantee

was selected by the angel with 〈V3〉.

As mentioned above, each arrow in Rel can then be factorised further into a pair of

functions. More generally, we can factorise arrows of a power allegory A into arrows of

Fun(A) if that allegory is tabular.

Definition 5.6. An allegory A is tabular if every arrow r : A → B has a map factorisation

f◦ ; g where arrows f : T → A and g : T → B satisfy the jointly monic condition, that is,

f ; f◦ ∩ g ; g◦ = idT .

Lemma 5.7 (Johnstone 2002, Lemma 3.2.4). If A is a tabular allegory, then whenever

r = f∗ ; g is a tabulation and x, y are maps, we have x∗ ; y ⊆ m if and only if there exists

a map h such that h ; f = x and y = h ; g.
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Since the ordering on maps in an allegory is the discrete one (see Lemma 3.22), the

above uniqueness property is identical to that of Definition 5.3.

6. Equivalent models

In this section we will define two other categories that are each equivalent to the category

of multirelations, and discuss their comparative advantages and disadvantages.

6.1. Predicate transformers

Recall from Example 3.3 that the category of predicate transformers Tran has sets as

objects, and its arrows are total functions on powersets that are monotonic with respect

to set inclusion ⊆. A formal point-free definition is as follows.

Definition 6.1 (Bird and de Moor 1997). A predicate transformer p : X → Y is a function

arrow p : PY → PX in a power allegory such that

� ; p ⊆ p ; � (monotonicity property)

where � is the converse of �.

This is an abstract model of weakest precondition predicate transformer semantics. In

the power allegory Rel, the above monotonicity condition equates to the following more

familiar condition from Example 3.3:

U ⊆ V ⇒ pU ⊆ pV .

Predicate transformer arrows can be compared using an ordering that corresponds to

pointwise inclusion in set-theoretic terms.

Definition 6.2. For each pair of arrows p, q : X → Y in a power allegory, the ordering �
is defined by

p � q ≡ (p ; � ⊆ q ; �).

With this ordering, predicate transformers form an order-enriched category.

Lemma 6.3. The objects and predicate transformers in a power allegory A form an order-

enriched category of predicate transformers (Tran(A),�) with composition ◦ the converse

of composition in A, which is to say that for p : X → Y and q : Y → Z , we have

p ◦ q : X → Z given by p ◦ q = q ; p. The identity arrow idX for each object X is the arrow

idPX from the underlying allegory A.

The equivalence between this model and that of multirelations is formalised by the

following lemma.

Lemma 6.4. There is an order-isomorphism of categories Mul(A) ∼= Tran(A). Specifically,

the isomorphism is given by Φ : Mul(A) → Tran(A), where Φ(m) = Λ(m◦).
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So all of the foregoing definitions and results for multirelations have an equivalent

formulation for predicate transformers. In particular, it is reassuring to observe that

the algebraic characterisations of angelic and demonic liftings given in Definitions 4.14

and 4.21 translate to the more well-known characterisation in terms of universal dis-

junction and conjunction (Back and von Wright 1992), which is given below. These

point-free definitions are phrased in terms of the existential image functor introduced in

Definition 3.34: a predicate transformer p : X → Y is universally disjunctive if

∪ ; p = Ep ; ∪
and universally conjunctive if

∩ ; p = Ep ; ∩.

The angelic and demonic liftings of an arrow r in a power allegory translate to the

predicate transformers E(r◦) and Λ(�/r), respectively, using Lemma 6.4.

6.2. Multifunctions

A different representation of multirelations is generated by the standard mapping from

relations to set-valued functions (multifunctions) using the power transpose (Λ). The

resulting model is essentially the choice semantics of Back and von Wright (1998).

Definition 6.5. An upclosed multifunction with source X and target Y in a power allegory

is a function arrow p : X → PPY such that

p ; ↑
Y

= p,

where the upclosure operator is defined by ↑
Y

= E �
Y
.

The interpretation of ↑
Y

in set-theory is standard (Davey and Priestley 2002): for all

W ∈ ��Y ,

↑
Y
W = {V | (∃U : U ∈ W : U ⊆ V )}.

So a total function p : X → ��Y is an upclosed multifunction if and only if for all

x ∈ X, the set p x is upclosed in the sense that if U ∈ p x and U ⊆ V , then V ∈ p x.

Multifunctions also form a category within a power allegory.

Lemma 6.6 (Martin and Curtis 2010). The upclosed multifunctions in a power allegory

A form an order-enriched category (MFun(A),�), where the composition of each pair of

upclosed multifunctions p : X → PPY and q : Y → PPZ is defined by

p � q = p ; EEq ; E∩ ; ∪,

and the identity is Λ∈
X

for each object X. The ordering (�) is the same as that on

predicate transformers (see Definition 6.2).
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�
�

�
�Mul(A)

�
�

�
�MFun(A)

�
�

�
�Tran(A)

Λ

�
�

�
�

���

Φ

�

Φ . Λ−1

Fig. 1. Order-isomorphisms between Mul(A), MFun(A) and Tran(A).

Expanding this definition of composition gives

(p � q)x = ∪{∩{q w | w ∈ W } | W ∈ p x}

in set-theoretic terms. So given input x, the angel can ensure that p � q will establish

postcondition U if and only if he can choose a postcondition W for p such that for

every input value in W , q can be guaranteed to establish U. The isomorphism between

multirelations and multifunctions is stated in the following lemma.

Lemma 6.7 (Martin and Curtis 2010). There is an order-isomorphism MFun(A) ∼= Mul(A)

of categories, as given by the universal property (3.29a) for Λ and �.

6.3. Comparison of models

Figure 1 summarises the isomorphisms between the three equivalent models of predicate

transformers, multirelations and multifunctions, all of which are useful for different

reasons. The predicate transformer model has the simplest composition operator, and

the most established body of theory; it has been studied in depth by the designers of

the various refinement calculi for which it is the semantic model (see, for example, Back

and von Wright (1998), Morgan (1994) and Morris (1987)). Its main disadvantage is that

it is used to model programs and specifications backwards, rather than forwards. This

was not a handicap for the developers of the refinement calculi because each calculus

consisted of a separate command language and associated laws, where specifications were

modelled forwards. It is a problem here, however, because our goal is to develop a single

mathematical language in which a process can be expressed, and then manipulated into

another process that is either equivalent to, or a refinement of, the original, without the

need for a separate semantic model.

The solution to this problem is to switch to multirelations, which model processes

forwards. The hierarchy of the three models of functions, relations and multirelations

described in Section 5 can be exploited more usefully in this model because familiar

operators can be extended to multirelations in a natural way that can be used immediately

in the calculus. Previous attempts (Martin 1995) to extend operators like map and fold to

predicate transformers were less successful because the resulting constructs then needed to
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be translated back from the semantic model into the command language, and there was

no obvious mechanism for doing this. So in some ways it is simpler to work entirely within

one space than to swap between a command language and semantic model. However, the

language of multirelations bears far less resemblance to a programming language than

the command language of Morgan (1994), for example. On the other hand, the calculus

of multirelations does have similarities to the calculus of relations, and thus has a familiar

feel, which could make it a valuable tool.

Some of our previous calculations with set-theoretic multirelations have involved some

slightly cumbersome manipulations (Martin et al. 2007). This is mainly because of the

unwieldy composition operator (see Example 3.4), and it is one of the reasons for

the current change to a point-free approach. Most of the previous work on predicate

transformers has been set in the realm of set theory and logic, and there has been very

little study of predicate transformers in allegories, perhaps because there was no need for

it. But the allegorical approach is almost essential for multirelations because it removes

the need for the quantifiers used in the set-theoretic model. The result, as introduced in

this paper, is starting to look like the core of a workable calculus, which is similar, in

some respects, to the relational calculus of Bird and de Moor (1997).

So what use are multifunctions? They are harder to use than multirelations, partly

because the essential operators of composition, meet and join are more difficult to

express. But the model is still useful because the category MFun(A) can be constructed

as a Kleisli category of Fun(A) (Martin and Curtis 2010), so all of the associated theory,

such as that described in Fokkinga (1994), is applicable. In particular, this construction

may hold the key to the definition of the elusive unfold operator.

6.4. Refinement

This paper contains some basic laws of the category of multirelations in a power allegory,

but there is insufficient space in this paper to show how these laws might be used in a

derivation involving refinement. The calculus of multirelations is not intended to supersede

the refinement calculi of Back and von Wright (1998), Morgan (1994) and Morris (1987),

but instead we expect it to be used in a slightly different way, viz. for algebraic reasoning

about the guarantees of processes that exhibit both angelic and demonic non-determinism.

The subset inclusion ordering on multirelations has the same meaning as the standard

refinement ordering: it represents a possible increase in angelic non-determinism and

decrease in demonic non-determinism. So equational reasoning can be used to show that

two processes offer the same guarantees, and inequational reasoning can show that one

process has stronger guarantees than another.

7. Conclusions

The contribution of this paper is to collate the central definitions and laws of the

theory of multirelations and place them in the categorical setting of allegories. The

result is a clear and succint algebraic formalism that is much more concise than its

set-theoretic counterpart, partly because it avoids the use of quantifiers. The proofs in the
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appendix demonstrate how the axiomatic approach taken here leads to short and rigorous

calculations.

In addition, we have put multirelations into historical context and compared them

with other models. All of the results in this paper already exist for set-theoretic predicate

transformers (Back and von Wright 1998; Gardiner et al. 1994), and some also exist for

set-theoretic multirelations (Martin and Curtis 2006; Martin et al. 2007). Many have also

been proved for predicate transformers, both in an allegory (de Moor et al. 1991) and over

posets (Naumann 1998), so there is an element of repackaging to this paper. However,

we think that this work is worthwhile because the algebraic calculus of multirelations has

great potential and deserves much more attention than it has received so far. It offers the

abstraction of the relational calculus of allegories together with the expressive power of

predicate transformers: every multirelation in a power allegory is equivalent to a pair of

arrows in the allegory, and that pair is essentially unique, as Lemma 5.4 showed. Likewise,

the arrows in a tabular allegory are equivalent to a pair of function arrows that satisfy

the same uniqueness condition, so there is a hierarchy of models.

This paper has described some basic theory of categorical multirelations, but the real

challenge lies ahead. We now need to extend the theory, building it into a workable calculus

for algorithm derivation using case studies from various branches of computer science

and game theory. We have already identified some interesting avenues for exploration,

such as products, conjugates and coalgebras. Further investigation is sure to reveal more

problems to solve, but we hope that this paper lays a solid foundation from which to

tackle these questions in a secure and reliable way.

Appendix: Proofs.

Much of Section 3 is standard theory, and the proofs of most of the laws in that section

can be found in Martin and Curtis (2009) and the standard references Bird and de

Moor (1997) and Freyd and Ščedrov (1993). In this appendix, we have gathered together

the proofs for the remaining claims in Section 3, though in some cases we have just given

proof hints for derivations that are very straightforward. We also give here the proofs of

the claims in Sections 4, 5 and 6 that are not already referenced to another source.

Proof of Laws 3.10

(3.10d) This proof follows straightforwardly from the shunting rule (3.6a) and property

(3.5b).

Proof of Laws 3.13

The proofs of all these properties follow straightforwardly from the shunting rules (3.6),

the definition of join (3.12) and the monotonicity of composition.

Proof of Laws 3.18

(3.18j) This is immediate from the definition of \ (3.15) and the dual of law (3.18c).
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(3.18k) We have

(r\s) ; t ⊆ r\(s ; t) ≡ r ; ((r\s) ; t) ⊆ s ; t (definition of \ (3.15))

⇐ s ; t ⊆ s ; t

(associativity of composition and property of \ (3.18c))

⇐ True. (⊆ is a partial order)

(3.18o) This is immediate from laws (3.18m) and (3.18f).

Proof of Laws 3.31

(3.31a, 3.31b) These follow from the definition of a power allegory since Λ returns a

function arrow.

(3.31d) This is proved by taking converses of (3.31c).

(3.31e) We have

Λ(r◦) ⊆ (r\∈) ≡ (r ; Λ(r◦)) ⊆ ∈ (definition of \ (3.15))

≡ r ⊆ (∈ ; (Λ(r◦))◦) (shunting (3.6a))

≡ True. ((3.31d) and idempotence of ◦ (3.19a))

(3.31f) This is proved by taking r = f; � in the universal property (3.29a).

(3.31h) This is proved by taking f = id and r = � in the universal property (3.29a).

(3.31i) We have

Λr ; (∈\s) = (∈ ; (Λ r)◦)\s (Λr is a map and property of \ (3.18m))

= r◦\s. (property of Λ (3.31d)

(3.31j) By (3.18l), it is sufficient to show

(r\s) ⊆ (r\∈) ; (∈\s) ⇐ (r\s) ⊆ Λ(r◦) ; (∈\s)
(property of Λ (3.31e) and monotonicity of composition)

≡ True. ((3.31i) and idempotence of ◦ (3.19a))

(3.31k) This follows from (3.31j) and (3.18f).

Proof of Laws 3.37

(3.37a) This is an instance of (3.31c).

(3.37b) This follows from the definition of � (3.33), with (3.18n) and (3.31d).
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(3.37c) We have

Λr ; ∩ ; � = Λr ; Λ(∈\�) ; (∈\∈) (definitions of ∩ (3.36) and � (3.33))

= Λ(Λr ; (∈\�)) ; (∈\∈) (property of Λ (3.31g))

= Λ(r◦\�) ; (∈\∈) (property of Λ (3.31i))

= (r◦\�)◦\∈ (property of Λ (3.31i))

= (∈/r)\∈. (property of \ (3.28a))

Proof of Lemma 4.4

We need to show that m o
9 n is upclosed, given the upclosure of m and n. By Definition 4.3,

m o
9 n = m ; (∈\n),

so by Definition 4.1 of upclosure, it is sufficient to show that

((∈\n) ; �) ⊆ ∈\n.

We have

((∈\n) ; �) ⊆ ∈\n ≡ (∈ ; (∈\n) ; �) ⊆ n (definition of \ (3.15))

⇐ (n ; �) ⊆ n (property of \ (3.18c))

≡ True. (n is a multirelation (4.1) and therefore upclosed)

Proof of Law 4.5

This is immediate from the upclosure of m and property (3.37b).

Proof of Lemma 4.7

As the universal properties for meets (3.9) and joins (3.12) are inherited from the underlying

power allegory, it suffices to show that ∪ and ∩ preserve the upclosure property of

multirelations. For multirelations m, n : X � Y in a power allegory,

(m ∩ n) ; � ⊆ (m ; �) ∩ (n ; �) (distribution of ; over ∩ (3.10b))

= m ∩ n. (m and n are multirelations (4.1))

The reverse inclusion follows from the definition of � (3.33), property (3.18e) and the

monotonicity of composition. For joins, we have:

(m ∪ n) ; � = (m ; �) ∪ (n ; �) (distribution of ; over ∪ (3.25c))

= m ∪ n. (m and n are multirelations (4.1))
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Proof of Laws 4.8

(4.8a) We have

(n ∩ v) o
9 m = (n o

9 m) ∩ (v o
9 m)

≡ (n ∩ v) ; (Λ(m◦))◦ = (n ; (Λ(m◦))◦) ∩ (v ; (Λ(m◦))◦)

(alternative definition of o
9 (4.5))

⇐ True. (property of meets and maps (3.10d))

(4.8b) We have

(n ∪ v) o
9 m = (n o

9 m) ∪ (v o
9 m)

≡ (n ∪ v) ; (∈\m) = (n ; (∈\m)) ∪ (v ; (∈\m))

(definition of o
9 (4.3))

⇐ True. (composition distributes over join (3.26b))

Proof of Laws 4.12

(4.12a) This follows from the angelic lifting definition (4.9) and a property of divi-

sion (3.18h).

(4.12b) We have

〈m o
9 n〉 ⊆ m o

9 〈n〉 ≡ (m o
9 n) ; ∈ ⊆ m o

9 (n ; ∈) (definition of angelic lifting (4.9))

≡ m ; (∈\n) ; ∈ ⊆ m ; (∈\(n ; ∈)) (definition of composition (4.3))

⇐ True. ((3.18k) and the monotonicity of ;)

(4.12c) We have

〈r〉 o
9 m = r ; ∈ ; (∈\m) (definitions of angelic lifting (4.9) and o

9 (4.3))

= r ;m. (cancellation property (3.31k))

(4.12d) This is immediate from the definition of angelic lifting (4.9) and the associativity

of composition.

(4.12e) This is immediate from the definition of angelic lifting (4.9).

(4.12f) We have

〈r ; s〉 = r ; 〈s〉 (property of angelic lifting (4.12d))

= 〈r〉 o
9 〈s〉. (property of angelic lifting (4.12c))

(4.12g) This follows from the definition of angelic lifting (4.9) and the monotonicity of ;.

(4.12h) We have

〈r ∪ s〉 = 〈r〉 ∪ 〈s〉 ≡ (r ∪ s) ; ∈ = (r ; ∈) ∪ (s ; ∈) (definition of angelic lifting (4.9))

⇐ True. (distribution of composition over join (3.26b))
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Proof of Lemma 4.13

This follows from properties of 〈 〉, namely, identity-preserving (4.12e), composition-

preserving (4.12f) and monotonicity (4.12g).

Proof of Lemma 4.14

First we show that for any multirelation m,

m ; ∪◦
= m o

9 〈∈〉. (A.1)

We have

m ; ∪◦
= m ; (Λ(� ; �))◦ (definition of ∪ (3.35))

= m o
9 (∈ ; ∈) (alternative definition of o

9 (4.5))

= m o
9 〈∈〉. (definition of angelic lifting (4.9))

For any arrow r : X → Y in a power allegory A, the lifting 〈r〉 satisfies the condition of

Lemma 4.14 since

〈r〉 ; ∪◦
= 〈r〉 o

9 〈∈〉 (property of ∪ (A.1))

= r ; 〈∈〉 (property of angelic lifting (4.12c))

= 〈r〉 ; ∈. (definition of angelic lifting (4.9), twice)

Conversely, if m satisfies the condition of Lemma 4.14, we will show that it is the lifting

m = 〈m ; η◦〉. (A.2)

We have

〈m ; η◦〉 = (m ; ∈) o
9 〈η◦〉 (〈 〉 preserves composition (4.12f) and definition of 〈 〉 (4.9))

= (m ; ∪◦
) o

9 〈η◦〉 (m satisfies the condition of Lemma 4.14)

= m o
9 〈∈〉 o

9 〈η◦〉 (property of ∪ (A.1))

= m o
9 〈∈ ; η◦〉 (〈 〉 preserves composition (4.12f))

= m o
9 〈id〉 (converse (3.19c) and property of η (3.37a))

= m. (identity preservation (4.12e) and identity multirelation)

Proof of Lemma 4.15

The function 〈 〉 : A → Mul(A) is a monotonic functor (by Lemma 4.13) that maps onto

Ang(A),which is therefore a category. The inverse of 〈 〉 is given by a function
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a : Mul(A) → A,

which is defined for each multirelation m by a(m) = m ; η◦. This function is monotonic

since η◦ has left inverse ∈ by the converse of (3.37a). To see that a is the inverse of 〈 〉,
note that by (A.2) we have 〈a(m)〉 = m, and, conversely,

a(〈r〉) = r ; ∈ ; η◦ (definitions of a and 〈 〉 (4.9))

= r. (converse (3.19c) and property of η (3.37a))

So the monotonic function a is the inverse of 〈 〉, and since 〈 〉 is a functor, it follows that

a is also a functor, which establishes the order-isomorphism.

Proof of Laws 4.19

(4.19a) The fact that [r] ; � = [r] (the upclosure property) is immediate from the

definition of demonic lifting (4.16) and a cancellation property of ∈ (3.31j).

(4.19b) We have

[r] o
9 m = (r◦\∈) ; (∈\m) (definitions of demonic lifting (4.16) and o

9 (4.3))

= r◦\m. (cancellation property of ∈ (3.31j))

(4.19c) We have

[id] = id◦\∈ (definition of demonic lifting (4.16))

= id \∈ (converse preserves identity (3.20b))

= ∈. (property of \ (3.18f))

(4.19d) We have

[r] o
9 [s] = r◦\[s] (property of demonic lifting (4.19b))

= r◦\(s◦\∈) (definition of demonic lifting (4.16))

= (s◦ ; r◦)\∈ (property of \ (3.18g))

= (r ; s)◦\∈ (property of converse (3.19c)

= [r ; s]. (definition of demonic lifting (4.16))

(4.19e) We have

[s] ⊆ [r] ≡ s◦\∈ ⊆ r◦\∈ (definition of demonic lifting (4.16))

⇐ r ⊆ s. (anti-monotonicity of \ (3.18b) and monotonicity of ◦ (3.19b))
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(4.19f) We have

[r ∪ s] = (r ∪ s)◦\∈ (definition of demonic lifting (4.16))

= (r◦ ∪ s◦)\∈ (converse distributes through join (3.26a))

= (r◦\∈) ∩ (s◦\∈) (property of meet, join and \ (3.28b))

= [r] ∩ [s]. (definition of demonic lifting (4.16))

(4.19g) We have

[r] o
9 〈r◦〉 = r◦ \〈r◦〉 (property of demonic lifting (4.19b))

= r◦ \(r◦; ∈) (definition of angelic lifting (4.9))

⊇ ∈. (cancellation property of \ (3.18d))

(4.19h) We have

〈r◦〉 o
9 [r] = r◦ ; [r] (property of angelic lifting (4.12c))

= r◦ ; (r◦\∈) (definition of demonic lifting (4.16))

⊆ ∈. (cancellation property of \ (3.18c))

(4.19i) We have

m = m ; (∈\∈) (m is a multirelation (4.1) and definition of � (3.33))

= m ; [�] (definition of demonic lifting (4.16))

= 〈m〉 o
9 [�]. (property of angelic lifting (4.12c))

(4.19j) We have

[r] ; ∩◦
= [r]/� ≡ (r◦\∈) ; ∩◦

= (r◦\∈)/� (definition of demonic lifting (4.16))

≡ r◦ \(∈ ; ∩◦
) = r◦ \(∈/�) (properties of \ (3.18n, 3.18i))

≡ r◦\(∈\�)◦ = r◦\(∈/�)

(definition of ∩ (3.36) and property (3.31d) of ∈)

≡ True. (property of \ and / (3.28a))

Proof of Lemma 4.20

The statement follows from properties of [ ]: specifically, identity-preserving (4.19c),

composition-preserving (4.19d) and anti-monotonicity (4.19e).
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Proof of Lemma 4.21

For any lifting [r] of an arrow r : X → Y in a power allegory A, the fact that

[r] ; ∩◦
= [r] /�

is stated in the property (4.19j).

Conversely, let m be a multirelation such that m ; ∩◦
= m/�. We will show that

m = (∈/m)\∈, (A.3)

and it will then follow that

m = [(∈/m)◦]

from the definition of demonic lifting (4.16). By (3.18j), we have m ⊆ (∈ /m)\ ∈, and for

the reverse inclusion, we have

(∈/m)\∈ ⊆ m ≡ Λm ; ∩ ; � ⊆ m (property of ∩ (3.37c))

⇐ Λm ; ∩ ⊆ m (Upclosure of m (4.1))

≡ Λm ⊆ m ; ∩◦
(shunting (3.6a))

≡ Λm ⊆ m/� (assumption)

≡ Λm ; � ⊆ m (definition of / (3.16))

≡ True. (property of Λ (3.31c))

Proof of Lemma 4.22

We need to prove that there is an anti-monotonic order-isomorphism between (A,⊆A) and

(Dem(A)),⊆A) (to be clear about what we mean by ‘anti-monotonic’, this would be the

same as proving that (A,⊆A) and (Dem(A)),⊇A) are order-isomorphic).

The function [ ] : A → Mul(A) is an anti-monotonic functor (by Lemma 4.20) that maps

onto Dem(A), which is therefore a category. Its inverse function is given by a function

d : Mul(A) → A, which is defined for each multirelation m by d(m) = m◦\�. This function

is anti-monotonic by (3.18b). To see that d is the inverse of [ ], we will first show that for

a multirelation m that is a demonic lifting, we have [d(m)] = m:

[d(m)] = (m◦\�)◦\∈ (definitions of d and demonic lifting (4.16))

= (∈/m)\∈ (property of \ (3.28a))

= m. (m is a demonic lifting, Lemma 4.21, and property (A.3))
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Conversely, we show that for a relation r, we have d[r] = r:

d[r] = (r◦\∈)◦\� (definitions of d and demonic lifting (4.16))

= (�/r)\� (property of \ (3.28a))

= r. (property of \ (3.31l))

So the anti-monotonic function d is the inverse of [ ], and since [ ] is a functor, it follows

that d is also a functor, which establishes the anti-monotonic order-isomorphism.

Lemma 4.23

The proof of Lemma 4.23 is given after the proof of Lemma 5.1.

Proof of Lemma 5.1

By (4.19g) and (4.19h), all demonic liftings are maps and all angelic liftings are comaps.

Conversely, suppose m is a map. We will prove that its comap m∗ is an angelic lifting. By

Lemma 4.14, it is sufficient to show

m∗ ; ∪◦
= m∗ ; ∈ ≡ m∗ o

9 〈∈〉 = 〈m∗〉 ((A.1) and the definition of angelic lifting (4.9))

⇐ m∗ o
9 〈∈〉 ⊆ 〈m∗〉 ((4.12b), since ∈ is the identity of o

9)

≡ 〈∈〉 ⊆ m o
9 〈m∗〉 (shunting (3.6b))

⇐ 〈∈〉 ⊆ 〈m o
9 m

∗〉 (property of angelic lifting (4.12b))

≡ True. (definition of map (3.5) and monotonicity of 〈 〉)

Therefore, by Lemma 4.14, m∗ is an angelic lifting. Since every map uniquely determines

its comap and vice versa, it follows from (4.19g) and (4.19h) that m is a demonic lifting.

Proof of Lemma 4.23

First we show that the lifting of a function produces a multirelation that is both an

angelic lifting and a demonic lifting:

〈f〉 = f ; ∈ (definition of angelic lifting (4.9))

= f◦\∈ (property of \ (3.18o) and adjoints are converses (Lemma 3.22))

= [f]. (definition of demonic lifting (4.16))

The categories Fun(A) and Ang(A) ∩ Dem(A) share the same objects and ordering (⊆A).

The above shows that all arrows of Fun(A) are lifted to both Ang(A) and Dem(A), so it

remains to prove the converse, namely, that every arrow in Ang(A) ∩ Dem(A) is a lifting

of an arrow in Fun(A).
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Let m ∈ Ang(A) and m ∈ Dem(A). Since m is an angelic lifting, it is a comap by

Lemma 5.1. By the definition of comaps (3.5), there must then exist s such that

id ⊆ [s] o
9 m ∧ m o

9 [s] ⊆ id

because, from Lemma 5.1, maps are demonic liftings (here id refers to the identity with

respect to o
9, which is ∈).

Since m is also a demonic lifting, there must exist r such that m = [r]. Thus we have

id ⊆ [s] o
9 [r] ∧ [r] o

9 [s] ⊆ id.

By the anti-monotonic order-isomorphism between A and Dem(A) (see Lemma 4.22), this

is equivalent to

id ⊆ r ; s ∧ s ; r ⊆ id

(here, id refers to the original identity arrows of A). Thus, by Lemma 3.22, r is a function

and is thus in Fun(A).

Proof of Laws 5.2

(5.2a) This is a consequence of Lemmas 4.7 and 5.1 and a property of meets (3.10c).

(5.2b) This is a consequence of Lemmas 4.7 and 5.1 and a property of joins (3.13d).

Proof of Lemma 5.4

By Lemma 5.1, the maps in Mul(A) are the demonic liftings and the comaps are the

angelic liftings, so the existence of map factorisation is immediate from (4.19i). Recall

from Definition 5.3 that a map factorisation is unique up to equivalence if whenever

m = t∗ ; u is a map factorisation, and r, s are maps, then r∗ ; s ⊆ m if and only if there

exists a map h such that h ; t ⊆ r and s ⊆ h ; u. It follows from the properties of maps that

if such an h exists, then r∗ ; s ⊆ t∗ ; u, so it is sufficient to prove the converse, that is,

r∗ ; s ⊆ t∗ ; u ⇒ (∃ h : h ; t ⊆ r and s ⊆ h ; u) (A.4)

where r, s, t, u and h are all maps. By laws (4.19g) and (4.19h), the comap of each map

[m] in Mul(A) is 〈m◦〉, so to prove the above, it is sufficient to show that for all a, b, c and

d in A,

〈a〉 o
9 [c] ⊆ 〈b〉 o

9 [d] ⇒ (∃ q : [q] o
9 [b◦] ⊆ [a◦] and [c] ⊆ [q] o

9 [d]).

Since [ ] is an anti-monotonic functor by Lemma 4.20, this is equivalent to

〈a〉 o
9 [c] ⊆ 〈b〉 o

9 [d] ⇒ (∃ q : a◦ ⊆ q ; b◦ and q ; d ⊆ c). (A.5)
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We can calculate:

〈a〉 o
9 [c] ⊆ 〈b〉 o

9 [d] ≡ ∈ ⊆ [a◦] o
9 〈b〉 o

9 [d] o
9 〈c◦〉 (shunting (3.6a) and (3.6b))

≡ ∈ ⊆ (a\〈b〉) o
9 [d] o

9 〈c◦〉 (property of demonic lifting (4.19b))

≡ ∈ ⊆ 〈a\〈b〉〉 o
9 [�] o

9 [d] o
9 〈c◦〉 (map factorisation (4.19i))

≡ ∈ ⊆ 〈a\〈b〉〉 o
9 [� ; d] o

9 〈c◦〉
(demonic lifting is a functor (Lemma 4.20))

≡ ∈ ⊆ 〈a\〈b〉〉 o
9 (〈d◦〉\〈c◦〉)

(property of demonic lifting (4.19b) and definition of angelic lifting (4.9))

≡ ∈ ⊆ 〈a\〈b〉〉 o
9 p (letting p = 〈d◦〉\〈c◦〉)

≡ ∈ ⊆ (a\〈b〉) ; p (property of 〈 〉 (4.12c))

⇒ η ⊆ (a\〈b〉) ; p

(η ⊆ ∈ by (3.37a), with shunting (3.6a) and converses (3.19c))

⇒ η ⊆ a\(〈b〉 ; p) (property of \ (3.18k))

≡ η ⊆ a\(b ; ∈ ; p) (definition of angelic lifting (4.9))

≡ a ; η ⊆ b ; ∈ ; p (definition of \ (3.15))

≡ η◦ ; a◦ ⊆ p◦ ; � ; b◦ (converses (3.19b) and (3.19c))

≡ a◦ ⊆ η ; p◦ ; � ; b◦. (shunting (3.6b))

Thus, taking q = η ; p◦ ; � establishes the first part of (A.5). We still need to show that

q ; d ⊆ c. We have

q ; d ⊆ c ≡ d◦ ; q◦ ⊆ c◦ (converses (3.19b))

≡ d◦ ; ∈ ; (〈d◦〉\〈c◦〉) ; η◦ ⊆ c◦ (converses (3.19c) and definitions of p and q)

≡ d◦ ; ∈ ; (〈d◦〉\(〈c◦〉 ; η◦)) ⊆ c◦ (property of \ (3.18n))

≡ 〈d◦〉 ; (〈d◦〉\(c◦ ; ∈ ; η◦)) ⊆ c◦ (definition of angelic lifting (4.9))

≡ 〈d◦〉 ; (〈d◦〉\c◦) ⊆ c◦ (converse of (3.37a))

≡ True. (property of \ (3.18c))

Proof of Lemma 6.3

For an object X, its identity arrow in Tran(A), which is the arrow id
PX

in A, satisfies the

monotonicity property for predicate transformer arrows (see Definition 6.1) since

� ; id = � =
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The associativity of composition in Tran(A) is inherited from A. Composition preserves

the monotonicity property (Definition 6.1) since for all p : X → Y , q : Y → Z ,

� ; (p ◦ q) ⊆ � ; q ; p (composition in Tran(A))

⊆ q ; � ; p (monotonicity of q (Definition 6.1))

⊆ q ; p ; � (monotonicity of p (Definition 6.1))

⊆ (p ◦ q) ; �. (composition in Tran(A))

We will now give an alternative definition for �, which is equivalent to Definition 6.2. For

all predicate transformer arrows p, q : X → Y ,

p � q ≡ p ⊆ (q ; �). (A.6)

This is equivalent to Definition 6.2 by Definition 3.15 and the dual of (3.18k). This can

be used to show that composition is monotonic with respect to �. Let p, q : X → Y and

t, u : Y → Z be such that p � q ∧ t � u. It is required to prove that p ◦ t � q ◦ u:

p ◦ t � q ◦ u ≡ t ; p � u ; q (composition in Tran(A))

≡ t ; p ⊆ u ; q ; � (alternative definition of � (A.6))

≡ t ; p ⊆ u ; q ; � ; � (dual of (3.31j))

⇐ t ; p ⊆ u ; � ; q ; � (monotonicity of q (Definition 6.1))

⇐ t ⊆ (u ; �) ∧ p ⊆ (q ; �) (monotonicity of ;)

≡ t � u ∧ p � q. (alternative definition of � (A.6))

Proof of Lemma 6.4

First we show that if m is a multirelation then Φ(m) is a predicate transformer:

� ; Φ(m) ⊆ Φ(m) ; � ≡ � ; Λ(m◦) ⊆ Λ(m◦) ; (�/�)

(definitions of Φ (6.4) and � (3.33), and law (3.28a))

≡ � ; Λ(m◦) ⊆ (Λ(m◦) ; �)/�
(Λ(m◦) is a map; dual of property (3.18n))

≡ � ; Λ(m◦) ; � ⊆ Λ(m◦) ; � (definition of / (3.16))

≡ � ;m◦ ⊆ m◦ (property of Λ (3.31d))

≡ True. (converses (3.19b) and upclosure of multirelation m)

Identities are preserved by Φ, since

Φ(∈) = Λ � (definition of Φ (6.4))

= id. (property of Λ (3.31h))
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Composition is preserved by Φ, since

Φ(r o
9 s) = Λ((r o

9 s)
◦) (definition of Φ (6.4))

= Λ( (r ; (Λ(s◦))◦)◦) (alternative definition of composition (4.5))

= Λ(Λ(s◦) ; r◦) (converse (3.19c) and (3.19a))

= Λ(s◦) ; Λ(r◦) (Λ(s◦) is a map and property of Λ (3.31g))

= Φ(s) ; Φ(r) (definition of Φ (6.4))

= Φ(r) ◦ Φ(s). (composition in Tran(A))

Thus Φ is a functor. It is monotonic because

Φ(m) � Φ(n) ≡ Λ(m◦) ; � ⊆ Λ(n◦) ; � (definitions of � (6.2) and Φ (6.4))

≡ m◦ ⊆ n◦ (property of Λ (3.31c))

≡ m ⊆ n. (converse (3.19b))

We still need to show that Φ is an isomorphism. Let Φ−1(p) = (p ; �)◦. We show that Φ

and Φ−1 are mutual inverses:

Φ−1(Φ (m))) = (Λ(m◦) ; �)◦ (definitions of Φ (6.4) and Φ−1)

= m◦◦ (property of Λ (3.31c))

= m (converse (3.19a))

and

Φ (Φ−1 (p)) = Λ((p ; �)◦◦) (definitions of Φ (6.4) and Φ−1)

= Λ(p ; �) (converse (3.19a))

= p. (property of Λ (3.31f) since p is a function arrow)
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