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Abstract

This paper describes a study of the computer essay-scoring program BETSY. While the use of
computers in rating written scripts has been criticised in some quarters for lacking transparency or
lack of fit with how human raters rate written scripts, a number of essay rating programs are
available commercially, many of which claim to offer comparable reliability with human raters.
Much of the validation of such programs has focused on native-speaking tertiary-level students
writing in subject content areas. Instead of content areas with native-speakers, the data for this
study is drawn from a representative sample of scripts from an English as a second language (ESL)
Year 11 public examination in Hong Kong. The scripts (900 in total) are taken from a writing test
consisting of three topics (300 scripts per topic), each representing a different genre. Results in the
study show good correlations between human raters’ scores and the program BETSY. A rater
discrepancy rate, where scripts need to be re-marked because of disagreement between two raters,
emerged at levels broadly comparable with those derived from discrepancies between paired
human raters. Little difference was apparent in the ratings of test takers on the three genres. The
paper concludes that while computer essay-scoring programs may appear to rate inside a ‘black
box’ with concomitant lack of transparency, they do have potential to act as a third rater, time-
saving assessment tool. And as technology develops and rating becomes more transparent, so will
their acceptability.
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1 Introduction

This paper examines a computer essay-scoring program, evaluating how well the

program performs on a corpus of already double-marked scripts from an English as a

second language (ESL) Year 11 public examination in Hong Kong. The emphasis is on

comparisons between the software and human raters so the study does not, therefore,

evaluate the program’s software per se. The scripts are drawn from a writing test

consisting of three topics representing three different genres. The program is BETSY

(the Bayesian Essay Test Scoring sYstem), downloadable for research purposes.1

1 BETSY was funded through the United States Department of Education, and was devel-

oped at the College Park of the University of Maryland. It is available as a free download from
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The use of computers for assessment purposes has grown considerably since the

1980s, with much research and development in computer-based testing (see Chapelle

& Douglas, 2006; Alderson, 2000). Studies demonstrate the advantages of computers

in ease of assessment, marking etc. (Alderson, 2000: 594), and in computer adaptive

tests using tailored tests (Chalhoub-Deville & Deville, 1999). Nonetheless, the item

types produced tend to focus on limited selection types such as multiple-choice

(Alderson, 2000: 593). Clapham comments ‘‘Until recently, computer testing tended

to fossilize existing objective testing methods because objectively marked items such

as multiple-choice questions and gap-filling tasks were straightforward to answer on

the computer and were easy to mark mechanically’’ (2000: 7).

In the long term, researchers are aiming to harness the use of natural language

processing (NLP) in language assessment. This matches Warschauer and Healey’s

depiction (1998) of the ‘‘Intelligent CALL’’ phase where software should offer ‘‘easy

interaction with the material to be learned, including meaningful feedback and

guidance’’ as well as ‘‘comprehensible information in multiple media designed to fit

the learning style of individual students’’ (1998: 67). NLP thus represents a long-term

aim in assessment, and while elements of NLP are beginning to be incorporated into

language tests (see Nerbonne, 2003), it is not yet robust enough for full-scale

incorporation into assessment (see Chapelle & Douglas, 2006: 23). More immedi-

ately, researchers are investigating how the power of the computer may be harnessed

by investigators developing criteria for scoring beyond a simple match. Advancing

beyond objectively-scored, essentially right/wrong items, involves computer-assisted

response analysis but although there have been advances, this area still remains

‘exploratory’ (Chapelle & Douglas, 2006: 15).

One area outside the domain of limited-selection item types recently generating

interest is the computerised rating of students’ written essays (Jamieson, 2005). This

area has seen considerable development in recent years, with the following programs

now available:

> Intelligent Essay Assessor (Landauer, Foltz & Laham, 1998)
> Project Essay Grade (Page, 2003)
> Bayesian Essay Test Scoring System (BETSY) (Rudner & Liang, 2002)
> E-rater (Educational Testing Service) (Burstein, 2003)

Two major reasons are advanced for using computers to score essays. The first

concerns time and money. Access to a reliable computer program may save raters –

or indeed teachers – hours grading papers (Chapelle & Douglas, 2006: 34–35). In

Hong Kong, The Hong Kong Examinations and Assessment Authority (HKEAA) is

mindful of this potential saving with regard to its public examinations. Approxi-

mately 80,000 English language writing tests are double marked in a month so

tremendous pressure is exerted on raters and the examination system itself. The

HKEAA is investigating how certain aspects of the marking process can be

computerised (Legislative Council Panel on Education, 2005). Thus, part of the

(http://edres.org/betsy/). The version used in this study was Version 1.03.55d.03.13, produced

in February 2003.
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rationale for the current study is to evaluate the program and generate feedback for

the HKEAA.

The second claim is that since rating essays is a very subjective task (Hughes, 2003),

the use of a computer rater avoids essays being graded or evaluated by human assessors

– instead, unbiased and objective software is used. However, validity concerns exist and

are discussed below. A further claim by system designers is that the reliability of

computerised rating systems matches that of human raters (Dikli, 2006).

While the paper does not focus on how the different computer rating programs

function as pieces of software, some background will be provided on computerised

essay rating to demonstrate how analysis is conducted.

2 Background to computer essay rating

In this section claims for, and the advantages of, computerised essay-rating pro-

grams are presented, followed by an examination of criticisms aimed at the software.

2.1 Claims for computerised essay-rating programs

Most essay-grading software functions by analysing sentences and paragraphs, looking

for keywords as well as relationships between terms. The Intelligent Essay Assessor

(IEA), for example, uses latent semantic analysis (LSA) for the major part of its analysis

(Foltz et al., 1998). Through training with LSA, a matrix of words and documents is

produced. Pieces of writing are then scored to see how well they match the matrix.

The Project Essay Grade (PEG) system, having identified elements such as sentence

length, number of paragraphs and elements of punctuation, uses regression to deter-

mine how well the different variables correlate with the scores of human raters.

E-rater identifies and examines specific linguistic categories such as grammar,

usage, mechanics, style, organization, development, lexical complexity, and prompt-

specific vocabulary usage. It functions on similar lines to PEG, using regression to

predict performance. It compares features in the essays against a bank of sample

essays (Attali & Burstein, 2006).

The Bayesian Essay Test Scoring sYstem (BETSY), draws on a broad set of essay

features for analysis. After a set of parameters is specified, the system functions by:

> assigning occurrences of content and stylistic features to a set of super-

specified levels, according to probability;
> determining the probability of features in input essays falling into the levels

stipulated (see Rudner & Liang, 2002).

As BETSY is used in the current study, a more detailed description is presented below.

Several studies have reported favourably on different computerised essay-scoring

programs with IEA studies reporting that its scores typically correlated as well with

human raters as raters did with each other (Chung & O’Neil, 1997). Foltz et al.

(1999) report a study with essays written on psycholinguistics by American university

students where a correlation of 0.8 was obtained between the program and human

raters. Likewise, studies with PEG consistently reported relatively high correlations

between PEG and human raters as compared to correlations between human raters
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(Page et al., 1997). Concerning e-rater V.2, Attali and Burstein report correlations

with a human rater as high as 0.97 (2006: 22).

In a Graduate Record Examinations (GRE) essays study, Powers et al. (2001)

concluded that the e-rater system was not ready for use by itself. In high-stakes

assessment situations, it needed to be paired with human raters. Powers et al.

(2002) also report significant, although small, correlations between non-test indi-

cators (self-reported accomplishments and success with various kinds of writing, and

self-evaluation of writing ability). Weaker relations emerged with automated scores,

however, than with human rater scores.

2.2 Criticisms of computerised essay-rating programs

Against the potential advantages of computerised rating programs and their relia-

bility, counter opinions are now considered.

A major criticism is that the computer rating process is a essentially a ‘‘black box’’

(see Weigle, 2002: 118ff). This same criticism was levelled at ‘‘general impression

marking’’ procedures of the 1970s and 80s (Hay, 1982), since rating criteria were

not explicit (Weigle, 2002: 112). The assessment of writing by humans has moved, in

the past twenty years, from a single impressionistic, holistic scale to scales and

descriptors that more clearly define the constructs being assessed. Clearly-defined

domain descriptors allow for clearer inferences to be made about test taker abilities.

Consequently, computer scoring programs, while returning high correlations with a

human rater, still lack transparency as to how they achieve their grades. They are

objected to by some teachers of writing. Drechsel (1999), for example, complains that

automated essay scoring (AES) systems do not read and understand essays like

humans. As Attali and Burstein (2006) comment:

Whereas human raters may directly evaluate various intrinsic variables of

interest, such as diction, fluency, and grammar, in order to produce an essay

score, AES systems use approximations or possible correlates of these intrinsic

variables (Attali & Burstein, 2006: 3).

Two further issues need to be considered. First, most pieces of writing are cur-

rently produced by students writing by hand, i.e., using a pen. If scripts are to be

graded by a computer, they need to be machine-readable. This requires clerical

assistance to input the scripts. It is not a cost-free option. Secondly, as with speech

recognition, a considerable amount of training needs to take place on the program

itself before it is operational. In speech recognition systems, users need to train

systems to their voice (Coniam, 1998). Likewise, computer rating programs may

require hundreds of scripts on a single topic to develop their own potentially reliable

rating metric (Dikli, 2006). This initial priming of the program is only feasible with

large examination bodies such as ETS, with access to large numbers of scripts.

Training is also a time-consuming affair as a representative set of scripts across a

range of abilities needs to be available to be fed to the program for training. In the

current study, for example, training BETSY with approximately 200 scripts on each

of three essay topics (due to the different iterations recommended) took approxi-

mately five hours per topic.
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Major studies of computerised assessment of written essays have also been skewed:

firstly, there has been a focus on native speaker writing; secondly, rating has tended to

examine different subject content areas, e.g. using the GRE; thirdly, many have been

with tertiary level students. Warschauer and Ware (2006) provide a useful discussion

of the place of automated writing evaluation in the ESL classroom; in general, how-

ever, there has been little research with secondary ESL students and automated writing

assessment. The current study therefore aims to extend the scope of investigation.

Firstly, the data is drawn from the writing of secondary school (Year 11, age 17) ESL

students. The data comes from the Writing Test of the 2005 Hong Kong Certificate of

Education examination (HKCE). Further, as the HKCEWriting Test consists of three

topics (each in a different genre), all three are examined.

Data is presented from a number of perspectives. One focus of analysis is the issue

of reliability. In addition. the paper compares the program’s performance on a range

of genres, with some discussion given to a brief qualitative analysis of why certain

scripts were over- or under-graded.

To restate, the current study is not a validation of a particular computer essay scoring

program (i.e., BETSY) per se, but rather an investigation into how well such a com-

puterised rating program performs when rating ESL students writing in different genres.

3 The current study

This section first provides a short overview of the Hong Kong examination system, the

source of the data. It then gives an overview of BETSY. The methodology of text

analysis and results retrieval is then outlined. Finally, results are presented and discussed.

3.1 The Hong Kong Examination situation

Hong Kong’s major public examination is the Hong Kong Certificate of Education

(HKCE) examination, administered by the Hong Kong Examinations and Assessment

Authority (HKEAA) at the end of Secondary 5 (Grade 11) with a 2005 candidature

for English language of 82,078 (HKEAA, 2006). There are four components in the

English language HKCE: (1) Writing; (2) Reading; (3) Speaking; and (4) Integrated

Reading, Writing and Listening. The 2005 HKCEE Writing paper offered test takers

three prompts. Test takers select one prompt and write approximately 300 words

within 70minutes. Overall grades awarded on the HKCE English language paper were

A to C (credit), D and E (pass), F and U (Fail).

The HKCE Writing Test has four subscales and descriptors (HKEAA, 2007:

104–105):

1. Relevance and adequacy of content for purpose

2. Accuracy and appropriacy of punctuation, vocabulary, language patterns

3. Planning and organisation

4. Appropriacy of tone, style and register; appropriacy of features for genre.

The subscales each comprise six levels, ranging from 1 (indicating weakness) to 6

(indicating good ability). A level ‘‘0’’ also exists, essentially indicative of ‘‘no or

minimal performance’’.
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Figure 1 (from the 2005 HKCE examination) presents the three prompts:

Prompt 1 is descriptive, prompt 2 argumentative and prompt 3 imaginative. Offer-

ing a choice from a range of such genres is a longstanding practice in the HKEAA’s

English language examinations.

3.2 BETSY – the Bayesian Essay Test Scoring sYstem

3.2.1 Background. In its automated assessment of student essays, BETSY evalu-

ates essays for style and content. To achieve this, BETSY (as with many automated

essay rating systems) first classifies texts according to sets of training materials

(Valenti, Neri and Cucchiarelli, 2003). Such classifications include surface features

such as: the number of words; average sentence length; number of verbs; content

features such as specific words and phrases; and other characteristics including the

order in which concepts appear and the occurrence of certain noun-verb pairs.

BETSY operates on Bayesian principles, determining the probability of certain

features in an analysed essay being associated with a certain score level. Each essay

is considered as a sample of calibrated features such as stemming, stop words,

and feature selection. Stemming involves analysing words for key content stems,

for example, extracting ‘‘educ’’ from ‘‘educate’’, ‘‘education’’, ‘‘educates’’, ‘‘educa-

tional’’, and ‘‘educated’’. Stop words refer to the most frequent articles, pronouns,

prepositions in English such as ‘‘the’’, ‘‘and’’, ‘‘with’’. Many of these English high

frequency words give little indication of a user’s ability; it is an ESL learner’s

command over the less frequent words that gives an indication of their English

language ability (Coniam, 1999). Finally, feature selection involves identification of

items with ‘‘maximum potential information’’.

BETSY has three modes of training/analysis: single words (or ‘‘key words’’); word

pairs (or ‘‘key phrases’’); arguments. ‘‘Arguments’’ are defined by Rudner and Liang

(2002: 8) as a pair of words (although not necessarily adjacent) with a prevalence

greater than 2% in the essays used for training.

Fig. 1. 2005 HKCE Writing Paper.
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A score for an essay to be analysed is therefore computed as the product of the

probabilities of all the features included in the essay (see Rudner and Liang, 2002, for

a more detailed description).

3.2.2 Operation. First, users specify how many levels they want BETSY to work

with, from two to five. BETSY next needs to be trained with criterial scripts at each

defined level. Some programs (IEA, PEG) require only 100 or so scripts for training,

but BETSY requires a minimum of two hundred (see Dikli, 2006).

Having selected a mode of training/analysis, the training procedure:

1. trains words

2. evaluates database statistics

3. eliminates uncommon words

4. determines stop words

The process is then reiterated for word pairs; and again for arguments.

Rudner and Liang (2002: 15) report that ‘‘scoring based on arguments tends to

outperform scoring based on key words or key phrases’’. Given Rudner and Liang’s

stance (although key words and key phrases were also analysed), results are reported

for ‘‘arguments’’ only in the current study because ‘‘arguments’’ subsume key words

and key phrases.

3.2.3 Output. BETSY produces two major sets of results. The first decides which

of three levels a script is assigned: ‘‘certainty’’, ‘‘I think’’ and ‘‘I don’t know’’. The

possibility of a script falling into each of the five criterion levels is presented as a

percentage. Where only a single probability is manifestly high, i.e., above 0.9,

BETSY declares ‘‘certainty’’. Where there are competing probabilities, BETSY opts

for the most likely, declaring that she ‘‘thinks’’. In circumstances where all prob-

abilities are very similar, BETSY declares that she in unable to come to a decision

‘‘Therefore I do not know’’. Figure 2 elaborates.

Secondly, for whatever features have been selected – words, phrases, arguments –

BETSY provides tables with the relative probability that a feature would fall into

a particular level as against the default possibility of 20% for each level (in the

Fig. 2. BETSY’s output – degrees of certainty.
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five-level mode). In Figure 3, level 1 indicates least able, and level 5 most able.

Figure 3 presents a sample from Script 240 referred to in Table 10.

3.3 Hypotheses

The working hypotheses in the current study are:

1. Ratings obtained from the program BETSY will not reach interrater

correlation levels achieved between ‘‘good’’ human raters. In previous Hong

Kong public examinations such as the English language HKCEE, good

interrater correlations (i.e., 0.8 or above) are desired.2

2. Discrepancies between the computer rater and the human raters will be greater

than between human raters.

3. There will be no difference between the levels of correlation reached among

the three genres of writing, i.e., genre will not influence scores.

3.4 Methodology

3.4.1 Preparation/Training. For each of the three topics, 300 scripts representing a

representative cross-section of ability were selected, typed into machine-readable format,

and checked for consistency of representation; i.e., that the typing faithfully reproduced

test takers’ work in spelling, grammar, punctuation and had not been ‘‘tidied up’’.

The scripts were then doubled-marked (using standard HKEAA practice) by nine

raters deemed ‘‘good’’ by the HKEAA based on their track record. As good as trained

markers may be, however, the use of raw scores to provide accurate information about

test takers has been an issue of considerable debate (see McNamara, 1996: 118) as they

mask factors such as rater severity and topic effect (Coniam, 2005). Multi-faceted Rasch

measurement (MFRM), using the computer program FACETS (Linacre, 1994) helps

model and take account of such effects.3 The double-marked scripts were calibrated onto

a Rasch scale to a single score to avoid the problems associated with raw marks

Fig. 3. BETSY’s output – relative probability of occurrence of different features.

2 Hatch and Lazaraton (1991: 441) suggest a ‘‘strong’’ correlation, as regards interrater

reliability, be taken as 0.8.
3 In Rasch measurement, the aim is to obtain a unified metric for measurement, with the unit of

measurement (referred to as logits) evenly spaced. Logits are centered at zero, zero being the 50%

probability represented by an ‘‘item’’ of average difficulty. With a common metric established,

different phenomena can be examined and their effects controlled and compared. In principle, this

can be achieved independently from situational features associated (as in the current study) with

the rating of writing such as prompt difficulty, test taker ability, rater severity levels.
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(Coniam, 2005). Results obtained in MFRM are provided in logits; however, FACETS

also provides a ‘‘Fair Average’’ score whereby logit values are converted back onto the

original rating scale metric (see Linacre, 1997: 550). The Rasch calibration was therefore

taken as the external standard. This calibrated score is henceforth referred to as the

‘‘human rater’’ score; the ‘‘Fair Average’’ score will be referred to as the ‘‘level’’ score,

since it makes direct reference to the HKCE six-point scale. By using MFRM, some of

the construct-irrelevant variance in test takers’ scores, caused by rater strictness and

prompt difficulty, is removed. Therefore, the current study moves on from direct com-

parisons with human raters – as with the Chung and O’Neil (1997), Foltz et al. (1999)

studies, for example – to comparisons with sets of human scores which may be viewed as

more reliable than the raw scores. Thus, the study examines not just how far computer

rating correlates with raw scores, but with what may better be considered ‘‘true’’ scores.

The HKEAA uses two measures to examine the quality of raters in its public

examinations: interrater correlations; and how many scripts need re-marking

because of discrepancies between raters. Analysis of these measures forms a sub-

stantial part of the study. In addition to quantitative data, analysis and discussion is

presented for some scripts where noticeable differences exist between calibrated

human rater scores and BETSY’s scores.

The HKEAA also provided, anonymously, test takers’ grades for the other

components of the HKCE English language examination so comparisons could be

made not only between the computerised scoring and the human raters, but between

BETSY’s scores and the overall HKCE English language examination scores, thus

providing an external point of evaluation against BETSY’s performance.

Finally textual features such as t-unit length and the number of error-free t-units

were computed for each script.4

3.4.2 BETSY setup. BETSY was specified to operate with five levels of ability, as

for HKCE levels: ‘‘1’’5 low and ‘‘5’’5 high ability. Note that analyses are only

presented with regard to BETSY’s performance in ‘argument’ mode.

For each topic, the 300 scripts were divided into 200 scripts for training purposes

and 100 scripts for subsequent analysis.

4 Results and Discussion

This section first presents details of the distribution of scripts and interrater corre-

lations. Raters’ performances are then correlated with scripts passed through

BETSY. Finally, discussion of individual scripts will explore inappropriate high or

low level grades in order to investigate BETSY’s decision-making process.

4.1 Background analyses – raters and scripts

The HKEAA’s rating scales effectively consist of seven levels, ranging from 0 to 6.

Table 1 presents the distribution of test takers’ Fair Average scores across levels for

the 300 scripts in each topic.

4 The t-unit as a ‘major clausal unit’ is generally viewed as providing a more reliable indicator

of syntactic complexity than the sentence (see Hunt, 1970).
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The distribution of scores is generally consistent across the three topics, although

Topic 3 is slightly skewed towards the weaker end, with fewer test takers scoring at

Level 5. Only one test taker obtained a Level 6 score – on Topic 1.

To provide BETSY with comparative sets of training scripts, the optimal would

have been an even spread of Fair Average scores across the five levels. This was not

the case, however, as Table 1 indicates; so, to provide BETSY with a representative

set of scripts for the five criterion levels, the following procedures were adopted.

Approximately two thirds of the scripts identified at the five levels were selected as

training scripts. These scripts were selected from the middle of the level range (where

they might be more representative of the level) rather than at the boundary points

(where they might be closer to a higher or lower level).

Level 0 scripts were excluded from the training, since Level 0 occurred well below

the midpoint of the lowest level, Level 1, as such scripts could skew the definition of

Level 1. Level 0 scripts were, however, included for analysis (where they would be

expected to be rated as Level 1, the lowest level). The Level 6 script was likewise

excluded from the training but included for analysis.

Following the decisions above, the sets of scripts were identified for training and

analysis. Table 2 elaborates.

Table 2 shows just under 200 scripts as criterion training scripts for each topic –

188 for Topic 1, 189 for Topic 2 and 193 for Topic 3.

On the HKEAA writing paper, interrater correlations of at least at 0.8 would be

expected in terms of good rater reliability [see footnote 2].

Table 3 presents interrater correlations for each of the three prompts. These were

produced as the correlation between the total rating (i.e., a maximum of 24 points)

given by each rater on the four rating scales, and are presented in Row 1. Data was

also made available by the HKEAA for test takers’ performance on other compo-

nents of the examination for comparative purposes (such as their performance on the

HKCE examination as a whole). Column 2 presents the correlation between raters

and test takers’ overall score on the HKCEE examination.

Given the target of 0.8 or better, Table 3 shows acceptable rater levels, indicating

a high degree of agreement between them on all three topics. This reliability is

confirmed by the raters also correlating highly with the overall subject grade, with

correlations in the high 0.8 range or better. All correlations were significant at the

1% level.

Table 1 Distribution of scripts across Fair Average levels

Topic 1 Topic 2 Topic 3

Level 0 14 13 9

Level 1 49 45 60

Level 2 49 51 65

Level 3 71 66 67

Level 4 68 78 67

Level 5 48 47 32

Level 6 1
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High interrater correlations are, however, only one measure of reliability. In

fairness to test takers, we must consider amounts of disparity between raters for any

individual test taker. In assessing writing, re-marking – involving a third rating – is

often required when major discrepancies between raters occur. The usual trigger for

this in public examination bodies is differences in raters’ grades by one subscale level

or more.5

In the current study, the trigger for re-marking was calculated as more than one

point of difference on each of the four scales, i.e., 5 or more points out of 24 (1.25/6).

Given this potential level of re-marking between human raters in the current study,

Table 4 presents the results for the three topics. The data in the Table indicate the

number of scripts that fell within the acceptable level of no more than 4 points of

difference out a maximum of 24.

As can be seen, with current raters, re-marking of between 16.7% and 24.3%

scripts would have been required, with Topic 1 triggering considerably more re-

marking than the other two topics. The results echo those reported by Rudner and

Table 2 Distribution of scripts across levels – training and analysis

Topic 1 Topic 2 Topic 3

Level 0 analysis 14 13 9

Level 1 training 30 30 40

analysis 19 15 20

Level 2 training 33 34 43

analysis 16 17 22

Level 3 training 47 45 47

analysis 24 21 20

Level 4 training 46 50 46

analysis 22 28 21

Level 5 training 31 30 17

analysis 18 17 15

Total no. of scripts for training 188 189 193

Total no. of scripts for analysis 112 111 107

300 300 300

Table 3 Interrater correlations

Topic 1 Topic 2 Topic 3

Rater 1 – Rater 2 correlation .828 (**) .883 (**) .798 (**)

Rater – subject mark correlation .879 (**) .912 (**) .858 (**)

**5 p, .01.

5 On the GMAT examination in the US, if the two raters differ by more than one score point

on the 6-point scale, a third rater remarks the script (Attali and Burstein, 2006: 13).
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Liang (2002: 9) for American high school students writing on a biology topic, where

an accuracy rate of 80% was achieved between BETSY and two good raters’ results.

We now move to an examination of BETSY’s performance with the HKCE

Writing Test scripts.

4.2 BETSY analyses

In examining the three possible decisions concerning degree of certainty, Table 5

presents BETSY’s decisions on the three writing topics.

BETSY’s decisions were either definite or likely, with definite decisions emerging

in approximately 80% of the scripts analysed for each topic. No uncertain decisions

were recorded.

Table 6 presents the correlations between the ‘‘expected’’ grades (the Fair Average

level scores obtained from the two human raters) and the grades awarded by

BETSY. Note that in the following tables, results are included for all scripts analysed

for the three topics (as in Table 5), irrespective of whether the decision was ‘‘I am

very certain’’ or ‘‘I think’’. As all results form part of a rater’s statistics in a public

examination (that is, no test taker’s scores could be omitted because the rater was

unsure about the student), the same modus operandi is retained.

Table 4 Potential amount of remarking required

Topic 1 Topic 2 Topic 3

Acceptable marking range 227/300 (75.7%) 250/300 (83.3%) 236/300 (78.7%)

Remarking required 24.3% 16.7% 21.3%

Table 5 BETSY’s decisions according to degree of certainty

Decision Topic 1 Topic 2 Topic 3

‘‘I am very certain’’ 88 (78.6%) 88 (79.3%) 88 (80.4%)

‘‘I think’’ 24 23 21

‘‘I do not know’’ 0 0 0

N 112 111 107

Table 6 Correlations between Fair Average scores and BETSY’s scores

Correlations Topic 1 (N5 112) Topic 2 (N5 111) Topic 3 (N5 107)

Human rater – BETSY .826 (**) .848 (**) .859 (**)

Rater 1 – Rater 2 .828 (**) .883 (**) .798 (**)

**5 p, .01.

270 D. Coniam

https://doi.org/10.1017/S0958344009000147 Published online by Cambridge University Press

https://doi.org/10.1017/S0958344009000147


Table 6 shows that BETSY achieves strong correlations at the 1% significance

level on all three topics. Correlations at the low to mid 0.8 compares very favourably

with the interrater correlations achieved between good raters (included from Table 3

above). Topic 2 correlations are slightly lower than that of human raters but Topic 3

has a higher correlation. The results echo those reported by researchers such as Foltz

et al. (1999) where correlations of 0.8 were obtained between computerised scoring

and human raters.

Given that the baseline for re-marking was established earlier (Table 4) as 5 or

more points out of 24 (1.25/6), Table 7 below now presents the differences between

BETSY’s scores and the Fair Average level scores for all scripts that BETSY rated.

In Table 7, a positive score indicates that BETSY was more lenient than the level

score derived from the two raters; i.e., BETSY rated test takers higher. A negative

score indicates that BETSY awarded test takers a lower score. The last row in the

Table incorporates interrater discrepancy levels from Table 4.

Table 7, with 1.25 points of difference being taken as criterial for acceptability,

shows comparable levels of acceptable marking from BETSY as for two human

raters. Topics 1 and 3 are in fact slightly higher than their human discrepancy

counterparts, with Topic 2 slightly lower. All three topics are very close to the human

results, and further illustrate a lower level of discrepancy. Topic 1 would require

most third marking, with Topic 2 again requiring least.

BETSY tends towards stricter rather than more lenient ratings. On Topic 1, the

strictest prompt, 5.3% of test takers were rated more than two whole levels lower than by

the human rater. Between 1.25 and 2 points of difference, BETSY was between 11.7%

and 18.3% stricter. Only a few cases of leniency were recorded – 3.6% of leniency above

the 1.25 level on Topic 2. No instances of leniency by more than two levels emerged.

To examine, in greater depth, why BETSY misgraded, each prompt will be dis-

cussed in terms of the most overgraded and most undergraded script (see Table 8

Table 7 Differences between BETSY’S scores and calibrated human rater scores

Level of discrepancy Topic 1 (N5 112) Topic 2 (N5 111) Topic 3 (N5 109)

,22.0 6 (5.3%) 3 (2.7%) 1 (0.9%)

22.0 – 21.25 19 (16.9%) 13 (11.7%) 20 (18.3%)

21.24 – 11.24 86 (76.7%) 91 (82.0%) 88 (80.7%)

11.25 – 12.0 1 (0.9%) 4 (3.6%) 0

.12.0 0 0 0

21.24 to 11.24: human raters 227/300 (75.7%) 250/300 (83.3%) 236/300 (78.7%)

Table 8 Most overgraded and undergraded test takers

Test taker Human score BETSY score t-units Error-free t-units

98 3.2 5 35 12/35 (34.2%)

240 5.2 2 34 32/34 (94.1%)
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below). Since Topic 1 emerged as most divergent on various statistical measures,

scripts from this prompt will be examined. Data will be presented for one low ability

test taker (scoring below Level 3) who was overrated by BETSY and one high ability

test taker (scoring Level 5) who was underrated by BETSY. First, some background

textual details of these scripts will be examined, followed by a discussion of BETSY’s

output.

The most overgraded script was Script 98; it is presented in Figure 4, along with

BETSY’s certainty rating.

The script above achieved a fair average score of 3.2, with BETSY’s rating a ‘‘very

certain’’ 5. Against the Level 3 average of 35.3 t-units, this script consisted of 35

t-units, of which 34.2% were free of errors. It did, however, contain many infrequent

words, many of which were misspelt (sanscity [presumably, ‘‘sanctity’’], tumultous,

comtemplation, unplesent). While in the training process BETSY supposedly purges

infrequently-occurring items, BETSY’s analysis is partly predicated on the occur-

rence of specific words and phrases (see section 3.2). These words may have had an

effect on the overall rating. They would not have affected the human raters, who

would not have been impressed by misspelt words incorporated into often

ungrammatical sentences (reflected in the low percentage of error-free t-units), e.g.,

Fig. 4. Overgraded script – Script 98.
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‘‘Thought that they live in an unplesent environment, They are kind’’. It is a possible

indicator, nonetheless, as to how computerised rating programs may err, and

although it is not the focus of the current study, one issue which could be investi-

gated further in computerised rating is the extent to which a computer may be fooled

by writers (Page, 2003).

Table 9 presents a sample of the output produced by BETSY for Script 98. For

each of the five levels (‘‘5’’ indicating most able), BETSY provides the possibility

that a particular ‘‘argument’’ is indicative of a particular level. In Table 9, fre-

quencies above 30% (as against the average of 20%) have been bolded to highlight

where the highest amount of decision-pointing frequencies occur among the five

levels.

As Table 9 illustrates, a higher percentage of frequencies above 30% occur in the Level

4 and 5 columns even though the data in the Table essentially contains collocations

between function words, and as such is not particularly informative. It is presumably

partly for this reason that BETSY is ‘‘very certain’’ that this is a Level 5 script.

In contrast with an overgraded script, the most undergraded script is now pre-

sented – Script 240 in Figure 5. Against the Level 5 average of 41.7 t-units, Script 240

Table 9 Most frequent ‘‘arguments’’ – Script 98

token freq/1000 1 2 3 4 5

during this 86.6 8.% 11.6% 32.% 9.4% 39.%

that they 320.0 10.8% 9.8% 18.5% 23.7% 37.2%

that being 260.0 3.4% 9.8% 17.4% 33.7% 35.7%

some them 146.6 5.5% 11.9% 34.4% 12.8% 35.5%

they just 86.6 8.% 17.4% 13.8% 28.2% 32.6%

about that 93.3 14.8% 21.4% 25.3% 8.7% 29.9%

from that 66.6 9.9% 14.3% 16.9% 34.8% 24.1%

that there 66.6 9.7% 21.1% 11.1% 34.3% 23.7%

from this 60.0 11.2% 8.1% 38.5% 33.% 9.1%

this time 73.3 26.% 12.5% 9.9% 30.5% 21.1%

that this 80.0 17.1% 12.4% 19.6% 30.1% 20.8%

with them 260.0 6.8% 22.1% 19.4% 29.8% 22.%

take part 146.6 16.8% 8.1% 44.9% 16.5% 13.7%

week have 146.6 16.1% 23.3% 33.7% 9.4% 17.4%

with other 80.0 8.9% 25.6% 30.4% 20.8% 14.4%

make them 53.3 11.2% 40.6% 12.8% 26.3% 9.1%

week felt 66.6 18.7% 33.8% 16.% 16.4% 15.2%

like this 93.3 7.6% 32.9% 26.% 8.9% 24.6%

week which 60.0 38.3% 20.8% 21.9% 11.2% 7.8%

felt about 60.0 37.5% 20.3% 16.% 11.% 15.2%

about this 93.3 34.4% 24.9% 11.8% 12.1% 16.8%

week this 53.3 30.7% 14.8% 17.5% 12.% 24.9%

during which 86.6 29.9% 21.7% 21.4% 8.8% 18.2%

that time 213.3 29.1% 15.8% 16.6% 14.9% 23.6%

this first 66.6 18.8% 20.4% 16.1% 22.% 22.8%

what they 180.0 18.3% 6.6% 23.5% 29.4% 22.2%

have some 53.3 11.3% 24.5% 19.4% 26.5% 18.3%
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consisted of 34 t-units, fewer even than Script 98 with its 35 t-units. However, Script

240 contained 94.1% error-free t-units.

In contrast to Script 98, where the test taker attempted to produce elaborate

structures with flowery vocabulary beyond their ability level (as evidenced by the low

number of error-free t-units), the writer of Script 240 writes in a style containing

simple, mainly accurate structures, using vocabulary that shows a certain, although

limited, range. One feature that BETSY examines is sentence length, which is

comparatively shorter in Script 240, a possible reason for the Level 2 score.

There is little low-frequency vocabulary in Script 240. The style is simpler and less

flowery than script 98. Consequently, whereas Script 240 achieved a human level

score of 5.2, BETSY was ‘‘very certain’’ that the script was a ‘‘2’’. Table 10 presents

the most frequent arguments.

Script 98’s arguments consisted only of function words whereas the arguments in

Script 240 show many more content word collocations, although substantially more

occur in levels 1 and 2 than in the upper levels. It is, presumably, on this basis that

the script has emerged as a ‘‘2’’.

Fig. 5. Undergraded script – Script 240.
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Table 10 Most frequent ‘‘arguments’’ – Script 240

Token freq/1000 1 2 3 4 5

teacher week 93.3 21.1% 20.3% 12.% 12.4% 34.2%

think about 80.0 16.7% 6.% 19.% 24.4% 33.8%

work reporter 106.6 13.6% 9.8% 15.5% 27.9% 33.1%

about that 93.3 14.8% 21.4% 25.3% 8.7% 29.9%

that there 66.6 9.7% 21.1% 11.1% 34.3% 23.7%

week know 53.3 22.5% 16.2% 19.2% 32.9% 9.1%

working experience 113.3 6.8% 14.7% 19.3% 31.8% 27.5%

that this 80.0 17.1% 12.4% 19.6% 30.1% 20.8%

with them 260.0 6.8% 22.1% 19.4% 29.8% 22.%

students also 80.0 17.1% 24.8% 34.2% 10.% 13.9%

told them 113.3 13.2% 14.3% 34.% 11.6% 26.8%

experience that 53.3 11.2% 16.2% 32.1% 13.2% 27.3%

with other 80.0 8.9% 25.6% 30.4% 20.8% 14.4%

teacher when 93.3 22.8% 16.5% 30.4% 17.9% 12.4%

very important 60.0 20.2% 36.5% 17.3% 17.8% 8.2%

during lesson 100.0 13.9% 35.3% 19.9% 8.2% 22.6%

week felt 66.6 18.7% 33.8% 16.% 16.4% 15.2%

teacher after 53.3 11.1% 32.2% 19.1% 19.6% 18.1%

after lesson 53.3 10.8% 31.4% 12.4% 19.1% 26.4%

week chose 53.3 30.6% 29.5% 17.5% 6.% 16.5%

felt about 60.0 37.5% 20.3% 16.% 11.% 15.2%

choose work 380.0 35.1% 12.7% 18.8% 19.3% 14.2%

about this 93.3 34.4% 24.9% 11.8% 12.1% 16.8%

teacher restaurant 233.3 33.3% 24.1% 9.5% 19.5% 13.5%

that school 100.0 32.7% 14.2% 11.2% 15.3% 26.5%

week this 53.3 30.7% 14.8% 17.5% 12.% 24.9%

cook flight 206.6 30.2% 24.6% 13.% 19.9% 12.3%

week school 86.6 30.1% 27.2% 17.2% 13.2% 12.2%

during which 86.6 29.9% 21.7% 21.4% 8.8% 18.2%

conducted working 406.6 29.5% 22.9% 18.1% 21.% 8.6%

teacher working 60.0 29.3% 21.2% 22.3% 11.4% 15.8%

very easy 60.0 29.2% 21.1% 11.1% 22.8% 15.8%

could teach 66.6 28.3% 20.5% 27.% 16.6% 7.7%

very difficult 86.6 23.6% 11.4% 18.% 27.7% 19.2%

think that 340.0 22.8% 22.% 23.1% 17.8% 14.4%

experience during 193.3 21.% 27.4% 24.% 17.3% 10.2%

students were 280.0 20.7% 12.9% 23.7% 13.9% 28.8%

first lesson 106.6 20.4% 19.7% 19.4% 23.9% 16.6%

teach class 60.0 20.3% 22.% 17.4% 23.8% 16.5%

scheme school 60.0 20.1% 14.6% 17.2% 23.6% 24.5%

good teacher 166.6 19.% 24.1% 19.% 22.3% 15.5%

know that 166.6 19.% 20.6% 19.% 22.2% 19.2%

this first 66.6 18.8% 20.4% 16.1% 22.% 22.8%

teacher during 80.0 17.3% 18.7% 24.7% 25.3% 14.%

when they 133.3 17.1% 12.4% 22.8% 20.% 27.7%

week scheme 1126.6 11.6% 16.8% 19.5% 24.4% 27.7%

teacher easy 226.6 11.5% 25.% 26.3% 24.8% 12.5%

teacher future 60.0 10.5% 15.2% 24.% 24.7% 25.6%

them after 73.3 9.3% 27.% 26.6% 21.9% 15.1%
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5 Conclusion

This paper has investigated the use of a computer essay scoring program, examining

the performance of Year 11 secondary school ESL students on a Hong Kong public

examination. The data included the three different prompts from the HKCE Writing

Test to see whether there might be any effect due to the prompt’s genre.

The study was based on three hypotheses. The first was that ratings obtained from

the computer rating program BETSY would not reach interrater correlation levels

achieved between ‘‘good’’ human raters. This hypothesis was therefore rejected as

correlations were generally comparable with the human rater score. Results showed

good correlations between a calibrated score based on two good human raters’

scores and the program BETSY, and are comparable with other researchers’ findings

(e.g., Rudner and Liang, 2002).

The second hypothesis was that there would be greater discrepancies between the

computer rater and the human raters than between human raters. This hypothesis

was also rejected since overall levels of discrepancy were very similar to those

obtained by the human raters. The rater discrepancy rate, where scripts need to be

re-marked because of disagreement between two raters, emerged at levels broadly

comparable with those derived from discrepancies between paired human raters. One

issue worthy of further research is why more discrepancies were due to BETSY

rating more harshly rather than leniently.

The third hypothesis was that there would be no difference between the levels of

correlation reached among the three genres. This hypothesis was also rejected since,

while the three topics in the study were generally comparable, the descriptive topic

emerged on a number of issues as being the most problematic. Among these, cor-

relations with the human rater was the lowest of the three genres. Also it produced

the largest number of discrepancy scripts requiring most re-marking. Further, the

descriptive topic emerged as the strictest in terms of lowest grades awarded to test

takers, and recorded (by a small measure) the least number of ‘‘most certain’’

decisions. This might be an area of future research – possibly investigating these

issues further in terms of linguistic features such as range of vocabulary, structures

and discourse patterns associated with this genre.

In summary then, while computer rating programs have their detractors in terms

of transparency, it can be seen that they produce results which compare favourably

with human raters. Where resources are limited and the examination is low stakes, a

computer rating system could be used as a second marker, with a third rater invoked

when large discrepancies are flagged.

Despite high correlations with a human rater, computer programs still lack

transparency in terms of how they achieve the grades they award. This creates a

validity problem as we do not know how ratings are achieved, e.g. BETSY’s defi-

nition of an ‘‘argument’’ when two content words collocate at 2% of the overall text,

irrespective of punctuation or other features. This definition appears illogical,

unclear, and unargument-like, representing a problem for teachers of writing (Weigle,

2002: 236) in that it too much resembles a ‘‘black box’’. We must nonetheless note

that with the ‘‘general impression marking’’ schemes of the 1980s criteria were not

always explicit either. Human rating schemes have not always been transparent.
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Currently, in Hong Kong public examinations, essays are not typed. As a com-

puter rating system entails creating a database for training and analysis, scripts

would need to be scanned in. This is, at present, a major exercise. However, college

and high school students sometimes submit typed written assignments. In this case, if

large numbers of students produce scripts at the same time at the end of the school

year, for example, a computer-based system might soon be a viable assessment tool.

It could also have uses when large number of applicants are applying to a college, for

example, and their writing needs to be quickly analysed.

Since many religious organisations or trade unions operate a number of schools in

Hong Kong, their schools could cooperate by setting similar writing topics for their

end-of-year examinations. Once a large data bank is created and the system trained

adequately, teachers could single mark scripts (the norm is double marking), using

the computer as the second rater, provided arrangements for a third rater exist for

discrepancies.

In this study, computer rating systems have been examined from an assessment

perspective but other uses also exist. Warschauer and Ware (2006), for instance, discuss

the potential of automated writing evaluation in the classroom, and Cheung et al.

(2005) discuss a system based on latent semantic analysis for formative feedback when

student essays are compared against models produced by the teacher. So while it may

still be early days for computerised essay-scoring programs – at least with the rating of

second-language writing – the potential for computerised essay-scoring cannot be

ignored, as improvements develop in this area over the coming decade.

The study’s limitations must also be considered. The first issue is sample size, with

200 training scripts being close to the threshold of tolerance for reliability. Also,

while the study has investigated what computer essay-rating programs are capable

of, it has not attempted to validate BETSY per se. Indeed, advances in computing

and NLP have begun to surpass the technology underpinning the possibly ageing

BETSY (the version used in this study dates from 2003). Researchers such as Attali

and Burstein (2006: 25) discuss the potential of automated essay rating systems to

develop ‘‘an objective writing scale that is independent of specific human rubrics and

ratings’’. Interesting developments await on the computer rating horizon.
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