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An Analysis of the GDPR Compliance
Issues Posed by New Emerging

Technologies

Abstract: New emergent technologies, like cloud computing, blockchain, the ‘internet
of things’, and artificial intelligence (AI), have received significant attention from research

and industry. Public and private organisations benefit from these technologies, but the

privacy of individuals is threatened. This research paper, by Varda Mone and CLV

Sivakumar, analyses the existing data protection laws with respect to new emerging

technologies like AI, big data, and algorithms. The purpose is first, to discuss and analyse

the impact and emergence of modern concepts like big data, algorithms and artificial

intelligence (AI), Cloud computing, and the ‘internet of things’, etc mainly in light of

GDPR (General Data Protection Regulation) provisions. The article examines the

challenges of GDPR compliance posed by the features of these technologies, both

individually and collectively. Due to the unique features of these technologies, we are able

to identify areas of compliance that needed attention. With regard to the compliance

issues identified, we discuss possible solutions as well as raise new questions for further

investigation. It is not an exhaustive assessment of these fields but an attempt is made to

shed light on a few of them from a data protection perspective.

Keywords: data protection; privacy; GDPR; technology; big data; artificial intelligence;

AI

1. INTRODUCTION

The new and contemporary technological advancements

and breakthroughs of computers and the Internet have

increased the chances of privacy invasion and created an

environment in which it is inexpensive and simple to

access an ever-expanding pool of personal information

about identifiable individuals anywhere in the cyber uni-

verse. Not only is it possible to target market products

and services with the data collected, but web businesses

can also sell advertising space on their websites based on

this information.1 This personal data recorded by govern-

ment agencies, credit card companies, and telephone

service providers can be misappropriated, leaving indivi-

duals vulnerable to the whims of predators. Several

important trends contribute to breaches of privacy like

globalization and the development of the Internet, which

has removed geographical limitations to the flow of data.

Modern-day social and commercial transactions necessar-

ily require sharing of information. All social networking,

mobile applications, and e-commerce platforms run on

the sole minimum procedure of sharing some personal

or sensitive information.

Researchers have long agreed that technological

advances are accelerating at a rate that legal

frameworks cannot keep up with.2 Emerging technol-

ogy such as cloud computing (CC), blockchain (BC),

the Internet of Things (IoT), and artificial intelligence

(AI) all have one thing in common: an openness that

allows them to be incredibly innovative.3 Organizations

and societies see this openness as a driver of innovation

in our interconnected world. Each new technology

offers appealing advantages. CC provides scalable dis-

tributed Information Technology (IT) resources and

skills while lowering capital expenditures.4 The world is

witnessing a phase where data transfer and sharing of

information is rampant in all forms of communications

and transactions. These modern-day systems of transac-

tions and communications are not only restricted to

sharing information which is general and has no legal

ramifications or individual's privacy at stake. Changing

contours of data transfers and transactions have many

legal and related implications. Since the nature of infor-

mation being shared and transferred may be very sensi-

tive, such as medical information, banking information,

biometric information, defence-related information,

etc. between the transferor and transferee, the trans-

fer/sharing of such information may warrant big legal

implications. The implications of such sharing in
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modern applications and communications are unknown

for multifarious reasons.5

This article analyses the issues pertaining to data pro-

tection in the onset of new emerging technologies. For

this purpose, a precise case study of modern concepts

like big data, algorithms and artificial intelligence (AI),

Cloud computing, and the Internet of Things has been

made to understand how they can be used to reap profit

causing breaches of data privacy and to find out the inad-

equacy of existing legal framework to protect such cases.

Therefore, the article explores the following research

questions: What impact will GDPR (the General Data

Protection Regulation) have on new emerging technolo-

gies? Also, do GDPR criteria aid in the prevention of data

misuse? If not, what should be done to eliminate the ill

use of accumulated data by data companies?

2. METHOD

The method used to do research on this paper is entirely

based on secondary sources of data analysis. Various law

books, articles, and other primary and secondary sources

have been used to get the data. These include legislation,

treaties, conventions, and reports from different groups.

It is only a study of interpretation and analysis.

3. IMPACTOF GDPR ON EMERGING
TECHNOLOGIES

In today’s digital economy, there has been a complete

change in how businesses connect their operations.

Businesses can gain an advantage over their competitors

by predicting what people will need to make decisions

about what goods and services they want to buy. GDPR

applies to all organisations, whether based inside or

outside the EU, that offer goods and services to EU citi-

zens.6 GDPR also applies to all organisations that process

the personal data of EU data subjects, regardless of

where they offer products or services to them or

whether the processing is manual or automated.7

Data analytics processes have had a significant impact

on the operational activities of a business, such as

integrated supply chain management mechanisms that

connect multiple departments and business domains,

including warehouses, transportation and suppliers and

retailers. Protecting data that is collected from different

sources using digital technologies is proven to be safe

under the EU GDPR, which was put into place a reason-

able amount of time ago. A company’s opportunities

can only be fully realized if it has accurate and timely

information from new emerging technologies like big data

analytics, artificial intelligence applications as well as

cloud computing software and virtual/augmented reality

devices. ‘Data analytics’ also helps in business operational

tasks such as supply chain management systems which

also include warehouses, transportation, suppliers, retai-

lers, and other organizations.

Commercial and government organizations around

the world are confronted with a variety of opportunities

and challenges when it comes to safeguarding and pre-

serving personal data as it may have a destructive impact

if fallen into wrong hands.

‘Data is the new oil8’ and with oil comes catastrophe

and convenience9. New emerging technologies (such as

big data, AI, social media etc.) can be lethal and non-

lethal at the same time depending on their usage. The

rise of big data, the Internet of Things, and algorithmic

decision-making, artificial intelligence10, social media

advertisements has a big impact on the notice and

consent model.11 Furthermore, state authorities under-

taking mass surveillance activities, such as project

Aadhaar, may make use of these technologies and cause a

significant impact on the rights of individuals.

In the modern era, privacy is threatened by the

power of private actors, and the need to ensure that

every personal information handling recognises funda-

mental rights requirements has become extremely rele-

vant. Furthermore, we have seen encouraging rates of

websites (e.g., social media platforms) publishing privacy

policies, and that’s where the story of success ends.12 All

of the internet’s free sites and services are funded by the

collection of personal information, the mining of that

data and targeted advertising. It is also increasingly easy

to follow people online, cookies and other electronic

identifiers, as well as the traceability of IP addresses,

make it difficult to conduct activities online anonymously.

From a broader perspective, the GDPR framework

aims to safeguard user information collected by internet

technologies and protect legal rights for consumers and

individual personnel. The following are some of the key

areas of new emerging technologies where the General

Data Protection Regulation will have a significant impres-

sion in the near future. The key to advancement by a lot

of businesses will be to use data that has been gathered

over time to deal with rising financial markets. The

European Union’s GDPR is about how to get, analyse,

and store a huge chunk of information in the form of

data from people. It also protects the people, ensuring

them the right to be explained on the personal informa-

tion used by digital gadgets.

3.1 BIG DATA

The term big data commonly encompasses ‘the growing
technological ability to collect, process and extract new and
predictive knowledge from the great volume, velocity, and
variety of data.’13 One of the most effective approaches

for obtaining and analysing actual-time data through differ-

ent AI technology and sensors is big data analytics.

Organizations spend a lot of money to integrate big data

analytics into their day-to-day operations.

The concept encompasses both the data and the data

analytics. They collect personal data of the public,

sensors and machines that collect data like weather and

satellite images, digital pictures and videos, GPS signals or
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IP addresses, and so on. The collected data can be used

for many other purposes other than the primary

purpose, such as to provide consumers with customised

services. These technological innovations make it possible

to structure, process and evaluate masses of data14 giving

outcomes that would be unobtainable on a lower scale.

Europe’s economic growth, innovation, and digitization

could be sparked by it.15 Though it may offer new oppor-

tunities for new social, economic or scientific insights,

the chances of testing and handling big data in a specific

way has opened up new avenues for consumer-centric

advertising and profiling.16

Moreover, the machine learning algorithm systems

that convert data into information are not perfect; they

rely on imperfect input variables, reasoning, plausibility,

and the people who design them.17 Big data has also

changed the way political audiences are viewed. A

common belief is that big data facilitates new ways of

securing political affiliation through algorithmic cluster-

ing.18 Further, many arguments about big data tend to

focus on government surveillance and the Orwellian

world of surveillance either through the internet or via

mobile phone tapping.19

Analysis

• AI algorithms and big data don’t go together. Article 5

(1) b. ML algorithms may use personal data for

unclear or illegal reasons and create new data, which

makes it hard for data subjects to know what will be

done with all of this information.

• ML algorithms and big data don’t follow Article 5 (1)c.

ML algorithms tend to collect and repurpose a lot of

personal data, which makes it hard for data subjects

to know if all of these data are adequate and relevant

for the purpose they are processed for.

• Article 4 (11) isn’t followed by ML algorithms and big

data. Processing and reusing large amounts of

personal data makes it hard to get informed consent

based on a statement or a clear affirmative action.

3.2 ARTIFICIAL INTELLIGENCE (AI)

Artificial intelligence applications are used by many busi-

nesses and organisations to increase the quality of and

even outperform human abilities, such as understanding,

learning, and interacting with people and machines,

among other things.20 Technology and software use algo-

rithms to automate choice by emulating the process of

human decision-making. As a method of calculation, data

processing, evaluation, and automated reasoning and deci-

sion-making, an algorithm fits the bill nicely.

The GDPR emphasizes allowing individuals to access

personal data, own and control it, and make changes to it

as they see fit. Data such as a person’s age and gender

are among the sensitive information that is collected by a

large number of organisations. Apps on digital devices

used by individuals can track personal data, according to

a number of studies.

AI requires the collection and processing of a lot of

data for things like targeting and profiling, for example.

This is a process that may be automated and make deci-

sions based on predefined patterns or factors. Asked by

the Commerce and Judiciary Committees of the US

Senate, Mark Zuckerberg said that “AI tools” are import-

ant to any plan to fight hate speech, fake news, and

manipulations that use data ecosystems to target

people.21

As a result, many people are reluctant to share per-

sonal information, fearing that misused data could nega-

tively impact both society and the organisation. GDPR

regulations ensure that necessary precautionary measures

are to prevent the adverse consequences and the effect-

ive continuance of AI applications and their actions tar-

geting consumer data collection in order to improve

consumer experience and provide satisfying performance.

Analysis

• Article 5 (2) of GDPR does not allow AI systems to

be autonomous. It makes it hard to hold AI systems

accountable for the harm they may cause to the data

subject.

• Automation and machine learning algorithms do not

follow Articles 13(2)f, 14(2)g, 15(1)h, or 22. (1). It

makes it hard to explain the complicated ML

algorithm logic that is used to process personal data,

which hurts fairness and transparency. So, the people

whose information is being used can’t opt-out of
automated decisions and profiling because they don’t
know what will happen to them if they do.

3.3 INTERNETOF THINGS (IoT)

The Internet of Things (IoT) is a term used in the informa-

tion technology industry to describe devices that commu-

nicate with each other via the internet. Personal data such

as name, online data, gender, physical location, IP

addresses, age, and so on are accessed by IoT devices. IoT

also known as the Internet of Everything, is a rapidly

increasing supply of electronics and devices from which

information can be accumulated.22 It has two categories,

namely ‘Information and Analysis’ and ‘Automation and

Control.’23 The ‘Fitbit’, a device that tracks behaviour, is

the most well-known example of an IoT. It is best known

for its wristband fitness trackers, which allow users to

track foot-steps, various categories of workouts, total cal-

ories, and other health information.24 IoT can help organi-

sations and countries in many ways, such as by increasing

productivity, improving quality of life, automating pro-

cesses, personalising services, creating apps that work best

in certain situations, and generating rich data in real-

time.25 But there are big problems that make it hard to
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live up to these values, such as privacy, security attacks,

lack of interoperability because devices are different, imma-

ture technology for storing and processing huge amounts

of data, and weak regulatory frameworks.26

The biggest problems between IoT and GDPR are

transparency, consent, privacy, discrimination, and com-

plicated contracts (see Analysis). IoT is characterised by

the use of identification technologies to constantly link

data from people’s devices to their unique identities and

to link data between devices and services to give them

personalised services.27

Analysis:

• Constant identification, data linkage, IoT devices, and

multiple stakeholders breach Articles 12 (1), 13, 14

(1–4), 4 (11), and 6(1) a. Data subjects may not be

aware of IoT devices’ constant identification, data
linkage, data collection and sharing, and data

processing by IoT devices and many stakeholders. This

makes it difficult for controllers to inform data

subjects of their collection and processing. Thus, data

subjects may not give informed consent for data

processing.

• Article 5 (1)c and Article 5 (1)b are not followed

when third parties collect too much information or

change the reason for processing. They may collect

more than is necessary personal information about

people and how they act. Controllers and third

parties can use the huge amounts of personal data

they’ve collected for reasons other than what they

were collected for, and the data subjects may not even

know it.

• IoT devices that are connected to the internet, big

data analytics and algorithms, and complicated, multi-

layered contracts between IoT stakeholders don’t
abide by GDPR’s Article 28(3) and Article 5(2). In

reality, the processors are the ones who write up the

terms of the contract and the instructions for

processing. This makes the controller responsible for

giving the processor the instructions for processing

instead of the other way around. This could also make

it hard for the controller to show accountability, since

the standard contracts of the processors and their

sub processors may not be as detailed as GDPR

requires. It also gets harder to show who is

responsible for the harm done to the people whose

data is being used by IoT devices or big data analytics

and algorithms.

3.4 CLOUD COMPUTING & DATA
MINING

Internet-connected devices’ ability to show stored data

on web servers instead of on the device itself is known

as cloud computing.28 It allows for tremendous storage

and processing capabilities at a relatively low cost.

Importantly, because the bulk of the processing is done

by remote servers, it increases the capabilities of less

powerful devices such as mobile phones. The protection

of data collected in the cloud is generally governed by

the privacy policies and terms of service agreements of

cloud service providers. From a privacy perspective,

however, several challenges remain.29 Many companies

offering cloud computing services have failed to build in

security features such as encryption technologies. It can

also be challenging to maintain control of data in the

cloud.

With a revolution in information technology, data-

mining is a growing field that is used for everything from

consumer research, fraud identification, and client reten-

tion to manufacturing control and scientific exploration,

there’s something for everyone.30

GDPR can not ask for permission for every single

thing that the devices do. If there were a lot of people

doing a lot of networking, it would be very hard to keep

track of everything they did. It is a requirement under

the General Data Protection Regulation for all organisa-

tions to track the individual’s personal data they collects

at all times, as well as keep an eye on who has access to

the data and what permissions they have to use it. This

way, no one can use personal data without permission.

There has been more emphasis on protecting and main-

taining a privacy channel to make sure that personal data

is safe and not at risk. GDPR’s rules about protecting

people’s personal information are quickly growing as

more and more devices and technology are being used

by people. However, there are a lot of problems when it

comes to protecting and getting permission for people to

get their personal information.

Analysis:

• The virtual cloud environment doesn’t meet the

requirements of Article 33 (1), (2), and (3) Article

5(1)f because attackers can use flaws in the

hypervisor to gain access to the cloud environment

and delete or change personal data or settings of

virtual computing resources. They can also delete

all traces of their intrusion, which creates a

problem for cloud forensics. This means that when

the processor (i.e., CSP) finds out about a personal

data breach, it can’t tell the controller right away.

So, the controller (i.e., the customer organisation)

might not be able to tell the supervisory authority

about the personal data breach and give details

about it within 72 hours of finding out about it and

without too much delay. So, it’s possible that the

controller can’t follow the “integrity and

confidentiality” principle.

• Article 28 (1), (3)a, and (4), as well as Article 5(1)a,

Recital 39, are not met by simple and standard CSP

contracts. Due to the large number of tenants, the
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SLAs are not the same as the actual levels. As a result,

CSPs and their subcontractors tend to offer simple,

standard agreements that are less clear about the

complexity of the hardware in the cloud

infrastructure and about where and how personal

data is stored and processed. This is not in line with

GDPR because it doesn’t give enough guarantees to

put in place the right technical and organisational

measures to protect the rights of data subjects. It

makes it hard to meet the contractual requirements

of GDPR, which say that the CSP and its

subcontractors must process personal data based on

what the controller tells them to do in writing. So,

the controller might not be able to show that the

personal data was processed in a transparent way, as

required by GDPR’s “lawfulness, fairness, and
transparency” principle.

• Articles 7(2) and 17(1) do not allow for CC backups

that are spread out in different places. It is not clear

where the backup copies of personal data that have

been shared are, which makes it hard to get the data

subject’s clear consent. It also makes it hard to

guarantee the right to be forgotten and make sure

that all backup copies are deleted.

4. DATA PROTECTION-RELATED
ISSUES UNDER GDPR

The use of big data and artificial intelligence raises a

number of questions regarding the identification of con-

trollers and processors, as well as their liability. The

General Data Protection Regulation (GDPR) establishes a

legal regime for the liability of data controllers and pro-

cessors. When artificial intelligence and algorithms are

considered products, it raises questions about the distinc-

tion between individual liability, which is governed by the

General Data Protection Regulation, and product liability,

which is not governed by the GDPR.31

The essence, evaluation, and application of big data

call into question the application of some of the most

fundamental principles of the GDPR, such as the princi-

ples of lawfulness, data minimization, purpose limitation,

accuracy, and transparency. The business model of big

data may be the polar opposite of data minimization, as it

necessitates the collection of ever-increasing amounts of

data for unspecified purposes.

The complexity of big data analytics, as well as the

lack of transparency surrounding it, may necessitate a

rethinking of ideas about individual control over personal

data. Profiling and targeted advertising may not necessar-

ily be a problem if people are aware that they are being

targeted with advertisements that are tailored to them.

Personality profiling becomes a problem when it is used

to manipulate individuals, such as when it is used to look

for specific personalities or groups of people for political

campaigning purposes.

5. HOW EFFECTIVE ARE GDPR
PARAMETERS IN REDUCING THE
ABUSE OF ACCUMULATED DATA?

GDPR is founded on a body of rules that organisations

must adhere to as they conduct business operations.

They are distinct from the company’s fundamental rules

and regulations, which over time tend to become obso-

lete and inconsistent. These principles, which were estab-

lished by GDPR, give persons certain legal rights over

their accumulated data, including the ability to access,

modify, and delete pertinent data that is tracked and col-

lected by machines, and if they are violated, ‘a fine of up

to 4% of total accumulated revenue will be assessed.’
Companies, from the other side, bear a greater obligation

to safeguard individual information recorded from indivi-

duals in order to comply with the rules and standards

that guide GDPR policies and frameworks. 32

Numerous legal matters have required identifying

inappropriate use of individual information collected in

order to apply protective regulations to avoid massive

losses incurred by the institutions, compelling the regula-

tory body to enact a law specifically addressing personal

data protection and assuming responsibility for identifying

and investigating two organizations that violate the law.

Because so many businesses are reliant on digital tech-

nologies and customer data, there is a high potential for

data theft that could be harmful to a large number of

businesses if the information is made available to compe-

titors. People and organizations are becoming increasingly

concerned about how their personal information is being

used to benefit production industries and massive inter-

national organizations.

There is very little recognition given to small busi-

nesses that rely on data accumulated through the use of

artificial intelligence technologies and devices in compari-

son to large organizations. Many safeguards must be put

in place by organizations that rely on technology and Big

Data Analytics to safeguard the privacy of the information

they collect from individuals. The guidelines and frame-

work for obtaining personal data must be followed by

organizations on a proactive basis as well. The source of

data collection from individuals has all the rights of own-

ership and control over personal information, so data

protection must be given the highest priority. Any busi-

ness that uses digital technology or artificial intelligence

methodologies must be held responsible for the data it

uses.33

6. CONCLUSION

The new emerging technologies used by various organisa-

tions to achieve and embark on a sustainable journey will

be significantly impacted by GDPR. Businesses must

comply with GDPR and see it as an opportunity to

improve their data-driven outcomes. Personal data ana-

lysis and strategy development should be facilitated by
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organisations that operate globally and have a need to

comply with GDPR.

Different approaches can be used to recognise the

GDPR compliance problems created by the physical

properties of emerging technologies. The strategy in this

paper is to combine the four technologies so that the

characteristics of one address the compliance challenges

of the other. Comparing the engineering for GDPR com-

pliance by design is concerned with software design,

development, and operations.

Personal data used in technology applications must be

safeguarded in order in order to gain the confidence of

both customers and staff. An increasing number of orga-

nizations have come to appreciate the important connec-

tion between information and technology collection in

recent years, resulting in positive results. Global privacy

regulation (GDPR), as well as recent technological

advancements, will help organisations improve their effi-

ciency and gain a competitive edge in today’s and tomor-

row’s global economic environments by better collecting

and analysing personal data and using that data.

Effectively, GDPR compliance by design is a short-term

solution to the four emerging technologies’ compliance

challenges. In the long run, the EU data protection law

may be modified to accelerate the adoption of emerging

technologies. We have seen the revision of EU data pro-

tection law from Directive 95/46/EC to GDPR in order to

accommodate the use of new technologies and facilitate

cross-border data exchange.35 While GDPR may be seen

as a burden by many organisations, it has helped raise

awareness of data use and abuse in our digitally connected

world. It remains to be seen whether new technologies

will potentially impact data protection regulations.

7. RECOMMENDATIONS

As a result of GDPR, many organisations face challenges

in maintaining the confidentiality of individual data col-

lected through a slew of computer programmes. Because

of this, organisations should take proactive measures that

could benefit the wider populace and the way businesses

and organisations make decisions about what products

and services to make and how to make them in the

present economy. Following are a few suggestions to help

organisations implement and comply with the GDPR:

1. Data Security: Organizations should focus on

adapting to methods and practises that could involve

the use of technology in gathering relevant

information and analysing legitimate information in a

secure environment in order to improve the

judicial process of companies through the use of

personal information concentration. The

implementation of new methods and

practices should not be the primary focus of

institutions. Additionally, institutions should examine

how they can be more open and honest with the

public about the reasons for finding

private information.

2. Developing Trust: Customer service and

commercial activities require organizations that deal

with customers to maintain positive public relations.

The majority of decisions are based on the

preferences and requirements of the customer. The

collection of personal data in order to better

understand and predict consumer behaviour is

critical in order to deliver products and services that

consumers expect. When it comes to gaining

consumer trust, there are a variety of factors that

influence organizations to be transparent and honest

in their duties and practices. When customers have

faith in a company, they are more willing to share

personal information as well as pertinent information

that could help the company improve its operations.

3. Data Localisation: Data is essential to our

economy’s future and unlike any other resource.

Data is now considered an asset, with implicit value

derived from insights, patterns, and distribution of

data, as well as its amalgamation with other data.

Data localisation has two strategic aspects:

geographically located storage and sharing with

optimum control over its usage.

Figure 1: Source: Combinations of technologies versus GDPR.34
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