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Psychological research investigating sound and music has increasingly
been adapted to the evaluation of soundtracking for games, and is now
being considered in the development and design stages of some titles. This
chapter summarizes the main findings of this body of knowledge. It also
describes the application of emotional measurement techniques and player
responses using biophysiological metering and analysis. The distinction
between different types of psychophysiological responses to sound and
music are explored, with the advantages and limitations of such techniques
considered. The distinction between musically induced and perceived
emotional response is of particular relevance to future game design, and
the use of biophysiological metering presents a unique opportunity to
create fast, continuous control signals for gaming and game sound to
maximize player experiences. The world of game soundtracking also pre-
sents a unique opportunity to explore sound and music evaluation in ways
which traditional musicology might not offer (for example, deliberately
antagonistic music, non-linear sound design and so on). The chapter
concludes with directions for future research based on the paradigm of
biofeedback and bio-controlled game audio.

Introduction

As readers of this book will doubtlessly be very much aware, creating
effective soundtracking for games (which readers should take to include
music, dialogue and/or sound effects), presents particular challenges that
are distinct from creating music for its own sake, or music for static sound-
to-picture formats (films, TV). This is because gameplay typically affords
players agency over the timing of events in the game. One of the great
benefits of effective soundtracking is the ability to enhance emotional
engagement and immersion with the gameplay narrative for the player –
accentuating danger, success, challenges and so on. Different types of game
can employ established musical grammars which are often borrowed from
linear musical domains.302
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Emotional Engagement through Avatar and Control

There is a distinction to be made between active and passive physiological
control over the audio (or indeed, more generally over the game environ-
ment). Active control means that the user must be able to exert clear agency
over the resulting actions, for example, by imagining an action and seeing an
avatar follow this inputwith a direct correlation in the resulting soundworld.
Passive control would include detection of control signals which are not
directly controllable by the end user (for example, heart rate, or galvanic skin
response for emotional state estimation). This has been proposed as a control
signal in horror games such as 2011’s Nevermind,1 in which the gameplay is
responsive to electro-dermal activity – world designs which elicit higher
sweat responses from the player are chosen over worlds with less player
response2 – and becomes particularly interesting in game contexts when the
possibility of adapting the music to biofeedback is introduced.3 Here, the
potential to harness unconscious processes (passive control) for music and
sound generation may be realized, for example, through individually adap-
tive, responsive or context-dependent remixing. Such technology could be
married together with the recent significant advances in music information
retrieval (MIR), non-linear music creation4 and context-adaptive music
selection. For example, it could be used to create systems for unsupervised
music selection based on individual player preference, performance, narra-
tive or directly from biophysiological activity. As with any such system, there
are ethical concerns, not just in the storage of individual data, but also in the
potential to cause harm to the player, for example by creating an experience
that is too intense or scary in this context.

1 Barbara Giżycka and Grzegorz J. Nalepa, ‘Emotion in Models Meets Emotion in Design:
Building True Affective Games’, in 2018 IEEE Games, Entertainment, Media Conference (GEM),
Galway (2018), 1–5.

2 Eduardo Velloso, Thomas Löhnert, and Hans Gellersen, ‘The Body Language of Fear: Fearful
Nonverbal Signals in Survival-Horror Games’, Proceedings of DiGRA 2015 Conference,
14–17 May 2015, Lüneburg, Germany.

3 Richard Teitelbaum, ‘In Tune: Some Early Experiments in Biofeedback Music (1966–1974)’, in
Biofeedback and the Arts, Results of Early Experiments, ed. David Rosenbloom (Vancouver:
Aesthetic Research Center of Canada Publications, 1976), 35–56; Boris Blumenstein,
Michael Bar-Eli and Gershon Tenenbaum, ‘The Augmenting Role of Biofeedback: Effects of
Autogenic, Imagery and Music Training on Physiological Indices and Athletic Performance’,
Journal of Sports Sciences 13 (1995): 343–54; Elise Labbé, Nicholas Schmidt, Jonathan Babin and
Martha Pharr, ‘Coping with Stress: The Effectiveness of Different Types of Music’, Applied
Psychophysiology and Biofeedback 32 (2007): 163–8.

4 Axel Berndt, ‘Musical Nonlinearity in Interactive Narrative Environments’, Proceedings of the
International Computer Music Conference (ICMC), Montreal, Canada, 16–21 August 2009,
355–8.
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Psychophysiological Assessment as a Useful Tool for Both Analysing
Player Response to Music in Games, and Creating New Interactive
Musical Experiences

Psychophysiological assessment can provide clues as to player states and
how previous experience with sound and music in linear domains
(traditional non-interactive music and media) might influence a player
in a game context (learned associations with major or minor keys, for
example). Moreover, it suggests that these states are not necessarily
distinct (for example, a player might be both afraid and excited – con-
sider, for example, riding a rollercoaster, which can be both scary and
invigorating, with the balance depending on the individual). In other
words, there is not necessarily an emotional state which is universally
‘unwanted’ in gameplay, but there may be states which are ‘inappropri-
ate’ or emotionally incongruous. These are difficult phenomena to eval-
uate through traditional measurement techniques, especially in the
midst of gameplay, yet they remain of vital importance for the game
sound designer or composer. Biophysiological measurement, which
includes central and peripheral nervous system measurement (i.e.,
heart and brain activity, as well as sweat and muscle myography) can
be used both to detect emotional states, and to use physical responses to
control functional music, for example, in the design of new procedural
audio techniques for gaming.5 Music can have a huge impact on our day-
to-day lives, and is increasingly being correlated with mental health and
well-being.6 In such contexts, music has been shown to reduce stress,
improve athletic performance, aid mindfulness and increase concentra-
tion. With such functional qualities in mind, there is significant potential
for music in game soundtracking, which might benefit from biophysio-
logically informed computer-aided music or sound design. This chapter
gives an overview of this type of technology and considers how biosen-
sors might be married with traditional game audio strategies (e.g.,
procedural audio, or algorithmically generated music), but the general
methodology for design and application might be equally suited to
a wide variety of artistic applications. Biophysiological measurement
hardware is becoming increasingly affordable and accessible, giving

5 Omar AlZoubi, Irena Koprinska and Rafael A. Calvo, ‘Classification of Brain-Computer
Interface Data’, in Proceedings of the 7th Australasian Data Mining Conference-Volume 87
(Sydney: Australian Computer Society, 2008), 123–31.

6 Raymond MacDonald, Gunter Kreutz and Laura Mitchell ‘What Is Music, Health, and
Wellbeing andWhy Is it Important?’, inMusic, Health andWellbeing, ed. RaymondMacDonald,
Gunter Kreutz and Laura Mitchell (New York: Oxford University Press, 2012), 3–11.
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rise to music-specific applications in the emerging field of brain–com-
puter music interfacing (BCMI).7

For these types of system to be truly successful, the mapping between
neurophysiological cues and audio parameters must be intuitive for the
audience (players) and for the composer/sound designers involved. Several
such systems have been presented in research,8 but commercial take-up is
limited. To understand why this might be, we must first consider how
biosensors might be used in a game music context, and how emotions are
generally measured in psychological practice, as well as how game music
might otherwise adapt to game contexts which require non-linear, emo-
tionally congruous soundtracking in order to maximize immersion.
Therefore, this chapter will provide an overview of emotion and measure-
ment strategies, including duration, scale and dimensionality, before con-
sidering experimental techniques using biosensors, including a discussion
of the use of biosensors in overcoming the difficulty between differentiation
of perceived and induced emotional states. This section will include a brief
overview of potential biosensors for use in game audio contexts. We will
then review examples of non-linearity and adaptive audio in game sound-
tracking, before considering some possible examples of potential future
applications.

Theoretical Overview of Emotion

There are generally three categories of emotional response to music:

7 Yee Chieh (Denise) Chew and Eric Caspary, ‘MusEEGk: A Brain Computer Musical Interface’,
in Proceedings of the 2011 Annual Conference Extended Abstracts on Human factors in
Computing Systems, CHI ‘11: CHI Conference on Human Factors in Computing Systems,
Vancouver BC, Canada, May 2011 (New York: ACM Press), 1417–22; Ian Daly,
DuncanWilliams, Alexis Kirke, James Weaver, Asad Malik, Faustina Hwang, Eduardo Miranda
and Slawomir J. Nasuto, ‘Affective Brain–Computer Music Interfacing’, Journal of Neural
Engineering 13 (2016): 46022–35.

8 Mirjam Palosaari Eladhari, Rik Nieuwdorp and Mikael Fridenfalk, ‘The Soundtrack of Your
Mind: Mind Music – Adaptive Audio For Game Characters’, ACE ‘06: Proceedings of the 2006
ACM SIGCHI International Conference On Advances In Computer Entertainment Technology,
Hollywood, California, 14–16 June 2006 (New York: ACM Press), 54–61; Axel Berndt, ‘Diegetic
Music: New Interactive Experiences’, in Game Sound Technology and Player Interaction:
Concepts and Developments, ed. Mark Grimshaw (Hershey, PA: IGI-Global, 2011), 60–76;
Duncan Williams, Alexis Kirke, Eduardo R. Miranda, Ian Daly, James Hallowell,
Faustina Hwang, Asad Malik, James Weaver, Slawomir J. Nasuto and Joel Eaton, ‘Dynamic
Game Soundtrack Generation in Response to a Continuously Varying Emotional Trajectory’, in
Proceedings of the 56th Audio Engineering Society Conference 2015 (Queen Mary, University of
London: Audio Engineering Society, 2015).
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• Emotion: A shorter response; usually to an identifiable stimulus, giving
rise to a direct perception and possibly an action (e.g., fight/flight).

• Affect/Subjective feeling: A longer evoked experiential episode.
• Mood: The most diverse and diffuse category. Perhaps indiscriminate to
particular eliciting events, and as such less pertinent to gameplay, though
it may influence cognitive state and ability (e.g., negative or depressed
moods).

Emotion (in response to action) is the most relevant to gameplay
scenarios, where player state might be influenced by soundtracking, and
as such this chapter will henceforth refer to emotion unilaterally.

Emotional Descriptions and Terms

Psychological evaluations of music as a holistic activity (composition,
performance and listening) exist, as do evaluations of the specific contribu-
tions of individual musical features to overall perception. These generally
use self-report mechanisms (asking the composer, performer or listener
what they think or feel in response to stimulus sets which often feature
multiple varying factors). The domain of psychoacoustics tends to consider
the contribution of individual, quantifiable acoustic features to perception
(for example, correlation between amplitude and perceived loudness,
spectro-temporal properties and timbral quality, or acoustic frequency
and pitch perception). More recently this work has begun to consider
how such factors contribute to emotional communication in
a performance and an emotional state in a listener (for research which
considers such acoustic cues as emotional correlates in the context of
speech and dialogue).9

At this stage it is useful to define common terminology and the concepts
that shape psychophysiological assessments of perceptual responses to
sound and music. Immersion is a popular criterion in the design and
evaluation of gaming.

The term ‘immersion’ is often used interchangeably in this context with
‘flow’,10 yet empirical research on the impact of music on immersion in the
context of video games is still in its infancy. A player-focused definition (as

9 See, for example, Patrik N. Juslin and Petri Laukka, ‘Expression, Perception, and Induction of
Musical Emotions: A Review and a Questionnaire Study of Everyday Listening’, Journal of New
Music Research 33 (2004): 217–38.

10 David Weibel and Bartholomäus Wissmath, ‘Immersion in Computer Games: The Role of
Spatial Presence and Flow’, International Journal of Computer Games Technology (2011): 14
pp. at 6, accessed 29 October 2020, https://dl.acm.org/doi/pdf/10.1155/2011/282345.
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opposed to the perceptual definition of Slater,11 wherein simulated envir-
onments combine with perception to create coherence) has been suggested
as a sense of the loss of time perception,12 but this was contested in later
work as anecdotal.13 Some studies have considered players’ perceived, self-
reported state in an ecological context,14 that is, while actually playing –

suggesting that players underestimate how long they actually play for if
asked retrospectively. Later research has suggested that attention might be
better correlated to immersion.15

Whichever definition the reader prefers, the cognitive processes involved
are likely to be contextually dependent; in other words the music needs to be
emotionally congruent with gameplay events.16 This has implications for
soundtrack timing, and for emotional matching of soundtrack elements with
gameplay narrative.17

Despite the increasing acknowledgement of the effect of sound or music
on immersion in multimodal scenarios (which would include video game
soundtracking, sound in film, interactive media, virtual reality (VR) and so
on), there is a problem in the traditional psychophysical evaluation of such
a process: simply put, the experimenter will break immersion if they ask
players to actively react to a change in the stimulus (e.g., stop playing when
music changes), and clearly this makes self-report mechanisms problematic
when evaluating game music in an authentic manner.

Distinguishing Felt Emotion

We must consider the distinction between perceived and induced emo-
tions, which is typically individual depending on the listeners’ prefer-
ences and current emotional state. The player might ask themselves:
‘I understand this section of play is supposed to make me feel sad’ as
opposed to ‘I feel sad right now at this point in the game’. We might

11 Mel Slater, ‘A Note on Presence Terminology’, Presence Connect 3, no. 3 (2003): 1–5.
12 Timothy Sanders and Paul Cairns, ‘Time Perception, Immersion and Music in Videogames’, in

Proceedings of the 24th BCS interaction specialist group conference 2010 (Swindon: BCS Learning
& Development Ltd., 2010), 160–7.

13 A. Imran Nordin, Jaron Ali, Aishat Animashaun, Josh Asch, Josh Adams and Paul Cairns,
‘Attention, Time Perception and Immersion in Games’, in CHI’13 Extended Abstracts on
Human Factors in Computing Systems (New York: ACM, 2013), 1089–94.

14 Simon Tobin, Nicolas Bisson and Simon Grondin, ‘An Ecological Approach to Prospective and
Retrospective Timing of Long Durations: A Study Involving Gamers’, PloS one 5 (2010): e9271.

15 Nordin et al., ‘Attention, Time Perception and Immersion in Games.’
16 Kristine Jørgensen, ‘Left in the Dark: Playing Computer Games with the Sound Turned Off’, in

From Pac-Man to Pop Music: Interactive Audio in Games and New Media, ed. Karen Collins
(Aldershot: Ashgate, 2008), 163–76.

17 D. Williams et al., ‘Dynamic Game Soundtrack Generation.’
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look for increased heart rate variability, skin conductance (in other
words, more sweat), particular patterns of brain activity (particularly
frontal asymmetry or beta frequencies)18 and so on, as evidence of
induced, as opposed to perceived emotions. Methods for measuring
listeners’ emotional responses to musical stimuli have included self-
reporting and biophysiological measurement, and in many cases combi-
nations thereof.

The distinction between perceived and induced or experienced
emotions in response to musical stimuli is very important. For exam-
ple, induced emotions might be described as ‘I felt this’, or ‘I experi-
enced this’, while perceived emotions could be reported as ‘this was
intended to communicate’, or ‘I observed’, and so on. The difference
has been well documented,19 though the precise terminology used can
vary widely.

Perceived emotions are more commonly noted than induced emo-
tions: ‘Generally speaking, emotions were less frequently felt in response
to music than they were perceived as expressive properties of the
music.’20 This represents a challenge, which becomes more important
when considering game soundtracking that aims to induce emotionally
congruent states in the player, rather than to simply communicate them.
In other words, rather than communicating an explicit goal, for example
‘play sad music = sad player’, the goal is rather to measure the player’s own
bioresponse and adapt the music to their actual arousal as an emotional
indicator as interpreted by the system: biophysiological responses help us
to investigate induced rather than perceived emotions. Does the music
communicate an intended emotion, or does the player really feel this
emotion?

18 John Allen and John Kline, ‘Frontal EEG Asymmetry, Emotion, and Psychopathology: The
First, and the Next 25 Years’, Biological Psychology 67 (2004): 1–5.

19 Daniel Västfjäll, ‘Emotion Induction through Music: A Review of the Musical Mood Induction
Procedure’,Musicae Scientiae 5, supplement 1 (2001–2002): 173–211; Jonna K. Vuoskoski and
Tuomas Eerola, ‘Measuring Music-Induced Emotion: A Comparison of Emotion Models,
Personality Biases, and Intensity of Experiences’, Musicae Scientiae 15, no. 2 (2011): 159–73.

20 Marcel Zentner, Didier Grandjean and Klaus R. Scherer, ‘Emotions Evoked by the Sound of
Music: Characterization, Classification, and Measurement’, Emotion 8 (2008): 494–521 at 502.
For more information on method and epistemology in regards to perceived and induced
emotional responses to music, the interested reader may wish to refer to Marcel Zentner,
S. Meylan and Klaus R. Scherer, ‘Exploring Musical Emotions Across Five Genres of Music’,
Sixth International Conference of the Society forMusic Perception and Cognition (ICMPC) Keele,
UK, 5 August 2000, 5–10; Alf Gabrielsson, ‘Emotion Perceived and Emotion Felt: Same or
Different?’, Musicae Scientiae 5, supplement 1 (2001–2002): 123–47; and Klaus R. Scherer,
Marcel Zentner and Annekathrin Schacht, ‘Emotional States Generated by Music: An
Exploratory Study of Music Experts’, Musicae Scientiae, supplement 1 (2001–2002): 149–71.
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Models of Mapping Emotion

A very common model for emotions is the two-dimensional or circumplex
model of affect,21 wherein positivity of emotion (valence) is placed on the
horizontal axis, and intensity of emotion (arousal) on the vertical axis of the
Cartesian space. This space has been proposed to represent the blend of
interacting neurophysiological systems dedicated to the processing of
hedonicity (pleasure–displeasure) and arousal (quiet–activated).22 In simi-
lar ways, the Geneva Emotion Music Scale (GEMS) describes nine dimen-
sions that represent the semantic space of musically evoked emotions,23 but
unlike the circumplex model, no assumption is made as to the neural
circuitry underlying these semantic dimensions.24 Other common
approaches include single bipolar dimensions (such as happy/sad), or
multiple bipolar dimensions (happy/sad, boredom/surprise, pleasant/frigh-
tening etc.). Finally, some models utilize free-choice responses to musical
stimuli to determine emotional correlations. Perhaps unsurprisingly, many
of these approaches share commonality in the specific emotional descrip-
tors used. Game music systems that are meant to produce emotionally
loaded music could potentially be mapped to these dimensional theories of
emotion drawn from psychology. Finally, much of the literature on emo-
tion and music uses descriptive qualifiers for the emotion expressed by the
composer or experienced by the listener in terms of basic emotions, like
‘sad’, ‘happy’.25 We feel it is important to note here that, even though
listeners may experience these emotions in isolation, the affective response
to music in a gameplay context is more likely to reflect collections and
blends of emotions, including, of course, those coloured by gameplay
narrative.

Interested readers can find more exhaustive reviews on the link between
music and emotion in writing by Klaus R. Scherer,26 and a special issue of

21 James A. Russell, ‘A Circumplex Model of Affect’, Journal of Personality and Social Psychology
39, no. 6 (1980), 1161–78.

22 James Russell and Lisa Feldman Barrett, ‘Core Affect, Prototypical Emotional Episodes, and
Other Things Called Emotion: Dissecting the Elephant’, Journal of Personality and Social
Psychology 76, no. 5 (1999), 805–19; James Russell, ‘Core Affect and the Psychological
Construction of Emotion’, Psychological Review 110, no. 1 (2003): 145–72.

23 Zentner at al., ‘Emotions Evoked by the Sound of Music.’
24 Klaus R. Scherer, ‘Which Emotions Can Be Induced by Music? What Are the Underlying

Mechanisms? And How Can We Measure Them?’, Journal of New Music Research 33, no. 3
(2004): 239–51.

25 Paul Ekman, Emotions Revealed: Recognizing Faces and Feelings to Improve Communication
and Emotional Life (London: Phoenix, 2004); Carroll E. Izard, ‘Basic Emotions, Natural Kinds,
Emotion Schemas, and a New Paradigm’, Perspectives on Psychological Science 2 (2007): 260–80.

26 Scherer, ‘Which Emotions Can Be Induced by Music?’
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Musicae Scientiae.27 Much of this literature describes models of affect,
including definitions of emotions, emotional components and emotional
correlates that may be modulated by musical features.

Introduction to Techniques of Psychophysiological
Measurement

While biosensors are now becoming more established, with major
brands like Fitbit and Apple Watch giving consumers access to bio-
physiological data, harnessing this technology for game music, or even
more general interaction with music (for example, using sensors to
select music playlists autonomously) is less common and something of
an emerging field. The challenges can be broadly surmised as (1)
extracting meaningful control information from the raw data with
a high degree of accuracy and signal clarity (utility), and (2) designing
game audio soundtracks which respond in a way that is congruent with
both the game progress and the player state as measured in the
extracted control signal (congruence).

Types of Sensor and Their Uses

Often research has a tendency to focus on issues of technical implemen-
tation, beyond the selection and definition of signal collection metrics
outlined above. For example, it can be challenging to remove misleading
data artefacts caused by blinking, eye movement, head movement and
other muscle movement.28 Related research challenges include increased
speed of classification of player emotional state (as measured by biofeed-
back), for example, by means of machine-learning techniques,29 or

27 Alexandra Lamont and Tuomas Eerola, ‘Music and Emotion: Themes and Development’,
Musicae Scientiae 15, no. 2 (2011): 139–45.

28 P. N. Jadhav, D. Shanmughan, A. Chourasia, A. R. Ghole, A. Acharyya and G. Naik, ‘Automated
Detection and Correction of Eye Blink and Muscular Artefacts in EEG Signal for Analysis of
Autism Spectrum Disorder’, Engineering in Medicine and Biology Society (EMBC), 2014 36th
Annual International Conference of the IEEE, 26–30 August 2014, Chicago (Piscataway, NJ:
IEEE, 2014), 1881–4; Swati Bhardwaj, Pranit Jadhav, Bhagyaraja Adapa, Amit Acharyya, and
Ganesh R. Naik, ‘Online and Automated Reliable System Design to Remove Blink and Muscle
Artefact in EEG’, Engineering in Medicine and Biology Society (EMBC), 2015 37th Annual
International Conference of the IEEE 25–29 August 2015, Milan (Piscataway, New Jersey: IEEE,
2015), 6784–7.

29 Arthur K. Liu, Anders M Dale and John W Belliveau, ‘Monte Carlo Simulation Studies of EEG
and MEG Localization Accuracy’, Human Brain Mapping 16 (2002): 47–62.
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accuracy of the interface.30 Generally these are challenges related to the
type of data processing employed, and can be addressed either by statis-
tical data reduction or noise reduction and artefact removal techniques,
which can be borrowed from other measurement paradigms, such as
functional magnetic resonance imaging (fMRI).31 Hybrid systems, utiliz-
ing more than one method of measurement, include joint sensor studies
correlating affective induction by means of music with neurophysiologi-
cal cues;32 measurement of subconscious emotional state as adapted to
musical control;33 and systems combining galvanic skin responses (GSR)
for the emotional assessment of audio and music.34 One such sensor
which has yet to find mainstream use in game soundtracking but is
making steady advances in the research community is the electroence-
phalogram (EEG), a device for measuring electrical activity across the
brain via electrodes placed across the scalp.35 Electrode placement varies
in practice, although there is a standard 10/20 arrangement 36 – however,
the number of electrodes, and potential difficulties with successful place-
ment and quality of signal are all barriers to mainstream use in gaming at
the time of writing, and are potentially insurmountable in VR contexts
due to the need to place equipment around the scalp (which might
interfere with VR headsets, and be adversely affected by the magnetic
field induced by headphones or speakers).

30 Aimé Lay-Ekuakille, Patrizia Vergallo, Diego Caratelli, Francesco Conversano, Sergio Casciaro
and Antonio Trabacca, ‘Multispectrum Approach in Quantitative EEG: Accuracy and Physical
Effort’, IEEE Sensors Journal 13 (2013): 3331–40.

31 Rogier Feis, Stephen M. Smith, Nicola Filippini, Gwenaëlle Douaud, Elise G. P. Dopper,
Verena Heise, Aaron J. Trachtenberg et al. ‘ICA-Based Artifact Removal Diminishes Scan Site
Differences in Multi-Center Resting-State fMRI’, Frontiers in Neuroscience 9 (2015): 395.

32 Nicoletta Nicolaou, Asad Malik, Ian Daly, James Weaver, Faustina Hwang, Alexis Kirke,
Etienne B. Roesch, Duncan Williams, Eduardo Reck Miranda and Slawomir Nasuto, ‘Directed
Motor-Auditory EEG Connectivity Is Modulated by Music Tempo’, Frontiers in Human
Neuroscience 11 (2017): 1–16.

33 Rafael Ramirez and Zacharias Vamvakousis, ‘Detecting Emotion from EEG Signals Using the
Emotive Epoc Device’, in Brain Informatics, ed. Fabio Massimo Zanzotto, Shusaku Tsumoto,
Niels Taatgen and Yiyu Yao (Berlin: Springer, 2012), 175–84.

34 Ian Daly, Asad Malik, James Weaver, Faustina Hwang, Slawomir J. Nasuto, Duncan Williams,
Alexis Kirke and Eduardo Miranda, ‘Towards Human-Computer Music Interaction:
Evaluation of an Affectively-Driven Music Generator via Galvanic Skin Response Measures’,
2015 7th Computer Science and Electronic Engineering Conference (CEEC),
24–25 September 2015 (Piscataway, NJ: IEEE, 2015), 87–92.

35 Ernst Niedermeyer and Fernando Henrique Lopes da Silva, Electroencephalography: Basic
Principles, Clinical Applications, and Related Fields (Philadelphia, PA: Lippincott Williams and
Wilkins, 2005).

36 Allen and Kline, ‘Frontal EEG Asymmetry, Emotion, and Psychopathology.’
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Mapping Sensory Data

There is a marked difference between systems for controlling music in
a game directly by means of these biosensors, and systems that translate
the biophysiological data itself into audio (sonification ormusification).37

In turn, the distinction between sonification and musification is the
complexity and intent of the mapping, and I have discussed this further
elsewhere.38 Several metrics for extracting control data from EEG for
music are becoming common. The P300 ERP (Event Related Potential, or
‘oddball’ paradigm) has been used to allow active control over note
selection for real-time sound synthesis.39 In this type of research, the
goal is that the user might consciously control music selection using
thought alone. Such methods are not dissimilar to systems that use
biophysiological data for spelling words, which are now increasingly
common in the BCI (brain–computer interface) world,40 though the
system is adapted to musical notes rather than text input. Stimulus-
responsive input measures, for example, SSVEP responses (a measurable
response to visual stimulation at a given frequency)41 have been adapted

37 Thilo Hinterberger and Gerold Baier, ‘Poser: Parametric Orchestral Sonification of EEG in
Real-Time for the Self-Regulation of Brain States’, IEEE Trans. Multimedia 12 (2005): 70–9;
Gerold Baier, Thomas Hermann, and Ulrich Stephani, ‘Multi-Channel Sonification of Human
EEG’, in Proceedings of the 13th International Conference on Auditory Display, ed.
W. L. Martens (Montreal, Canada: Schulich School of Music, McGill University, 2007): 491–6.

38 Duncan Williams, ‘Utility Versus Creativity in Biomedical Musification’, Journal of Creative
Music Systems 1, no. 1 (2016).

39 Mick Grierson, ‘Composing With Brainwaves: Minimal Trial P300b Recognition as an
Indication of Subjective Preference for the Control of a Musical Instrument’, in Proceedings of
International Cryogenic Materials Conference (ICMC’08) (Belfast, 2008); Mick Grierson and
Chris Kiefer, ‘Better Brain Interfacing for the Masses: Progress in Event-Related Potential
Detection Using Commercial Brain Computer Interfaces’, in CHI EA ‘11: CHI ‘11 Extended
Abstracts on Human Factors in Computing Systems (New York ACM, 2011), 1681–6.

40 See, for example, Dean J. Krusienski, Eric W. Sellers, François Cabestaing, Sabri Bayoudh,
Dennis J. McFarland, Theresa M. Vaughan and Jonathan R Wolpaw, ‘A Comparison of
Classification Techniques for the P300 Speller’, Journal of Neural Engineering 3 (2006):
299–305; Christa Neuper, Gernot R. Müller-Putz, Reinhold Scherer and Gert Pfurtscheller,
‘Motor Imagery and EEG-based Control of Spelling Devices and Neuroprostheses’, Progress in
Brain Research 159 (2006): 393–409.

41 Matthew Middendorf, Grant McMillan, Gloria Calhoun, Keith S. Jones et al., ‘Brain-Computer
Interfaces Based on the Steady-State Visual-Evoked Response’, IEEE Transactions on
Rehabilitation Engineering 8 (2000): 211–14. SSVEP is a measurable response to visual
stimulation at a given frequency seen in the visual cortex. For a detailed explanation the reader
is referred to Middendorf, ‘Brain-Computer Interfaces’, and Gernot R. Müller-Putz,
Reinhold Scherer, Christian Brauneis and Gert Pfurtscheller , ‘Steady-State Visual Evoked
Potential (SSVEP)-based Communication: Impact of Harmonic Frequency Components’,
Journal of Neural Engineering 2 (2005): 123. For a review of use in various music-related cases,
see DuncanWilliams and Eduardo Miranda, ‘BCI for Music Making: Then, Now, and Next’, in
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to real-time score selection.42 SSVEP allows users to focus their gaze on
a visual stimulus oscillating at a given rate. As well as active selection in
a manner which is analogous to the ERP, described above, SSVEP also
allows for a second level of control by mapping the duration of the gaze
with non-linear features. This has clear possibilities in game soundtrack-
ing, wherein non-linearity is crucial, as it might allow for a degree of
continuous control: for example, after selecting a specific musical motif
or instrument set, the duration of a user’s gaze can be used to adjust the
ratio for the selected passages accordingly. A similar effect could be
achieved using eye-tracking in a hybrid system, utilizing duration of
gaze as a secondary non-linear control. Active control by means of
brain patterns (Mu frequency rhythm) and the player’s imagination
of motor movement are also becoming popular as control signals for
various applications, including avatar movement in virtual reality, opera-
tion of spelling devices, and neuroprostheses.43 The challenge, then, is in
devising and evaluating the kinds of mappings which are most suited to
game-specific control (non-linear and narratively congruent mappings).

Non-Linearity

Non-linearity is a relatively straightforward concept for game soundtrack-
ing – music with a static duration may not fit synchronously with player
actions. Emotional congruence can also be quickly explained: Let us ima-
gine a MMORPG such asWorld of Warcraft. The player might be in a part
of a sequence, which requires generically happy-sounding music – no
immediate threat, for example. The tune which is selected by the audio
engine might be stylistically related to ambient, relaxing music, but in this
particular case, wind chimes and drone notes have negative connotations
for the player. This soundscape might then create the opposite of the
intended emotional state in the player. In related work, there is a growing
body of evidence which suggests that when sad music is played to listeners
who are in a similar emotional state, the net effect can actually be that the
listeners’ emotional response is positive, due to an emotional mirroring

Brain-Computer Interfaces Handbook, ed. Chang S. Nam, AntonNijholt and Fabien Lotte (Boca
Raton, FL: CRC Press, 2018), 191–205.

42 EduardoMiranda and Julien Castet (eds),Guide to Brain-Computer Music Interfacing (London:
Springer, 2014).

43 Dennis McFarland, Laurie Miner, Theresa Vaughan and Jonathan Wolpaw, ‘Mu and Beta
Rhythm Topographies During Motor Imagery and Actual Movements’, Brain Topography 12
(2000): 177–186 and Neuper et al., ‘Motor Imagery and EEG-based Control of Spelling Devices
and Neuroprostheses.’
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effect which releases some neurosympathetic responses.44 There is some
suggestion that music has the power to make the hearer feel as though it is
a sympathetic listener, and to make people in negative emotional states feel
listened to – essentially, by mirroring. So, simply giving generically sad
music to the player at a challenging point in the narrative (e.g., low player
health, death of an NPC or similar point in the narrative) might not achieve
the originally intended effect.

One solution might be to apply procedural audio techniques to an
individual player’s own selection of music (a little like the way in which
Grand Theft Auto games allow players to switch between radio stations), or
in an ideal world, to use biophysiological measures of emotion to manip-
ulate a soundtrack according to biofeedback response in order to best
maximize the intended, induced emotional response in an individual
player on a case-by-case basis.

Figure 17.1 shows a suggested signal flow illustrating how existing biosen-
sor research might be implemented in this fashion, in for example a non-
linear, biofeedback-informed game audio system, based on metrics including
heart rate, electro-dermal activity, and so on, as previously mentioned.

In Figure 17.1, real-time input is analysed and filtered, including artefact
removal to produce simple control signals. Control signals are then
mapped to mixer parameters, for example, combining different instrumen-
tation or musical motifs. In the case of a horror game, is the user ‘scared’
enough? If not, adjust the music. Is the user ‘bored’? If so, adjust the music,
and so on. Any number of statistical data reduction techniques might be
used in the signal analysis block. For details of previous studies using
principal component analysis for music measurement when analysing
EEG, the interested reader is referred to previous work.45

If we consider one of the best-known examples of interactive, narrative
congruous music, the iMUSE system by LucasArts (popularized inMonkey

44 Joanna K. Vuoskoski and Tuomas Eerola, ‘Can Sad Music Really Make You Sad? Indirect
Measures of Affective States Induced by Music and Autobiographical Memories’, Psychology of
Aesthetics, Creativity, and the Arts 6 (2012): 204–13; Joanna K. Vuoskoski, William
F. Thompson, Doris McIlwain and Tuomas Eerola, ‘Who Enjoys Listening to Sad Music and
Why?’, Music Perception 29 (2012): 311–17.

45 Ian Daly, Duncan Williams, James Hallowell, Faustina Hwang, Alexis Kirke, Asad Malik,
James Weaver, Eduardo Miranda and Slawomir J. Nasuto, ‘Music-Induced Emotions Can Be
Predicted from a Combination of Brain Activity and Acoustic Features’, Brain and Cognition
101 (2016): 1–11; Ian Daly, Asad Malik, Faustina Hwang, Etienne Roesch, James Weaver,
Alexis Kirke, Duncan Williams, Eduardo Miranda and Slawomir J. Nasuto, ‘Neural Correlates
of Emotional Responses to Music: An EEG Study’, Neuroscience Letters 573 (2014): 52–7; Daly
et al., ‘Affective Brain–Computer Music Interfacing’; Nicolaou et al., ‘Directed Motor-Auditory
EEG Connectivity.’
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Island 2, amongst other games), musical material adapts to the player
character’s location and the game action.46 For example, musical transfor-
mations include vertical sequencing (adding or removing instrumenta-
tion), and horizontal (time-based) resequencing (such as looping
sections, or jumping to different sections of a theme). Adding biosensor
feedback would allow such changes to respond to a further control signal:
that of the player’s emotional state.

There are ethical concerns when collecting a player’s biophysiological
responses, beyond the immediate data protection requirements. Should the
game report when it notes unusual biophysiological responses? The hard-
ware is likely to be well belowmedical grade, and false reporting could create
psychological trauma. What if in the case of a game like Nevermind, the
adaptations using biofeedback are too effective? Again, this could result in
psychological trauma. Perhaps we should borrow the principle of the
Hippocratic oath – firstly do no harm – when considering these scenarios,

Signal analysis
(artefact removal,
spectro–temporal

filtering)

Adjust mapping
according to

evaluation (iterative
process)

NoDesired variation
achieved?

Yes

Mapping to audio
parameters (e.g.,
motor imagery to
mixer panorama)

Start/Stop
(audio stream)

{listener}
EEG control input
(e.g., active control

of mu)

Figure 17.1 Overview of signal flow and iterative evaluation process

46 Willem Strank, ‘The Legacy of iMuse: Interactive Video Game Music in the 1990s’, Music and
Game: Perspectives on a Popular Alliance, ed. Peter Moormann (Wiesbaden: Springer, 2013),
81–91.
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and moreover it could be argued that playing a game gives some degree of
informed consent in the case of extremely immersive experiences. Within
the context of gameplay, the idea of ‘harm’ becomes somewhat nebulous, but
there is certainly room to consider levels of consent for the player in
particularly intense games.

Adaptive Game Soundtracking: Biofeedback-Driven Soundtracks?

For video game soundtracking to move towards enhancing player immer-
sion, we might suggest that simple modulation and procedural audio
techniques need to be made more sophisticated to be able to adapt musical
features to players’ emotional responses to music in full synchronization.
A fully realized systemmight also need to incorporate elements of surprise,
for example. Biomarkers indicating lack of attention or focus could be used
as control signals for such audio cues, depending on the gameplay – ERP in
brain activity would be one readily available biophysiological cue. As such,
there is a serious argument to bemade for the use of active biophysiological
sensor mapping to assist access in terms of inclusion for gaming: players
who might otherwise be unable to enjoy gaming could potentially take part
using this technology, for example in the field of EEG games.47 EEG games
remain primarily the domain of research activity rather than commercial
practice at the time of writing, though Facebook have very recently
announced the acquisition of the MYO brand of ‘mind-reading wrist
wearables’. Significant advances have already been made in the field of
brain–computer music interfacing.Might bio-responsive control signals be
able to take these advances to the next level by providing inclusive sound-
track design for players with a wide range of access issues, as in the case of
the EEG games above? The use of musical stimuli to mediate or entrain
a player’s emotional state (i.e., through biofeedback) also remains a fertile
area for research activity.48 Neurofeedback is becoming increasingly

47 Damien Coyle, Jhonatan Garcia, Abdul R. Satti and T. Martin McGinnit, ‘EEG-Based
Continuous Control of a Game Using a 3 Channel Motor Imagery BCI: BCI Game’, in 2011
IEEE Symposium on Computational Intelligence, Cognitive Algorithms, Mind, and Brain
(CCMB) 11–15 April, Paris (Piscataway, NJ: IEEE, 2011), 1–7; Kavitha Thomas,
A. Prasad Vinod and Cuntai Guan, ‘Design of an Online EEG Based Neurofeedback Game for
Enhancing Attention and Memory’, in 2013 35th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society (EMBC) 3–7 July 2013, Osaka (Piscataway, NJ:
IEEE, 2013), 433–6.

48 Hinterberger and Baier, ‘Poser: Parametric Orchestral Sonification of EEG’; Daly et al.,
‘Towards Human-Computer Music Interaction.’
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common in the design of brain–computer music interfacing for specific
purposes such as therapeutic applications, and this emerging field might
be readily adaptable to gaming scenarios. This would potentially offer
game soundtrack augmentation to listeners who would benefit from
context-specific or adaptive audio, including non-linear immersive
audio in gaming or virtual reality, by harnessing the power of music to
facilitate emotional contagion, communication and perhaps most impor-
tantly, interaction with other players in the context of multiplayer games
(e.g., MMORPG games).

Conclusions

Music has been shown to induce physical responses on conscious and
unconscious levels.49 Such measurements can be used as indicators of
affective states. There are established methods for evaluating emotional
responses in traditional psychology and cognitive sciences. These can be,
and have been, adapted to the evaluation of emotional responses to music.
One such popular model is the two-dimensional (or circumplex) model of
affect. However, this type of model is not without its problems. For
example, let us consider a state, which is very negative and also very active
(low valence and high arousal). How would you describe the player in this
condition, afraid? Or angry? Both are very active, negative states, but both
are quite different types of emotional response. Hence many other dimen-
sional or descriptive approaches to emotion measurement have been pro-
posed by music psychologists. This is a difficult question to answer based
on the current state of research – we might at this stage simply have to say
that existing models do not yet currently give us the full range we need
when thinking about emotional response in active gameplay. Again, bio-
sensors potentially offer a solution to overcoming these challenges in
evaluating player emotional states.50 However, player immersion remains
well understood by the gaming community and as such is a desirable,

49 Oliver Grewe, Frederik Nagel, Reinhard Kopiez and Eckart Altenmüller, ‘How Does Music
Arouse “Chills”?’, Annals of the New York Academy of Sciences 1060 (2005): 446–9;
Oliver Grewe, Frederik Nagel, Reinhard Kopiez and Eckart Altenmüller, ‘Emotions Over Time:
Synchronicity and Development of Subjective, Physiological, and Facial Affective Reactions to
Music’, Emotion 7 (2007): 774–88.

50 Boris Reuderink, Christian Mühl and Mannes Poel, ‘Valence, Arousal and Dominance in the
EEG During Game Play’, International Journal of Autonomous and Adaptive Communications
Systems 6 (2013): 45–62.
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measurable attribute.51 Emotional congruence between soundtracking and
gameplay is also a measurable attribute, providing the players evaluating
this attribute have a shared understanding of exactly what it is they are
being asked to evaluate. Considering the affective potential of music in
video games is a useful way of understanding a player’s experience of
emotion in the gameplay.

These solutions sound somewhat far-fetched, but we have already seen
a vast increase in consumer-level wearable biosensor technology, and
decreasing computational cost associated with technology like facial recog-
nition of emotional state – so these science-fiction ideas may well become
commercially viable in the world of game audio soon. Scholarship in
musicology has shown an increasing interest in the psychology of music,
and the impact of music on emotions – but the impact of music, emotion
and play more generally remains a fertile area for further work, which this
type of research may help to facilitate.

51 Scott D. Lipscomb and SeanM. Zehnder, ‘Immersion in the Virtual Environment: The Effect of
a Musical Score on the Video Gaming Experience’, Journal of Physiological Anthropology and
Applied Human Science 23 (2004): 337–43.
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