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Background. The aim of the present study was to determine whether a combination of baseline features and early

post-baseline depressive symptom changes have clinical value in predicting out-patient non-response in depressed

out-patients after 8 weeks of medication treatment.

Method. We analysed data from the Combining Medications to Enhance Depression Outcomes study for

447 participants with complete 16-item Quick Inventory of Depressive Symptomatology – Self-Report (QIDS-SR16)

ratings at baseline and at treatment weeks 2, 4 and 8. We used a multi-time point, recursive subsetting approach

that included baseline features and changes in QIDS-SR16 scores from baseline to weeks 2 and 4, to identify

non-responders (<50% reduction in QIDS-SR16) at week 8 with a pre-specified accuracy level.

Results. Pretreatment clinical features alone were not clinically useful predictors of non-response after 8 weeks of

treatment. Baseline to week 2 symptom change identified 48 non-responders (of which 36 were true non-responders).

This approach gave a clinically meaningful negative predictive value of 0.75. Symptom change from baseline to

week 4 identified 79 non-responders (of which 60 were true non-responders), achieving the same accuracy. Symptom

change at both weeks 2 and 4 identified 87 participants (almost 20% of the sample) as non-responders with the same

accuracy. More participants with chronic than non-chronic index episodes could be accurately identified by week 4.

Conclusions. Specific baseline clinical features combined with symptom changes by weeks 2–4 can provide clinically

actionable results, enhancing the efficiency of care by personalizing the treatment of depression.
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Introduction

Major depressive disorder is a serious, disabling, life-

shortening illness with high lifetime risks. Present

practice entails a trial-and-error approach with begin-

ning a medication, adjusting doses upwards (side

effects permitting), and then deciding (after 2–8 weeks)

to either stop or alter the treatment if response has not

occurred (APA, 2010).

If we could reliably predict that non-response will

be present at 8 weeks, within a few weeks into treat-

ment, we could reduce exposure of selected patients’

treatment that is very likely to not succeed. Such a

prediction could save patients and care systems the

time, side-effect risk and costs associated with a more

prolonged treatment trial that in turn could hasten

treatment revisions for such patients.

While several efforts to forecast response or non-

response at 8–12 weeks using pretreatment fea-

tures alone or with post-baseline symptom-change

measures, none has been of sufficient value to become

part of routine care (Nierenberg et al. 1995 ; Quitkin

et al. 2003). The statistical procedures used to date

have not directly led to a clinical decision because they

have not aimed to control the positive predictive value

(PPV) (the probability that a patient who is predicted

to respond actually does so) or the negative predictive

value (NPV) (the probability that a patient who is

predicted to not respond actual does so). NPV and

PPV are more relevant to clinical decision making

than sensitivity and specificity because clinicians have

to try to decide for each individual whether to con-

tinue or stop (alter) the treatment. They must have a

reasonably high degree of certainty about the decision

before they act.

However, unlike traditional statistical approaches

such as logistic regression and classification trees

(Venables & Ripley, 1994 ; Trevor et al. 2006), recursive

subsetting allows binary predictions (will or will not
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respond later) in which the clinician can set the degree

of certainty needed for treatment. Specifically, both

logistic regression and classification trees cannot allow

investigators to control the NPV and PPV directly.

These approaches are thus not helpful for the current

goal. Typically, researchers will just report PPVs and

NPVs as they are rather than trying to control them at

some prescribed values. For example, Henkel et al.

(2009) reported an NPV of 0.37 for one of their classi-

fication rules, which is clearly not good enough. Since

the full benefit of treatment takes 2–3 months to realize

(Trivedi et al. 2006), we could use recursive subsetting

with a predefined reasonably high NPV (e.g. 0.75, 0.80,

0.90) so that the clinician can act.

We have previously found that recursive subsetting

allows clinicians to select the degree of certainty

that he/she needs to identify individuals who will do

poorly (e.g. not respond) at 6 weeks using baseline

features and one post-baseline symptom-change

measure (Kuk et al. 2010). In practice, however, mul-

tiple post-baseline treatment visits are held at which

additional post-baseline symptom-change measures

can be obtained. This report uses a recursive subset-

ting approach with a new dataset in which we evalu-

ate the utility of baseline feature measurements and

one or two follow-up time points (at weeks 2 and 4)

to predict non-response at 8 weeks. If successful, then

efforts to automate this approach for clinical use

would be justified.

Specifically, this report addresses three questions :

(1) Can recursive subsetting produce clinically useful

and actionable information in a new dataset of

representative out-patients with major depressive

disorder?

(2) Does the best actionable information depend on

both baseline and post-baseline findings?

(3) What are the advantages of using multiple time

points over a single time point in predicting

patient response? How do we make use of the

time course/trajectory of early symptom change to

predict eventual outcome?

Method

Study overview

This report used data from the Combining Medi-

cations to Enhance Depression Outcomes (CO-MED)

trial (www.co-med.org ; ; Rush et al. 2011), a 7-month

single-blinded, randomized, placebo-controlled trial

that compared the efficacy of each of two different

antidepressant medication combinations (bupropion-

sustained release+escitalopram and venlafaxine-

extended release+mirtazapine) versus escitalopram+
placebo in 12 weeks of first-step medication treatment

for major depressive disorder. Study details and

results are available elsewhere (Rush et al. 2011). In

brief, clinical research coordinators collected standard

baseline sociodemographic and clinical information,

as well as the 16-item Quick Inventory of Depressive

Symptomatology – Self-Report (QIDS-SR16) (Kornstein

et al. 2002 ; Rush et al. 2003, 2006 ; Trivedi et al. 2004)

to measure depressive symptom severity. During the

initial 12 weeks of acute treatment, clinic visits were

recommended at baseline (week 0) and at weeks 1, 2, 4,

6, 8, 10 and 12. For this report, we defined response as

ao50% reduction from baseline in the total QIDS-SR16

score by week 8. (Note : we chose the week 8 time

point because CO-MED allowed participants with

minimal response at that time to exit.)

Sample selection

For inclusion in these analyses, participants had to

have complete QIDS-SR16 data at baseline and at

week 2, 4 and 8. The analysis included 447 partici-

pants. After participants were provided with a com-

plete description of the study, written informed

consent was obtained.

Statistical analysis

For these analyses, we used the recursive subsetting

approach (Kuk et al. 2010) and we chose an initial

level of 75% NPV as a requisite for a clinically useful,

reliable prediction.

We selected three dichotomous baseline features

based on previous reports (Kornstein et al. 2002 ;

Trivedi et al. 2006 ; Fava et al. 2008) that might predict

treatment non-response : gender, anxious features

(Hamilton anxiety/somatization factor score o7)

(Rush et al. 2004) and chronic index episode (episode

duration >2 years) and two continuous variables

(baseline severity based on QIDS-SR16 and age). (Note

that a variety of other baseline variables could also

have been used.)

We used change in QIDS-SR16 from baseline to

week 2 and baseline to week 4 to predict non-response

at week 8. Specifically, we defined the proportion of

reduction in QIDS-SR16 score from baseline to week 2

(W2) using the formula W2=(S0xS2)/S0, with S0 being

the participant’s baseline QIDS-SR16 score and S2 being

the participant’s QIDS-SR16 score at week 2. Similarly,

we defined the proportion of reduction in QIDS-SR16

score from baseline to week 4 (W4) using the formula

W4=(S0xS4)/S0, with S4 being the participant’s QIDS-

SR16 score at week 4.

ForW2, we specified six non-overlapping ascending

intervals : W2<0, 0fW2< 1
16,

1
16fW2<1

8,
1
8fW2<1

4,
1
4fW2<1

2 and W2o1
2. These cut-offs were selected

on the basis of linear extrapolation of response and
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resulted in six meaningful categories of participants,

namely those who were worse off after 2 weeks

(W2<0), those with very little improvement after

2 weeks (0fW2< 1
16), those who had modest symptom

improvement but were still off pace to respond by

week 8 ( 116fW2<1
8), those right on course to respond

byweek 8 (18fW2<1
4), those ahead of course to respond

by week 8 (14fW2<1
2), and, those who had already re-

sponded by week 2 (W2o1
2). We expected that lower

values of W2 would be more closely associated with a

non-response. Therefore, there might be a decreasing

trend in the probability of not responding to treatment

from the 1st to the 6th group.We startedwith the group

least likely to respond (category 1) and partitioned the

participants into subsets according to baseline infor-

mation such that a satisfactory NPV could be achieved

while the sample size of the subset is maximized. The

same procedure was applied to the following groups

sequentially. We stopped the partitioning when the

overall NPV for the subsets reached 75% and further

subsetting did not increase the NPV (Kuk et al. 2010).

We also used appropriately modified cut-offs forW4

to define six intervals of W4 : W4<0, 0fW4<1
8,

1
8fW4<1

4,
1
4fW4<3

8,
3
8fW4<1

2, and W4o1
2 with the

same interpretation as before. We could then conduct

the same recursive subsetting program described

above for W2. Since week 4 is temporally closer to

week 8 than to week 2, we expected that week 4

changes might be more predictive of the final out-

come. We used W4 information in three different

ways: (i) usingW4 alone ; (ii) usingW2 alone in the first

subsetting procedure and then using W4 alone in a

second subsetting on those for whom we could not

predict with the first subsetting ; (iii) using W4 and W2

together in a single subsetting procedure.

We further used the recursive subsetting method on

two different subgroups (severe/non-severe groups

and chronic/non-chronic). For these subgroup analy-

ses, we used an NPV of 80% to indicate a clinically

useful reliable prediction.

One important statistical issue is to assess the

external validity of our procedure. We consider the

cross-validation approach in this paper. By splitting

the whole data into 10 subsets at random, we formed

separate training samples and test samples and evalu-

ated the accuracy of the test samples by using the

prediction rule constructed from the training samples.

The cross-validated NPV provides a reasonable esti-

mate for the prediction accuracy for future analysis.

Results

Predictions of non-response with baseline data alone

Of the 447 participants, 250 (56%) responded by

week 8. Table 1 shows the proportion of participants

who did and did not respond by week 8 for every

possible combination of the three dichotomous base-

line variables : chronicity, gender and anxious fea-

tures. None of these baseline measures were clinically

useful in predicting either response or non-response at

8 weeks because none of the PPVs and NPVs reached

the pre-specified required level of accuracy of 75%.

Fig. 1 shows the empirical NPV curves for age and

baseline QIDS-SR16 scores, each a continuous function

of the percentiles of the continuous predictor. Neither

age nor severity was sufficiently predictive for clinical

purposes since the NPV value is <0.7 for almost the

entire range of the cut-off. Taken together, Table 1 and

Fig. 1 indicate that baseline information alone is not

sufficient to predict non-response by week 8.

Prediction of non-response using week 2 data

Fig. 1 also shows that the NPV curve for predicting

non-response by week 8 based on percentage re-

duction in QIDS-SR16 score from baseline to week 2

(W2) is above the age and baseline QIDS-SR16 curves

for almost the entire percentage range. Thus, percent-

age reduction from baseline to week 2 (W2) in QIDS-

SR16 score is far more informative about week 8

outcome than either age or baseline severity.

To further evaluate the predictive usefulness of W2,

we formed the six categories noted above : W2<0,

0fW2< 1
16,

1
16fW2<1

8,
1
8fW2<1

4,
1
4fW2<1

2, and W2o1
2.

The proportion of participants who did not respond

by 8 weeks in each category was 0.64, 0.68, 0.64, 0.60,

0.38 and 0.22, respectively. While NPV was relatively

higher when W2 was small, each NPV value was still

<0.75. Consequently, the clinician cannot decide to

stop the medication because the certainty is insuf-

ficient.

We then incorporated baseline features into the

W2 categories and conducted recursive subsetting to

identify subsets of participants with a high NPV

within each W2 category. One subset did achieve the

NPV threshold of 0.75. Specifically, participants whose

QIDS-SR16 had not dropped by at least 1/8 (W2<1
8) by

week 2 and who were in a chronic index episode were

predicted to not respond by week 8. In fact, 48 par-

ticipants were in this group, and 36 of them were true

non-responders at week 8, which yielded an overall

NPV of 36/48=0.75.

Prediction of non-response using week 4 data

Fig. 2 displays the NPV curve for predicting who will

not respond to treatment by week 8 based on the per-

centage reduction in QIDS-SR16 score from baseline to

week 2 and from baseline to week 4. The NPV curve
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for W4 is above the W2 curve for most of its range,

which indicates better predictive power for W4.

We then considered the six categories of W4 de-

scribed earlier : W4<0, 0fW4<1
8,

1
8fW4<1

4,
1
4fW4<3

8,

3
8fW4<1

2, and W4o1
2. The proportion of participants

who did not respond in each category was 0.85, 0.67,

0.57, 0.63, 0.35 and 0.22, respectively. The first category

achieved the required NPV.

We then conducted recursive subsetting to seek

further subsets of the remaining five categories and

arrived at two subsets : (i) W4<0 (i.e. worsening by

week 4) ; (ii) 0fW4<1
4 and being in a chronic index

episode. We could then make a ‘will not respond’

Age
Baseline QIDS-SR16
%Reduction at week 2

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

Cut-off percentage

N
PV

Fig. 1. Negative predictive value (NPV) curves for age,

baseline 16-item Quick Inventory of Depressive

Symptomatology – self-rated (QIDS-SR16) score, and

percentage reduction in QIDS-SR16 score at week 2.

0.0

0.0

0.2

0.4

0.6

0.8

1.0

Cut-off percentage

NP
V

%Reduction at week 2
%Reduction at week 4

0.2 0.4 0.6 0.8 1.0

Fig. 2.Negative predictive value (NPV) curves for percentage

reduction in 16-item Quick Inventory of Depressive

Symptomatology – self-rated (QIDS-SR16) score at week 2

and at week 4.

Table 1. Proportions of participants not responding and responding to antidepressant medication at week 8 for every combination

of three dichotomous baseline variables

Baseline variables

Proportions of participants

Chronic Gender Anxious

Not responding Responding

Proportion Numbersa Proportion Numbersb

Yes 0.46 113/244 0.54 131/244

No 0.41 84/203 0.59 119/203

Male 0.42 129/303 0.58 174/303

Female 0.47 68/144 0.53 76/144

Yes 0.42 48/114 0.58 66/114

No 0.45 149/333 0.55 184/333

Yes Male Yes 0.41 14/34 0.59 20/34

Yes Male No 0.44 49/112 0.56 63/112

Yes Female Yes 0.33 9/27 0.67 18/27

Yes Female No 0.58 41/71 0.42 30/71

No Male Yes 0.50 17/34 0.50 17/34

No Male No 0.39 49/123 0.61 74/123

No Female Yes 0.42 8/19 0.58 11/19

No Female No 0.37 10/27 0.63 17/27

Overall 0.44 197/447 0.56 250/447

a Denominator=number of participants with the designated combination of baseline features. Numerator=number of

participants with non-response at week 8 from the group.
b Denominator=number of participants with the designated combination of baseline features. Numerator=number of

participants with response at week 8 from the group.
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prediction for 79 participants, 60 of whom were true

non-responders giving an NPV of 76% (60/79). Using

baseline and W4 data allowed us to make actionable

predictions for more participants than relying only on

baseline andW2 data. Of these 79 participants, 50 were

not predicted by using the baseline and W2 infor-

mation. On the other hand, there were 19 participants

predicted byW2 but not byW4. The fact thatW2 andW4

predicted quite different individuals suggests that it is

better to use both W2 and W4 to make predictions than

to use just one of them.

Prediction of non-response using baseline, week 4

and week 2 data

To further evaluate this idea, we incorporated a two-

step sequential approach. For step 1, we predicted

48 participants would not respond by using W2 and

baseline data as described in the preceding subsection.

For step 2, we used W4 and baseline data for the

remaining 399 (447–48) participants. For this group,

we predicted that another 39 would not respond.

They belonged to the following subsets : (i) W4<0;

(ii) 0fW4<1
8 and anxious features. Thus, overall we

identified 87 participants who we predicted would

not respond by week 8, of whom 66 were true non-

responders (NPV of 75%). Thus, this combination

could predict poor outcomes for nearly 20% of the

sample (87/447). Using both W2 and W4 data in a

two-step sequence, along with baseline information,

provided predictions on more participants than using

either one alone.

If a higher NPV of 80% is desired, the first stage

of the sequential procedure based on W2 and baseline

features is not able to predict any non-responder with

the required certainty of 80% or more. Thus no action

can be taken at week 2. At the second stage at week 4,

bothW4 andW2 become available, and we can use both

of them as well as baseline features to predict who are

the non-responders. As shown in Fig. 3, we are able

to predict 67 non-responders (approximately 16% of

the sample) from the following categories : (i) W4<0

(26 participants, of whom 22 are true non-responders) ;

(ii) 0fW4<1
8 and chronic episode (25 participants, of

whom 19 are true non-responders) ; (iii) 1
8fW4<1

4 and
1
8fW2<1

4 (16 participants, of whom 14 are true non-

responders). Using W4 alone, recursive subsetting

identified only the first two categories. Thus making

use of both W2 and W4 allowed us to uncover the third

subset of 16 participants as likely non-responders.

There is an interesting way to describe this group of

participants. They are participants who had not kept

up their progress. While ‘ 18fW2<1
4‘ is considered ‘on

course ’ in week 2, if there is no further reduction in

QIDS-SR16 score and the participant is ‘ 18fW4<1
4‘ after

4 weeks, then this stagnation of progress is a sign that

a patient may not respond to treatment. This is an ex-

ample of how using both W2 and W4 gives us extra

mileage in predicting patient response than using

either alone. In this case, the cross-validated NPV from

a 10-fold cross-validation procedure is 0.809. Results

of cross-validation in all other cases show that the test

samples maintain the desired NPV and suggest that

our results are applicable for future data.

Application of recursive subsetting to clinically

defined subgroups

We evaluated two different subgroups, defined by

baseline features, to determine if the approach might

be particularly useful in one or another subgroup.

We divided the participants into severe (baseline

QIDS-SR16 >15) and non-severe (baseline QIDS-SR16

f15) groups, fixed the NPV level at 80%, and con-

ducted recursive subsetting for these two groups

using W2, W4 and baseline measures together. For the

447 

1. W4<0

22/26=0.85

3. Chronic 4. Non-chronic 6. 1/8�W2<1/4 7. W2<1/8 or W2�1/4 

19/25=0.76 10/18=0.55          14/16=0.87 13/31=0.42 

(cumNPV 55/67=0.82) 

2. 0�W4 <1/8 5. 1/8�W4<1/4 8. 1/4�W4<3/8 9. 3/8�W4<1/2  

29/43=0.67 28/49=0.57 37/59=0.63 23/65=0.35 

Fig. 3. Recursive subsetting algorithm using week 2 and week 4 data with a target negative predictive value (NPV) of 0.8.

The numbering of subsets is according to our previous report (Kuk et al. 2010), indicating the sequence of the subsets generation.

The NPV of each selected subset is shown in bold and CumNPV is the cumulative NPV for all the selected subsets.
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severe group (n=216), we could predict 35 non-

responders (16% of the sample) who were from the

following subsets : (i) W4<0 (n=8) ; (ii) 0fW4<1
8 and

chronic episode (n=11) ; (iii) 1
8fW4<1

4 and chronic

episode (n=16). There were 30 true non-responders,

giving an NPV of 85%. For the non-severe group

(n=231), we could predict 26 non-responders (11%

of the sample) who were from the following subsets :

(i) W4<0 (n=18) ; (ii) 1
8fW4<1

4 and 1
8fW2<1

4 (n=8).

There were 22 true non-responders, giving an NPV

of 84%. The results from the two subgroups were not

that different.

We also conducted separate analyses for the

chronic/non-chronic groups, with an NPV level at

80% using recursive subsetting. For the chronic group

(n=244), we could predict 50 non-responders (20% of

the sample) who were from the following categories :

(i) W4<0 (n=15) ; (ii) 0fW4<1
8 and anxious features

(n=18) ; (iii) 1
8fW4<1

4 and W2<1
4 (n=17). There were

42 true non-responders, giving an NPV of 84%. For the

non-chronic group (n=203), we could only predict

18 participants (only 7.2% of the sample) who were

from the following categories : (i) W4<0 (n=11) ;

(ii) 1
8fW4<1

4 and
1
8fW2<1

4 (n=7). There were six true

non-responders, giving an NPV of 86%. In this case,

we could make reliable predictions for more chronic

than non-chronic participants.

Discussion

The present results replicate and extend our initial

work (Kuk et al. 2010) with recursive subsetting. We

found that one can make clinically useful and action-

able early predictions about individual patients who

would not respond later (in this case at 8 weeks) to

antidepressant medication treatment. This report used

75% as the requisite NPV for the whole sample and

80% for the subgroup analyses because we thought

that such degrees of certainty would be clinically

meaningful. We found that this approach did identify

a clinically meaningful proportion of participants early

in treatment with sufficient certainty that clinicians

could take action (i.e. with a 75–80% chance of non-

response, treatment could be changed). This report

also found that the combination of both baseline and

post-baseline (i.e. depressive symptom change) infor-

mation provided reliable predictions of who would

not respond, while baseline information alone was not

clinically useful (i.e. NPV less than 75%) so medication

would not be stopped. Further, two post-baseline

assessments of symptom change (weeks 2 and 4) en-

hanced the number of participants for whom action-

able predictions could be made as compared with only

baseline plus week 2 or baseline plus week 4 infor-

mation. In particular, we demonstrated that stagnation

of progress after some initial improvement is a poten-

tially useful indicator of subsequent non-response to

treatment.

This report focused on NPV because we wished to

predict non-response. This procedure can be used to

predict positive outcomes (e.g. response) via the PPV.

In addition, the recursive subsetting approach

enables clinicians to specify the requisite accuracy

level (e.g. NPV o75% or 0.75). The choice of the ac-

curacy level may be affected by practical consider-

ations such as side effect risk, history of treatment

resistance, cost, etc. For example, a higher NPVmay be

preferred if there are few treatment options, so only

the patients who have less than a 10% or even 5%

chance of responding would be identified to have their

treatment changed.

The application of recursive subsetting is new.

There are no reports other than our own (Kuk et al.

2010) by which to compare directly our findings. As

in our initial report (Kuk et al. 2010), we used cross-

validation to assess the out-of-sample performance of

our procedure and observed that the stated NPV holds

up well. In retrospect, this is not surprising since the

recursive subsetting procedure only maximizes the

number of predictions made subject to the chosen

NPV rather than maximizing the NPV itself. A rigor-

ous proof that the selected subset achieves the stated

NPV with probability approaching 1 as sample size

increases has been found and will be included in a

more mathematical paper, together with other theor-

etical results. Study limitations include the nature of

the sample (selected to have recurrent or chronic

depression), the choice of categories to describe post-

baseline changes, and the limited number of baseline

measures evaluated. As well, response was defined

by self-report and was based on symptom change.

We would suggest, however, that other approaches

such as sensitivity and specificity are not appropriate

for clinical decision making since they can only

evaluate overall misclassification performance. That

is, they do not provide sufficiently specific predictions

for individual participants so that clinicians can act.

It should be noted that the choices of cut-off points

forW2 andW4 in our subsetting procedure were based

on an assumption that symptom change follows a lin-

ear pattern. One can, however, use other (non-linear)

patterns, which would lead to other cut-off values that

may be more (or less) predictive. A grid search of

optimal cut-off values may be employed to refine our

algorithm.

Further, it should be noted that recursive subsetting

can be adapted to any treatment or disease in which

(a) the ultimate results/outcomes are removed in

time from baseline (treatment initiation), (b) there is

heterogeneity of response (i.e. some people respond
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and others do not), and (c) there may be a post-

baseline indicator of effect – whether symptoms, lab-

oratory test values or other indicators. In addition, the

approach can be used for situations in which one is

concerned about the development of longer-term side

effects, and in which individual predictions are also

needed (e.g. weight gain over time with selected anti-

depressants).

We stress that decision tree analytic techniques

have also appeared in similar clinical contexts

(see Mulsant et al. 2006; Andreescu et al. 2008). These

findings converge with ours, as both document the

importance of early symptom change during treat-

ment of depression as a clinically actionable signal

about the likelihood of non-response by 12 weeks.

Taken together, our adult sample and their older adult

sample (Mulsant et al. 2006 ; Andreescu et al. 2008)

provide ample empirical evidence of the clinical utility

of statistical techniques such as recursive subsetting

and decision tree analysis as dynamic tools for the

clinicians.

To bring this methodology into practice, an auto-

mated algorithm is needed in which a range of base-

line and post-baseline variables can be provided

and the requisite NPV and PPV levels can be chosen.

In healthcare systems in which such measures are

obtained, the deployment of such a tool would

then need an evaluation as to clinical utility and cost-

effectiveness.

In summary, recursive subsetting is an approach

that can define and identify early individual de-

pressed patients who are sufficiently unlikely to re-

spond, so that clinicians can modify the treatment

early in a meaningful proportion of patients. A com-

bination of baseline (sociodemographic or clinical

features) and early post-baseline depressive symptom

changes provide a sufficiently accurate prediction that

from 1 in 5 to 1 in 7 depressed out-patients can be

spared at least 4 weeks of an ultimately ineffective

treatment, which is a clinically and fiscally meaningful

result.
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