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Abstract

We introduce a large and flexible class of discrete tempered stable distributions, and
analyze the domains of attraction for both this class and the related class of positive
tempered stable distributions. Our results suggest that these are natural models for sums
of independent and identically distributed random variables with tempered heavy tails,
i.e. tails that appear to be heavy up to a point, but ultimately decay faster.
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1. Introduction

Stable distributions play a central role in many applications. However, their use is limited by
the fact that they have an infinite variance, which is not realistic for most real-world applications.
This has led to the development of tempered stable distributions, which is a class of models
obtained by modifying the tails of stable distributions to make them lighter, while leaving
their central portions, essentially, unchanged. Perhaps the earliest models of this type are
Tweedie distributions, which were introduced in the seminal paper of Tweedie [35]. A more
general approach, allowing for a wide variety of tail behavior, was given in Rosinski [28]. That
approach was further generalized in several directions in [4], [12], and [29]. A survey, along
with a historical overview and many references can be found in [13]. We will focus on the class
of positive tempered stable (PTS) distributions. This class is important for many applications
including actuarial science [16], biostatistics [26], mathematical finance [36], and computer
science [6].

In a different direction, stable distributions have been modified to deal with over-dispersion
when modelling count data. Specifically, the class of discrete stable distributions was introduced
by Steutel and van Harn [32]; see also [9], [22], [23], and [33]. As with continuous stable
distributions, these models have an infinite variance, which has led to the development of a
tempered modification. In particular, Hougaard [18] introduced a class of models that has
come to be known as Poisson—-Tweedie. The name comes from the fact that these can be
represented as a Poisson process subordinated by a Tweedie distribution. Many results along
with applications to a variety of areas including economics, biostatistics, bibliometrics, and
ecology can be found in, e.g. [1], [3], [10], [19], [20], [37], and the references therein.

In this paper we introduce a large class of discrete tempered stable (DTS) distributions, which
generalize the class of Poisson—-Tweedie models. We then prove limit theorems for PTS and
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DTS distributions, which can be thought of as characterizing their domains of attraction. Just as
generalizations of the central limit theorem explain how stable and discrete stable distributions
approximate sums of independent and identically distributed (i.i.d.) random variables with
heavy tails, in our theorems we aim to provide a theoretical justification for the use of PTS and
DTS models in approximating sums of i.i.d. random variables with tempered heavy tails, i.e.
tails that appear to be heavy up to a point, but have been modified to, ultimately, decay faster.
For a discussion of how such models occur in practice, see [6] and [15]. Related limit theorems
for Poisson—Tweedie distributions can be found in [20]. In the continuous case, similar results
for Tweedie distributions were studied in [14] and, from a different perspective, convergence
of certain random walks to tempered stable distributions were studied in [7].

Before proceeding we introduce some notation. We write N = {1,2,...}, Z;, = NU {0},
R4 = [0, 00), and we write B (R ) to denote the Borel sets on R ;.. For a probability measure p
with support contained in R4, we write (1(z) = fR+ e~ u(dx) to denote its Laplace transform
and X ~ w to denote that X is a random variable with distribution w. For a function f: R4 —
Ry and B € R, we write f € RVg to denote that f is regularly varying with index $, i.e. that

- farn)
m
=% f(1)

We write 14 to denote the indicator function on set A, for x > 0 we write I'(x) = fooo e~ lds
to denote the gamma function, and we write ‘E)’, ‘B>’, ‘X)’, and ‘2’ to denote, respectively,
convergence in probability, convergence in distribution, weak convergence, and equality in dist-
ribution. For ¢ € [—00, 00], we write f(t) ~ g(t) ast — c to denote lim;—,.. f(x)/g(x) = 1.

=xP for any x > 0.

2. Positive stable and PTS distributions

In this section we formally introduce positive stable and PTS distributions. We begin by
recalling some basic facts about positive infinitely divisible distributions. An infinitely divisible
distribution u, with support contained in R, has a Laplace transform of the form

a(z) = exp{—bz — f (11— e_”)M(dx)}, z>0,
(0,00)
where b > 0 and M is a Borel measure on (0, co) satisfying
/ (x A DM (dx) < oo. (1)
(0,00)

Here, b is called the drift and M is called the Lévy measure. These parameters uniquely
determine the distribution and we write u = ID4 (M, b). For a general reference on infinitely
divisible distributions, see [30].

A probability measure u on R, is said to be strictly «-stable if, for any n € N and

id.
X1, Xo, ...,X,,l'lv uw, we have
X120 X+ Xo 4+ X)), ()
By positivity, we necessarily have o € (0, 1]. If ¢ € (0, 1) then u = ID4+ (M, 0), where

Mgy (dx) = nx~ 17 1{x~0y dx for some n > 0.
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Ifa = 1then u = ID4 (0, n) for some n > 0, and, thus, u is a point mass at . For o € (0, 1),
the Laplace transform is of the form

. 'd-—o ,
a(z) = GXP(—TITZ ) z>0.

We denote this distribution by PS, (7). Note that PS, (0) is a point mass at O for all « € (0, 1).
For more about stable distributions on R, see [33].

It is well known that, for ¢ € (0, 1), stable distributions have an infinite mean, which is
not realistic for many applications. This has lead to the development of distributions that look
stable-like in some large central region, but with lighter tails. Following [29], we define PTS
distributions as follows.

Definition 1. A distribution u = ID (M, b) is called a PTS distribution if » > 0 and
M (dx) = ng()x~" " 1pmgy dx,

where @ € (0,1),n > 0, and ¢g: Ry +— R, is a bounded, nonnegative, Borel function
satisfying
li =1, 3
xli%q(x) 3

and o
/ (1 Ax)g(x)x~1"%dx < o0. 4
0

We call g the tempering function and we write u = PTS, (g, n, b). When b = 0, we write
PTS.(q.n) = PTSu(q. 1, 0).

Remark 1. In the definition, we require (3) for concreteness. In principle, it can be replaced
by the condition lim, o g(x) = ¢ € (0, c0). However, in this case, we can reparametrize by
incorporating c into 7. On the other hand, if we allow the limit to equal O or oo, then we would
lose any relation to the original stable distribution. The requirement that « < 1 follows from
the fact that, under (3), these are the only possible values for which (4) can hold.

We are motivated by the case where the tempering function ¢ satisfies the additional condition
that limy_, » g(x) = 0. In this case, PTS, (g, n) is similar to PSy (1) in some central region,
but with lighter tails. In this sense, ¢ ‘tempers’ the tails of the stable distribution. Despite
this motivation, none of our results require this additional condition. We now provide several
examples of tempering functions, others can be found in, e.g. [13] and [34].

Example 1. (i) When g = 1, there is no tempering and PTS, (¢, ) = PSy(n).

(i) When g(x) = e~ for some a > 0, we have the class of Tweedie distributions, which
were introduced in [35]. When « = 0.5, these correspond to inverse Gaussian distributions;
see, e.g. [31].

(iii) When ¢(x) = 1{p<x<q) for some a > 0, we call this truncation. Such distributions are
important for certain limit theorems; see [8].

3. Discrete stable and DTS distributions

A discrete analogue of stable distributions was introduced in [32]. Here (2) is modified to
ensure that the right-hand side remains an integer. Specifically, [32] introduced the so-called
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‘thinning’ operation ‘o’, which is defined as follows. If y € (0, 1] and X is a random variable
with support contained in Z, then y o X is a random variable with distribution

X
yoX= Zei,
i=1

where €1, €7, ... are i.i.d. random variables independent of X having a Bernoulli distribution
with P(e; = 1) = 1 — P(¢; = 0) = y. Here and throughout, we set Z?:lei = 0. Note that,
if P(s) is the probability generating function (PGF) of X, i.e. P(s) = E[s*], then the PGF of
yoXis P(1 —y 4+ ys).

For a € (0, 1], a distribution p on Z is called discrete «-stable if, for any n € N, we have

X1 =n Yo (X1 +Xa 4+ Xp), (5)

where X1, X», ... e . The class of discrete 1-stable distributions coincides with the class of
Poisson distributions. For a € (0, 1), the PGF of a discrete stable distribution is of the form

/ sYu(dx) = eXp(—nM(l - S)a), Is| <1,
74 o

where n > 0 is a parameter. We denote this distribution by DS, (17). A useful representation of
discrete stable distributions is given in Theorem 6.7 of [33, p. 371]. It is as follows.

Proposition 1. Fixx € (0,1) and n > 0. If {N;: t > 0} is a Poisson process with rate 1 and
T ~ PSy(n) is independent of this process, then Nt ~ DSy (n).

By analogy, we define DTS distributions as follows.

Definition 2. Fixa € (0,1) and n > 0. Let T ~ PTS, (¢, n) and let {N,: t > 0} be a Poisson
process with rate 1 independent of 7. The distribution of N7 is called a DTS distribution.
We denote this distribution by DTS (¢, n).

By a simple conditioning argument, the PGF of DTS, (¢, 1) is, for s € (0, 1],

E[s’] =E[e~!"97] = exp{—n [
(

(1 —e =9 )x~ 17 dx}. (6)
0,00)

Remark 2. There are two simple ways to generalize Definition 2. The first is to allow the rate
of the Poisson process to be r > 0 not necessarily 1. However, in this case, the distribution
of Nt is DTSy (gr, r*n), where g, (x) = g(x/r). The second is to allow T ~ PTSq(q, n, b)
with b > 0. In this case, the distribution of N7 is the convolution of DTS, (g, 1) and a Poisson
distribution with mean b.

We can consider the same tempering functions as for PTS distributions. This leads to the
following examples.

Example 2. (i) When g = 1, we have DTS, (g, n) = DSy ().

(i) When g (x) = e~ fora > 0, the corresponding distributions are Poisson—-Tweedie. When
o = 0.5, these correspond to Poisson inverse Gaussian distributions, which were introduced
in [17].

(iii) When g (x) = 1{p<x<q) for a > 0, we are in the case of truncation.
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We conclude this section by showing that we can approximate certain rescaled versions of
DTS distributions by PTS distributions. The idea is motivated by [22], where similar results
for certain generalizations of discrete stable distributions were presented. Let g be a tempering
function. For any a > 0, define X, ~ DTSy (q1/4, a”*n), where g1/4(x) = g(ax). Since X,
is defined on Z,, a X, is defined on aZ4 = {0, a, 2a, ...}.

Proposition 2. We have
aXy = PTSq(q,n) asa | 0.

Proof. From (6), it follows that the Laplace transform of a X, is given, for z > 0, by

E[C_Z“X“] — exp{—a‘“n/
(

0,00)

=exp{—n/ (1 —exp(—(l_—e_w)x>>q(x)x_l_“ dx}
(0,00) a

- GXP{—H/ (1 —e *)gx)x~17 dx} asa | 0.
(0,00)

1 - e_(l_eﬂ')x)q (ax)x~ 1@ dx}

Here the convergence follows by the facts that (1 — e™%*%)/a — z,
(1 —e™%9) (1 —e ™ )x
l—exp| ———x | ) < 1A —— <1 A@x) <(z+ D Ax),
a a

and dominated convergence. (|

4. Main results

Let 1 be a probability measure on R such that, for > 0,
nw({x:x >t}) =t7%L(t) forsomea € (0,1) and L € RV

Let
1 1
and @ = ——,
L) V=)

where V< (t) = inf{s: V(s) > t} is the generalized inverse of V satisfying

V() =

VIVE@®)~V(V(@) ~t ast — oo;

see [5]. Note that ¢, € RV_y /4 and, thus, a, — 0 as n — oo. The following lemma is well
known, but, for completeness, its proof is given in Section 6.

iid.
Lemma 1. If X1, X», B WU then

n
an in 2 PS, ().

i=1

We now consider the effect of tempering on this result. Let g be a tempering function and,
for £ > 0, define

QZ(X)=Q(%> and  pte(dx) = cgqe(0)pu(dx),
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-1
co = [f qz(X)M(dX)]
[0,00)

is a normalizing constant. Note that, as £ — 0o, we have ¢, — 1 and g = w. Thus, for
large €, w is close to u in some central region, but, if limy_, 5 g¢(x) = O then it has lighter
tails. In this sense, we interpret 1, as a tempered version of w.

where

Example 3. (i) When g = 1, there is no tempering and p, = p for each £ > 0.

ax /¢

(i) When g(x) = e~ for some a > 0, we have g¢(x) = e~ **/*. Thus, ug is an Esscher

transform of .

(iii) When q(x) = 1{g<x<q} for some a > 0, we have q¢(x) = Ljo<x<ar}. Thus, p¢ is p
truncated at af. This means that if X ~ p then ug is the conditional distribution of X given
the event [X < a/].

Examples 3(ii) and 3(iii) lead to different modifications of p which, for large values of ¢,
are similar to x in some central portion, but have lighter tails. We now state our main result for
convergence to PTS distributions. It characterizes the corresponding domain of attraction.

Theioirgm 1. Let {£,} be a sequence of positive numbers with £, — oo, let X,1, Xn2, ...,
Xun ~ g, for each n € N, and let D be the set of discontinuities of q. Assume that the
Lebesgue measure of D is 0. If a,£,, — ¢ € (0, 00) then

n
an Y Xni — PTSq(qe, @),
i=1

where q.(x) = q(x/c) for x = 0. If an€,, — oo then

ay Y Xni = PSy(p) (7)

i=1
with B = a. If al, — 0 andlimy_. q(x) = ¢ < 00, then (7) holds with = a¢.
Proof. The proof can be found in Section 6. (|

Remark 3. For most applications, the parameter £ is not actually approaching oco. Instead, it is
some fixed but (very) large constant. Since a; € RV_y 4, we can write a, £ = [n_lﬂo‘]l/"‘L/(n)
for some L’ € RVy. Now, consider the sum of 7 i.i.d. random variables from ¢, and assume
that the tempering function ¢ is such that p¢ has a finite variance. Theorem 1 can be interpreted
as follows. When n is of the order of £%, the distribution of the sum is close to PTSy (g., ).
However, once n is much larger than £%, the central limit theorem will take effect and the
distribution of the sum will be well approximated by the Gaussian. A constant that determines
when such regimes occur is called the ‘natural scale’ in [15]. Thus, in this case, the natural
scale is £%. Using slightly different perspectives, this was previously found to be the natural
scale for Tweedie distributions in [14] and [15]. In particular, the result of [15] is based on the
so-called pre-limit theorem, which was first introduced in [24].

The following transfer lemma allows us to transfer convergence results from the case of
multiplicative scaling to that of scaling using the thinning operation ‘o’. It is an extension of a
remark in [32].
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Lemma 2. Let {X,} be a sequence of random variablges on Z4 and assume that {y,} is a
deterministic sequence in (0, 1] with y,, — 0. If y, X,, = X for some random variable X then

Ya© Xy = Nx,

where {N;: t > 0} is a Poisson process with rate 1 and independent of X.

Proof. This is a special case of Lemma 4, which is given below. (]

Combining this with Lemma 1 provides the following lemma.
Lemma 3. Assume that the support of p is contained in Zy. If X1, Xo, ... i'ig',u then

n
an oY X; = DSy(a).
i=1

Now combining Theorem 1 with Lemma 2, we have our main result for convergence to DTS
distributions. It characterizes the corresponding domain of attraction.

Theorem 2. Assume that the support of L is cor}ﬁagned inZ. Let {€,} be a sequence of positive
numbers with £, — oo, let Xp1, Xn2, ..., Xun ~ e, for eachn € N, and let D be the set of
discontinuities of q. Assume that the Lebesgue measure of D is 0. If a,£, — c € (0, 00) then

n
an oY Xpi — DTS4 (qe. @),

i=1

where q.(x) = q(x/c) for x > 0. If an€,, — oo then
ay o Z Xni = DSo(B) ®)
i=1
with B = «. If ayly, — 0 and limy_, » q(x) = ¢ < 00, then (8) holds with = a¢.
5. Generalization

In this section we extend our results to a more general framework. Let P = {ug: 6 € O}
be a parametric family of nonnegative random variables. If X is a random variable on Z_ and
6 € O, then we define 6 o» X to be a random variable with distribution

X
D
Oop X = E €i0,
i=1

ii.d.
where €19, €26, - - . g~ o are independent of X. By a conditioning argument, it is not difficult
to show that the Laplace transform of 6 o» X is given by
Lx(—logie(z)) forz >0, ©)

where Ly is the Laplace transform of X. Now assume that ® C (0, co) and there is a sequence
{6,} in ® with 6, — 0 asn — oco. We write 8 — 0 to mean convergence along any such
subsequence. Assume further that there is an infinitely divisible distribution u with support
contained in R such that

lim

log(f19(2))
6—0 6

— log(ft(z)) forz > 0.
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Note that the operator ‘o’ corresponds to the case where ® = (0, 1], fig(s) = (1 — 0 + 0e™%),
and f(x) =e® L.

Definition 3. Fix « € (0,1),7n > 0, and let Z = {Z;: t > 0} be a Lévy process, where
Zy ~ . If Ty ~ PS4 (n) is independent of Z then the distribution of Z7, is denoted by Sf ).
Similarly, if 7> ~ PTS4 (g, 1) is independent of Z then the distribution of Z7, is denoted by

[2d
TSZ (g, ).
‘We now state the main result of this section.

Lemma 4. Let {X,} be a sequence of random variables on 7y and assume that {6,} is a
deterministic sequence in © with 6, — 0. If 6, X, 2 x for some random variable X then

D
Op o X —> Zx,

where {Z;: t > 0} is a Lévy process with Z1 ~ i and independent of X.
Proof. The proof can be found in Section 6. ]

From here we can immediately obtain analogues of Lemma 3 and Theorem 2 for this situation,
i.e. in those results we can replace the operator ‘o’ with ‘o»’ and the distributioil}s DS, (1) and
DTS, (g, n) with S7 (1) and TS? (g, 1), respectively. Note that, if X1, X2, ... ~ S (1) then

Vo, X+ Xy 4+ X,) > Xy asn — oo.

However, the distributions S&(P (n) do not, in general, satisfy a stability relation of the form (5).
For such a relation to hold, we must place stronger assumptions of the parametric family 5.
Several interesting examples, where such assumptions hold, are discussed in [23].

Remark 4. If pp is infinitely divisible for every 6 € ©® then we can extend the operation ‘op’
to every nonnegative random variable X. Specifically, we let 6 o X be a random variable
with distribution having Laplace transform as in (9). In this case, the result of Lemma 4 still
holds. However, if 1ty is not infinitely divisible then we can always find a nonnegative random
variable X for which (9) does not define a valid Laplace transform. A simple example is to let
P(X =1t) =1 forany ¢t > 0 for which [{ig(z)]" is not a valid Laplace transform.

6. Proofs

The proofs of Lemma 1 and Theorem 1 are based on verifying conditions for the convergence
of sums of a triangular array. The general theory can be found in, e.g. [21] or [25]. However,
when all random variables are positive, the conditions can be simplified. In this case, they can
be stated as follows.

Proposition 3. Letk, be asequence of positive integers withk,, — oo, let M be a Borel measure
on (0, co) satisfying (1), and let {Xym:n = 1,2,...,m = 1,2,...,k,} be nonnegative
random variables such that, for every n, the random variables X1, Xu2, ..., Xuk, are iLi.d.
and X1 S 0asn — oo. If, for every s > O with M ({s}) = 0, we have

lim k,P(X,,; > s) = M((s, o0)) (10)
n—>oo
and
lim lim sup &, E[ X1 1{x,,<¢1] = O, (11D
el0 p—soo
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then

k)l
> Xum > 1D, (M, 0).
m=1

Proof. Letv, bethedistributionof X,,1,letv = ID, (M, 0), andlet D, (u) = fR e "y, (dx)
and D(u) = fR e "“*v(dx) be the Laplace transforms of v, and v, respectively. "The Laplace
transform of the distribution of Zk 1 Xnm 18 [V (u)] . We need to show that

lim [0, )% = D(u), u>0.
n—oo
We will write the left-hand side in a simpler form. Specifically, we have

lim [0, )] = lim_exptky log[9 ()]}
= nll)ngo exp{k, [V, (1) — 11}

= lim exp<—k,,/ (1 —e_’“‘)vn(dx)>,
n— oo [0,00)

where the second equality follows from the facts that log(x) ~ (x — 1) as x — 1 and
lim;,_s 00 U, (u) = 1 for each u > 0 since X,;1 L 0asn — oo.

Since, for fixed u, f,(x) = (1 —e™¥) is a bounded and continuous function of x, by the
Portmanteau theorem for vague convergence (see Theorem 1 of [2]), (10) implies that, for any
e >0,

lim &, [ 1 —e™H,(dx) = f (1 —e™)M(dx).
[e,00) [e,00)

n—o0

By (11) and well-known facts about the exponential function, we have

0 < lim lim inf kn/ (1 —e ™), (dx)
[0,¢)

el0 n—>o0

el0 n—oo

< lim lim sup k;, f 1 —e ™), (dx)
0,¢)

< lim lim sup uk, / xv,(dx)
el0 p—oo [0,¢)

=0.

Combining the above with Lebesgue’s dominated convergence theorem yields

n—o00

lim inf , / (1 — e “)p, (dx)
0,00)

= lim lim inf &, / (1 — e ™), (dx) + limlim inf &, / (1 —e ™), (dx)
0,¢) el0 [e,00)

el0 n—o00 n—oo

= lim (1 —e™)M(dx)
el0 [e,00)

:/ (1 — e )M (dx).
(0.00)
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Similarly, we can repeat the above with lim sup in place of liminf. Then, combining these
results, we have

lim [, ()] = lim exp(—k,, / a —e_‘”)v,,(dx)>
n— 00 n—oo [0,00)

:exp(—/ (1 _e_ux)M(dx)),
(0,00

which is the Laplace transform of ID (M, 0), as required. |

Before proceeding, we define the Borel measures

M) =n [ ta@ou@o.  Ae SR,
[0,00)
and
Moo (A) = / 14(x)ax % dx, A€ BRY).
[0,00)
Note that M, is the Lévy measure of the distribution PS, (o).
Lemma 5. The following hold:

Iim M, ((s,00)) = My ((s,o0)), s >0, lim lim sup/ xM,(dx) = 0.
n—>oo [0,8)

el0 n—oco

Proof. We have, for s > 0,

Tim_ M, (5, 00)) = lim V(V“(n))u((%oo))

n

. < 1 ) 1
= lim V{ — | ——
n—00 an ) V(s/an)
= s_a
= Moo((s, 00))

and, recalling that « € (0, 1) yields

lim lim sup / xM,(dx) = lim lim sup na, / xu(dx)
[0,¢) [0,e/an)

el0 n—soo el0 nsoo

1
= lim lim supV(—)an/ xpu(dx)
el0 n—co an [0,6/ay)

=limlimsups_°‘V<i>an/ xpu(dx)
el0 n—oco an [0,8/ay)

xpu(dx)
— lim &'~ lim sup Jio./a
el0 n—oo (&/an) f(g/an)oo) wn(dx)
= lime'™@
el0 l—«
=0,
where the first convergence follows by Theorem 2 of [11, p. 283]. ]
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Proof of Lemma 1. Since a, — 0, Slutsky’s theorem implies that a, X = 0. From here,
the result follows by combining Lemma 5 with Proposition 3. ]

Lemma 6. Let h, hy, hy, ... be a sequence of Borel functions and let D be a Borel set with
Lebesgue measure 0 such that, for any x € D¢ and any sequence of real numbers x1, x2, . . .
with x, — x, we have hy, (x,) — h(x). Then, for any s > 0,

lim hy,(x)M,(dx) = / h(x)Mqyo(dx).

=0 J(s,00) (5,00)

Proof. Fix s > 0. Let m;, = M, ((s, 00)), Mmoo = Mso((s, 00)), and define the proba-
bility measures M\ (dx) = m; ' 1y~ My (dx) and M) (dx) = mz! 1, Moo (dx). From
Lemma 5 and the Portmanteau theorem, it follows that M,(f) AR Méf)). Further, since Méf))
is absolutely continuous with respect to the Lebesgue measure, it follows that Méﬁ,) (D) = 0.
From here, a standard result about weak convergence, see, e.g. Example 32 of [27, p. 58],
implies that

lim B (1) M) (dx) = f h(x)MS) (dx).
(s5,00) (s,00)
The result follows by combining this with the fact that m,, — m. ]

Proof of Theorem 1. The proof is based on verifying that the assumptions of Proposition 3
hold. Toward this end, note that

nP(a, X1, > s) = ncy, / qe, (x)p(dx)
(s/an’oo)

X
~n f q <—>M(dX)
(s/ap,00) en

X
/ q( >Mn (dx).
(s,00) anly
By Lemma 6, this converges to

/ Q(£>Moo(dx) = Ot/ ge(x)x ™7 dx,
(s,00) \C (s,00)

where we interpret g(x/c) = 1 if c = oo and g(x/c) = ¢ if ¢ = 0. Further,

el0 nsoo el0 n—soo £y

lim lim sup nE[a, X1 144, x, <¢}] = lim lim sup na,cy, / xq <£)u(dx)
[0,¢/an)

= lim lim supnan/ xq(i)u(dx)
&0 n—soo [0,8/ay) K,,
< K limlim sup/ x M, (dx)
el0 n—soo J[0,e)

=0,

where the penultimate line follows by Lemma 5 and K is any upper bound on q. ]
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Proof of Lemma 4. First note that, by Slutsky’s theorem, for any ¢ > 0,

log(/1g, (2)) »

n

— X, log(fig, (2)) = =0, X, —X1og(i(2)).

Let L, be the Laplace transform of the distribution of X,. The Laplace transform of the
distribution of 6, op X, is then L, (— log(ftg,(z)). Since convergence in distribution implies
convergence of Laplace transforms,

Jim Ly (—log(fig,(z)) = Jim E[exp(X, log(fig, (2)))] = Elexp(X log(f1(2)))].
Observing that
Ele~*%X] = E[E[e %X | X]] = E[(/i(z))*] = Elexp(X log(2(2)))]
yields the result. O
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