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Wind generated near-inertial waves are ubiquitous in the upper ocean. An improved
understanding of near-inertial wave dynamics following their excitation in the ocean and
their subsequent interaction with mesoscale geostrophic balanced flows is key to decoding
oceanic energy flow pathways. In this regard, multiple oceanic data sets accumulated over
the past few decades reveal that the relative strength of near-inertial waves and geostrophic
balanced eddy fields is highly variable, both geographically and seasonally. Inspired by
these observations, we investigate turbulent interactions and energy exchanges between
near-inertial waves and balanced flows using freely evolving numerical simulations of
the non-hydrostatic Boussinesq equations. We find accelerated vertical propagation and
dissipation of the waves in regimes where balanced and wave fields have comparable
strengths. In such regimes we also find that near-inertial waves directly extract energy
from balanced flows, with O(10 %) being the amount of balanced energy loss. In contrast,
we find that near-inertial waves transfer energy to balanced flows in regimes where
balance-to-wave energy ratio is small, with the gain in balanced energy being dependent
on the relative strength of waves. Furthermore, these regimes are characterized by
relatively weaker vertical propagation and dissipation of the near-inertial wave field. One
of the key outcomes of this study is the demonstration of the lack of a unique direction
for near-inertial wave-balanced flow energy transfers. Depending on the balance-to-wave
energy ratio, near-inertial waves can act as an energy sink or energy source for the
geostrophic balanced flow.

Key words: wave–turbulence interactions, air/sea interactions, ocean processes

1. Introduction

Wind generated near-inertial waves (NIWs) form one of the two main energy sources for
the internal gravity wave field in the ocean (Alford et al. 2016), gravitationally generated
tides being the second one. Although NIWs are predominantly excited in the upper ocean,
their subsequent vertical propagation and breaking assists in turbulent overturning and
irreversible mixing in the deeper parts of the ocean (Munk & Wunsch 1998; Alford
2003a; Ferrari & Wunsch 2009). Additionally, it is often hypothesized that NIWs could
act as an energy sink for the geostrophic balanced flow. Suggested popular mechanisms for
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the dissipation of balanced energy are balanced flows interacting with bottom boundary
layers (Arbic et al. 2009; Sen, Scott & Arbic 2013), western boundaries (Zhai, Johnson &
Marshall 2010) and topographic features (Hogg et al. 2011; Nikurashin, Vallis & Adcroft
2013). Given that all these mechanisms involve the balanced flow interacting with some
form of boundary, mechanisms that can lead to an energy sink for the balanced flow in
the open ocean, away from all forms of boundaries, continues to be an active research
direction. If NIWs can act as a balanced energy sink – a possibility that still remains a
subject of debate – that would be a potential route for the loss of balanced energy away
from boundaries.

Inspired by the abovementioned and related scientific motivations, a wide range of
works have examined NIW-balanced flow interactions in different configurations. These
include the usage of ray tracing equations and Schrödinger-like amplitude equations to
capture the effects of weak waves on pre-existing frozen-in-time balanced flows (Kunze
1985; Young & Ben Jelloul 1997; Balmforth, Llewellyn Smith & Young 1998; Thomas,
Smith & Bühler 2017; Asselin & Young 2019), two-way coupled NIW-balanced flow
models including both asymptotic (Zeitlin, Reznik & Jelloul 2003; Xie & Vanneste 2015;
Wagner & Young 2016; Rocha, Wagner & Young 2018) and non-asymptotic (Gertz &
Straub 2009; Thomas & Arun 2020) reduced models, studies focusing on NIW-front
interactions (Grisouard & Thomas 2015; Whitt & Thomas 2015; Shakespeare & Hogg
2018; Thomas 2019) and studies examining interactions in the high-Rossby-number
regimes (Taylor & Straub 2016; Barkan, Winters & McWilliams 2017).

On examining oceanic observational data sets that have been collected over the past
few decades, significant geographic and seasonal variability is seen to be associated
with the strength of geostrophic balanced energy (Stammer 1997; Wunsch & Stammer
1998; Wortham & Wunsch 2014) and NIW energy (D’Asaro et al. 1995; Alford 2003b;
Alford & Whitmont 2007; Chaigneau, Pizarro & Rojas 2008; Silverthorne & Toole 2009).
These data sets point out that NIW energy can be comparable or sometimes even exceed
balanced flow energy. In spite of several NIW-balanced flow investigations having been
carried out in different configurations, the wave-balance energy transfer directions and its
dependence on the relative strengths of the NIW field and balanced flow remain unresolved
in the small-Rossby-number regime. Additionally, a clear understanding of the effects the
geostrophic energy level has on the dynamics of NIWs is still lacking.

The abovementioned questions form the primary inspiration for the present work.
We explore turbulent interactions between NIWs and balanced flows in different
balance-to-wave energy regimes using numerical integration of the non-hydrostatic
Boussinesq equations. Throughout this work we take an initial value problem approach,
i.e. we assume that wind excited NIWs with large horizontal scales have been generated
in the upper ocean, on top of pre-existing geostrophic balanced flow. We examine the
subsequent evolution of wave and balanced fields in different regimes by varying the
initial balance-to-wave energy ratio. Using such an initial value problem approach, we
explore the effect of balanced flows of different strengths on the vertical propagation
and dissipation of NIWs, the energy transfers between the two fields and the effect of
increasing wave energy levels on the balanced flow. Based on the results of our numerical
experiments we develop conceptual diagrams illustrating NIW-balanced flow turbulent
interactions and the energy flow pathways between fields and across spatial scales in
different parameter regimes.

The plan for this paper is as follows: we present the governing equations, their
non-dimensionalization, and the wave-balance decomposition in § 2, discuss results based
on numerical experiments and present detailed energy flow pathways in § 3, and conclude
with conceptual diagrams for turbulence phenomenology in different regimes in § 4.
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2. Governing equations

The Boussinesq equations that govern the dynamics of a rotating and stratified fluid are

∂v

∂t
+ f × v + ∇p + v · ∇v + w

∂v

∂z
= 0, (2.1a)

∂w
∂t

+ ∂p
∂z

− b + v · ∇w + w
∂w
∂z

= 0, (2.1b)

∂b
∂t

+ N2w + v · ∇b + w
∂b
∂z

= 0, (2.1c)

∇ · v + ∂w
∂z

= 0, (2.1d)

where v = (u, v) is the horizontal velocity, w is the vertical velocity, b is the buoyancy, f
and N are the constant frequencies associated with rotation and stratification of the fluid
and ∇ = x̂∂/∂x + ŷ∂/∂y. We non-dimensionalize (2.1) using the scaling

t → t/f , x → LDx, z → Hz, v → Uv, w → (HU/LD)w,

p → ( fULD)p, b → ( fULD/H)b.

}
(2.2)

In the above scaling, the inertial frequency f was used to scale time while the vertical
length scale was chosen as the depth of the domain, H. We chose the horizontal length
scale to be the deformation scale, LD = NH/f . Horizontal velocity was scaled using an
arbitrary velocity scale, U, which may be thought of as an estimate for the magnitude of
maximum value of initial flow velocity in our freely evolving simulations. The scale for
vertical velocity, HU/LD, was chosen to satisfy continuity equation (2.1d). The scale for
pressure was chosen such that the horizontal pressure gradient (∇p) was of the same order
as the Coriolis term ( f × v). Finally, the scale for buoyancy was obtained by setting the
vertical pressure gradient (∂p/∂z) to be of the same order as buoyancy (b).

Scaling (2.1) using (2.2) gives us the non-dimensional equations:

∂v

∂t
+ ẑ × v + ∇p + Ro

(
v · ∇v + w

∂v

∂z

)
= 0, (2.3a)

∂w
∂t

+ α2

(
∂p
∂z

− b
)

+ Ro
(
v · ∇w + w

∂w
∂z

)
= 0, (2.3b)

∂b
∂t

+ w + Ro
(
v · ∇b + w

∂b
∂z

)
= 0, (2.3c)

∇ · v + ∂w
∂z

= 0. (2.3d)

In the above non-dimensional equations Ro = U/fLD is the Rossby number and α = N/f .
Our study will focus on wave-balance interactions using (2.3) in the regime Ro � 1.
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2.1. The wave-balance decomposition
Setting Ro = 0 in (2.3), we get the linear equations:

∂v

∂t
+ ẑ × v + ∇p = 0, (2.4a)

∂w
∂t

+ α2

(
∂p
∂z

− b
)

= 0, (2.4b)

∂b
∂t

+ w = 0, (2.4c)

∇ · v + ∂w
∂z

= 0. (2.4d)

The linear equations can be used to decompose the fields into internal gravity waves
(denoted with subscript W below) and a part that is in geostrophic balance (denoted with
subscript G below). The wave fields satisfy

∂vW

∂t
+ ẑ × vW + ∇pW = 0, (2.5a)

∂wW

∂t
+ α2

(
∂pW

∂z
− bW

)
= 0, (2.5b)

∂bW

∂t
+ wW = 0, (2.5c)

∇ · vW + ∂wW

∂z
= 0 (2.5d)

and the balanced flow satisfies

ẑ × vG + ∇pG = 0, (2.6a)

∂pG

∂z
− bG = 0, (2.6b)

wG = 0, (2.6c)

∇ · vG = 0. (2.6d)

The linear wave-balance decomposition given above provides us with a balanced field
that is exactly in geostrophic balance while linear internal gravity waves form the flow
field that is orthogonal to the balanced field such that the total energy is the sum of these
two quantities, i.e. E = EG + EW , where E, EG and EW denotes total, balanced and wave
energies, respectively. We will use this orthogonal decomposition to analyse wave-balance
energy exchanges in this work (we refer the reader to appendix A for specific details on
spectral implementation of the decomposition).

3. Results

Our investigation was based on numerical integration of (2.3) in a domain (x, y) ∈
[0, 2π]2, z ∈ [−π, 0] with periodic boundary conditions in the x and y directions and
with rigid lids on the top and bottom, i.e. velocity boundary conditions on top (z = 0)
and bottom (z = −π) were free slip for v and impenetrability for w. The simulations were
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Ê Ê
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FIGURE 1. Panel (a) shows geostrophic vorticity ζG at t = 4000. The top surface in the figure is
the horizontal plane z = −h, where h = π/100. Panel (b) shows the time series of the fractional
change in balanced energy, (EG(t) − E(0))/EG(0). Panel (c) shows the horizontal energy spectra
Ê(kh) of the wave and balanced flow on the horizontal plane z = −h at t = 4000. Finally, panel
(d) shows the vertical energy spectrum of the horizontally averaged energy Ê(kz) associated with
the wave and balanced flow at t = 4000. The spectral slopes shown above were calculated based
on a best fit in the range k = 10–50.

performed using a dealiased pseudospectral code with 3843 grid points. We used α = 20
and Ro = 0.1 for the numerical experiments reported below, although we found that the
qualitative phenomenology and energy transfer directions were similar in neighbouring
regimes. Hyperdissipation terms of the form νΔ8

3Dv, νΔ8
3Dw and νΔ8

3Db, where Δ3D =
∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2, were added to the right-hand sides of (2.3a), (2.3b) and (2.3c)
to dissipate energy reaching grid scale and to increase the range of inviscid scales we
resolve. Based on multiple iterative simulations, we set hyperviscosity values ranging from
ν = 10−29 to ν = 10−31 for different parameter regimes.

Prior to our wave-balance interaction experiments, we first simulated (2.3) with purely
balanced initial conditions for long enough so as to get a matured turbulent geostrophic
flow field. Specifically, we simulated (2.3) initializing only the geostrophic balanced field
at low wavenumbers, k ≤ 6, with random numbers assigned to each wavenumber. An
example final state of such a balance-only initialized simulation with EG(t = 0) = 1 is
shown in figure 1(a). Observe the presence of large domain scale vortices. Figure 1(b)

shows the time evolution of balanced energy for this particular simulation. Overall we find
that in this experiment, that lasted several thousand eddy turn over time scales, less than
1 % of the balanced energy was dissipated by final time. Figures 1(c) and 1(d) show the
horizontal and vertical energy spectra of balanced flows and wave fields at the final time.
Although the initial condition was purely in geostrophic balance, weak waves are generated

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
0.

51
0 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2020.510
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as the flow evolves. Nevertheless, these weak waves and other ageostrophic contributions
remain insignificant, as seen in the energy spectra in figures 1(c) and 1(d) showing wave
energy spectrum being several orders of magnitude below balanced flow’s spectrum.

We used simulations such as those described above to get matured turbulent geostrophic
flow fields with energy values of our choice. On top of this balanced flow we added
NIWs with specific energy levels. We initialized NIWs by setting uW = A(z), vW =
wW = bW = 0, where A(z) = c0 exp(−z2/2 h2), c0 being a constant which was chosen such
that the wave energy EW had a specific initial value for each experiment and z = −h
is the location where inertial shear, dA/dz, is maximum (for the specific experiments
discussed below, we set h = π/100). This initial condition, which is homogeneous in
horizontal space to mimic large scales of the wave field, will generate inertial oscillations
as uW + ivW = A(z) exp(−it), wW = bW = pW = 0, which is an exact solution of the
linear wave equations given in (2.5). Furthermore, this horizontally homogeneous inertial
oscillation by itself (i.e. in the absence of a balanced flow) satisfy the full set of nonlinear
equations (2.3) exactly. Therefore, horizontally homogeneous pure inertial oscillations will
retain their state and remain confined to the upper ocean in the absence of a balanced
flow.

We integrated (2.3) with the initial conditions being a combination of NIWs and
balanced flow as discussed above and, based on our exploratory simulations, we will
present three cases in detail and then briefly discuss the changes in neighbouring regimes
at the end of this section. The first regime we will examine corresponds to the case where
wave and balanced energies have comparable strengths. We identify this as the comparable
wave (CW) regime and initialized the flow with EW = EG = 1 so that (EG/EW)t=0 = 1.
The second regime we will focus on was initialized with EW = 1, EG = Ro2 so that
(EG/EW)t=0 = Ro2 and will be identified as the strong wave (SW) regime in this work.
Finally, for the purposes of comparison, we examine a regime where the balanced flow
was not initialized, i.e. EW = 1, EG = 0 resulting in (EG/EW)t=0 = 0 and we identify this
as the only wave (OW) regime.

For the three regimes described above, figures 2(a,c,e) and 2(b,d,f ) show the
spatial structure of geostrophic vorticity ζG and the waves’ speed UW =

√
u2

W + v2
W ,

respectively. Figures 2(a,b), 2(c,d) and 2(e,f ) correspond to the CW, SW and OW
regimes, respectively. In the CW regime we found that the balanced vortices continued
to merge and become larger, similar to the phenomenology expected in quasi-geostrophic
turbulence. A snapshot of such a state is shown in figure 2(a). Although NIWs are initially
homogeneous in the horizontal direction and are confined to the upper ocean, the balanced
flow imprints its spatial scales on the wave field. Consequently, the wave field acquires
small scales and propagates vertically. Figure 2(b) shows the spatial structure of the wave
speed at the same time as figure 2(a). Observe that the wave field consists of small scales
and is spread across the whole ocean depth. Therefore, the CW regime is characterized by
waves developing small scales and rapidly propagating in the vertical direction.

When contrasted with the CW regime, we find significant differences in the SW regime
shown in figures 2(c) and 2(d). At early times we observed that the interaction with waves
resulted in breaking up of vortices, generating a wide range of small-scale structures in the
balanced flow. Qualitatively similar turbulence phenomenology characterized by waves
breaking up vortices was seen in the two-dimensional experiments described in Thomas
& Yamada (2019) and Thomas & Arun (2020). In our experiments in the SW regime,
although waves facilitated the generation of small-scale features in the balanced flow,
the small-scale vortices were seen to gradually merge. Such an intermediate state of the
balanced flow is shown in figure 2(c). Note the small-scale structures and the vortices
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(b)  UW, CW(a)  ζG, CW

(c)  ζG, SW (d )  UW, SW

( f )  UW, OW

FIGURE 2. Physical fields in the three regimes at t = 2000. Panels (a,b), (c,d) and (e,f ) show
CW, SW and OW regimes, respectively. Panels (a), (c) and (e) show geostrophic vorticity while
(b), (d) and ( f ) show wave speed. In all cases the top surface is the plane z = −h.

showing tendencies to merge. In comparison to the CW regime, the wave field in the SW
regime is relatively less modulated by the balanced flow. As seen in figure 2(d) showing
the spatial structure of waves, the inhomogeneities in the NIW field is much less in this
regime relative to the CW regime, in addition to a weaker vertical propagation of waves.

Finally, figures 2(e) and 2( f ) show the OW case. The balanced flow, which was not
initialized in this case, remains zero at all times as can be seen in figure 2(e) showing
geostrophic vorticity. Additionally, the wave field remains as horizontally homogeneous
inertial oscillations with no vertical propagation (figure 2f ). As pointed out earlier,
spatially homogeneous inertial oscillations, in the absence of a geostrophic flow, is an
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FIGURE 3. Panel (a) shows the vertical structure of horizontally averaged wave kinetic energy
in the top one-tenth of the domain at t = 2000, the same time corresponding to the physical plots
of the wave field shown in figure 2(b,d,f ). Panel (b) shows the time evolution of kinetic energy
of inertial oscillations, i.e. the horizontally homogeneous Fourier mode, in all three regimes.

exact solution of the full Boussinesq equations (2.3). We included figures 2(e) and 2( f )
above to demonstrate that the numerical integration retains features of exact solutions
of the Boussinesq equations (apart from a small amount of wave energy being lost to
small-scale viscous dissipation in the OW regime) and to emphasis the stark contrast in
wave and balanced fields seen in figures 2(a)–2( f ).

We complement the three-dimensional wave speed plots shown in figures 2(b), 2(d)
and 2( f ) with figure 3(a) that shows the vertical structure of horizontally averaged wave
kinetic energy at t = 2000. Note that the wave field in the OW case retains its initial
structure, and remains confined to the upper ocean (as inferred from figure 2f ), while the
SW case shows some vertical propagation leading to a decrease in the magnitude of wave
energy in the upper ocean relative to the OW case. On the other hand, the CW case shown
in figure 3(a) is seen to have relatively negligible energy in the upper ocean, concomitant
with the rapid vertical propagation seen in figure 2(b). A further detail associated with
wave energy is given in figure 3(b), which shows the time evolution of wave kinetic energy
contained in the horizontally homogeneous mode kh = 0. Recall that the wave field in all
regimes were initialized as pure inertial oscillations, with energy only in the kh = 0 mode.
Therefore, figure 3(b) shows how the energy in pure inertial oscillations changes with time.
Note that the OW case shows only a minor drop in energy, this energy drop being due to
viscous dissipation at small vertical scales. The wave field in this case retains its initial
features and remains as horizontally homogeneous inertial oscillations. The SW case on
the other hand is seen to exhibit much more loss in inertial oscillations energy, primarily
due to energy conversion to horizontally inhomogeneous NIWs – a mechanism that is
absent in the OW case. On a relative comparison, most efficient conversion of energy
from pure inertial oscillation mode kh = 0 to inhomogeneous wave modes kh /= 0 is seen in
figure 3(b) to take place in the CW regime.

Our comparison of the CW and SW regimes with the OW regime above highlights
the dominant role the strength of the balanced flow has on NIWs. The OW regime with
(EG/EW)t=0 = 0 is characterized by NIWs retaining their initial features, being confined
to the upper ocean and remaining spatially homogeneous. Except for a small amount of
viscous dissipation, the wave field in the OW regime remains as pure inertial oscillations.
The SW regime with (EG/EW)t=0 = Ro2 was seen to have waves becoming horizontally
inhomogeneous and propagating vertically to a certain extent. Finally, the most extreme
effects of balanced flow on waves were seen in the CW regime with (EG/EW)t=0 = 1,

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
0.

51
0 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2020.510


Turbulent exchanges between NIWs and balanced flows 902 A7-9

0 60 120
kh
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FIGURE 4. Panel (a) shows the frequency spectra of uW . Dashed horizontal lines in the figure
are added to indicate the inertial peak in the three regimes. Panel (b) shows the waves’ energy
spectra on the plane z = −h, with the solid lines being at t = 2000 and the discontinuous lines
being at t = 4000. The spectra remain around k−1.6

h in the CW regime and k−4.3
h in the SW

regime (calculated based on a best fit in the range kh = 10–50). The lack of horizontal scales for
waves in the OW regime results in the energy spectrum collapsing to a single point (blue dot) in
this regime.

where the wave field acquired smaller horizontal scales and exhibited significant vertical
propagation to ocean depths. Since all these regimes were initialized with the same
wave energy, their inter-comparison reveals that stronger balanced flow leads to higher
modulation of NIWs.

To further analyse these cases, we examined the frequency and energy spectra of the
wave field in the three regimes at different times. Figure 4(a) shows a typical frequency
spectra of uW on the plane z = −h corresponding to t = 2000. The frequency spectra
were obtained by ensemble averaging the frequency spectra obtained from 20 arbitrarily
chosen spatial locations. Frequency spectrum associated with each specific point in the
domain was computed using a time series of uW in a time interval centred at t = 2000.
Observe that the wave field remains purely inertial in the OW regime (blue curve), while
some higher harmonics are generated in the SW regime (notice the frequencies ω = 2, 3, 4
seen in the black curve). In contrast, relatively much more broadening of the frequency
spectrum is seen in the CW regime (see the red curve). The excitation of higher harmonics,
vertical propagation and subsequent dissipation (which will be discussed in detail below)
of the wave field is also seen to decrease the energy content in the inertial peak in the
CW case, relative to the SW and OW cases (note that the inertial peak of the red curve in
figure 4(a) is much lower than the blue and black curves). To complement our frequency
spectra analysis, figure 4(b) shows the waves’ energy spectra at t = 2000 and t = 4000
on the same plane, z = −h, where the frequency spectra were computed. We find that the
waves’ spectrum is much shallower in the CW regime relative to the SW regime, reflecting
the prominence of small-scale wave features in the CW regime.

Since wave energy decreases due to dissipation at small scales in our freely evolving
experiments (the exact amounts to be quantified below), we observed that the magnitudes
of frequency and energy content seen in figures 4(a) and 4(b) were higher at earlier
times and lower at late times. This can be seen in the energy spectra of the CW and
SW regimes shown in figure 4(b) – note the drop in wave energy at t = 4000 compared
to t = 2000. Consequently, the reader is reminded that figure 4 primarily serves as an
intercomparison between the three regimes. Overall higher energy content at small spatial
scales and at higher harmonics was seen to be associated with the wave field in the CW
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FIGURE 5. Panel (a) shows the time series of R defined in (3.1) to quantify the affinity of NIWs
for anticyclonic vorticity regions. Panel (b) shows the time series of R computed after removing
horizontally homogeneous inertial oscillations from the wave field.

regime, compared to the SW regime. On examining energy spectra of balanced flows
(figures omitted), we found that spectral slopes ranged from k−3

h to k−4
h in both the CW and

SW regimes at early times. As the balanced flow evolved leading to vortex mergers and
large-scale coherent structure formation, we observed that spectral slopes became steeper.

The NIWs are often seen to have an affinity for anticyclonic mesoscale eddies, based
on in situ oceanic observations and large-scale ocean model simulations (Lee & Niiler
1998; Zhai, Greatbatch & Eden 2007; Danioux, Klein & Riviere 2008; Elipot, Lumpkin
& Prieto 2010; Joyce et al. 2013) and explanations for this have been proposed based on
multiple reduced models in the past (see discussions in Kunze 1985; Balmforth et al. 1998;
Danioux, Vanneste & Bühler 2015; Thomas et al. 2017). To examine affinity of NIWs
towards anticyclonic geostrophic fields, we computed the correlation R defined as

R = 〈ζGEW〉√〈
ζ 2

G

〉 〈
E2

W

〉 , (3.1)

where ζG is the geostrophic vorticity, EW is the wave energy and angle brackets denote
spatial integration over the whole domain. Figure 5(a) shows the time series of R; observe
that R is negative in both CW and SW regimes, implying the affinity of NIWs for
anticyclonic vorticity regions. We also note that R attains much lower values in the CW
regime than in the SW regime. This feature is primarily due to the higher amount of
energy retained in pure inertial oscillations in the SW regime when compared with the CW
regime, as seen in figure 3(b). We therefore recomputed R using the wave field obtained
by removing the horizontally homogeneous inertial oscillation mode. In other words, we
subtracted the horizontally homogeneous wave mode from the wave field, and computed
the energy associated with the horizontally inhomogeneous wave field so obtained and
used that to compute R. This modified R is plotted in figure 5(b). Notice that both CW
and SW regimes now show more or less comparable magnitudes for R, indicating that
spatially inhomogeneous NIWs are indeed strongly correlated with anticyclonic regions
of geostrophic vorticity.

We follow up our examination of the spatial fields, energy and frequency spectra
with an estimation of the direction and magnitudes of wave-balance energy exchanges
in the CW and SW regimes (we leave out the OW regime where the balanced flow
remained zero throughout). To examine the wave-balance energy exchanges, we apply
the linear wave-balance decomposition to the governing equations (2.3). This gives us the
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energy evolution equations for balance (G) and wave (W) modes in spectral space as (see
appendix B for more details on deriving spectral energy exchange equations):

∂ÊG(k, t)
∂t

= T̂GGG(k, t) + T̂GWW(k, t) + T̂GGW(k, t) − D̂G(k, t), (3.2a)

∂ÊW(k, t)
∂t

= T̂WWW(k, t) + T̂WGW(k, t) + T̂WGG(k, t) − D̂W(k, t). (3.2b)

Above ÊG(k, t) and ÊW(k, t) refer to balanced and wave energies, respectively, the
T̂(k, t) terms represent different triadic interactions between wave and balanced modes,
and D̂(k, t) represent dissipation, all corresponding to a certain wavenumber k =√

k2
x + k2

y + k2
z . We will first examine the spectral fluxes to identify the directions of energy

flow across scales of wave and balanced modes. We sum the terms in (3.2) from the largest
wavenumber k = kmax to an arbitrary wavenumber k = k to get the energy flux equations
in spectral space as

∂
ˆ̂EG(k, t)

∂t
= ΠGGG(k, t) + ΠGWW(k, t) + ΠGGW(k, t)︸ ︷︷ ︸

ΠG

− ˆ̂DG(k, t), (3.3a)

∂
ˆ̂EW(k, t)

∂t
= ΠWWW(k, t) + ΠWGW(k, t) + ΠWGG(k, t)︸ ︷︷ ︸

ΠW

− ˆ̂DW(k, t). (3.3b)

Above ˆ̂EG(k, t) and ˆ̂EW(k, t) represent balance and wave energies contained in the spectral
band [k, kmax ]. The triadic terms on the right-hand side of (3.3) gives the respective spectral
fluxes: ΠG for the balanced flow and ΠW for the waves. Note that the total geostrophic
flux, ΠG in (3.3a), has been decomposed into different triadic contributions such as triadic
balanced flow alone (ΠGGG), balance-wave-wave triads (ΠGWW) and balance-balance-wave
triads (ΠGGW). Similarly, the decomposition of total wave flux ΠW into individual triads is

given in (3.3b). Finally, ˆ̂DG(k, t) and ˆ̂DW(k, t) in (3.3) indicate balance and wave energy
dissipation within the spectral band [k, kmax ].

Figures 6(a,c) and 6(b,d) show the spectral fluxes for the CW regime and the SW
regime, respectively, corresponding to a specific time. The fluxes were computed using
(3.3) and time-averaged in the interval t = 2000 − δ to t = 2000 + δ (with δ being chosen
to match a few eddy turn over time scales) so as to remove fast-time fluctuations. On
examining the waves’ fluxes shown in figures 6(a) and 6(b), we find that ΠW is positive in
both cases with significant contributions from ΠWWW and ΠWGW . Waves therefore exhibit
a forward energy flux, caused by triadic wave interactions (WWW) and wave-balance
interactions (WGW). We also observe that ΠWGW has a higher contribution than ΠWWW to
the total waves’ flux ΠW in the CW regime, while the magnitudes of ΠWGW and ΠWWW are
more or less comparable in the SW regime. The balanced flow therefore plays a major role
in facilitating the forward flux of the waves’ energy, as expected based on our examination
of physical fields in figure 2. On examining the balanced flows’ fluxes in the bottom row of
figure 6, we find that in the CW regime shown in figure 6(c), triadic balanced interactions
make up most of the balanced energy flux, which is negative, i.e. ΠG ∼ ΠGGG < 0. Other
fluxes being weak, this leads to an inverse energy flux for the balanced flow, resulting in
the formation of larger vortices with time as seen in figure 2(a). On examining balanced
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FIGURE 6. Spectral energy fluxes corresponding to t = 2000 for CW (a,c) and SW (b,d)
calculated based on (3.3).

energy flux in the SW regime shown in figure 6(d), we find that ΠG ∼ ΠGGG < 0 at large
scales, although wave induced effects lead to a non-negligible positive flux at small scales;
observe that ΠG > 0 for high wavenumbers, while ΠGGG is negligible at these scales.
Waves therefore facilitate a forward flux and dissipation of a fraction of the balanced
energy in the SW regime (the exact amounts will be quantified below).

We note that spectral fluxes shown in figure 6 correspond to a specific time t = 2000.
Similar to the energy spectra shown in figure 4(b), the absolute magnitudes of spectral
fluxes decreases with time in our freely evolving experiments, although the qualitative
phenomenology described above was observed at all times we checked. Specifically, in
the CW regime balanced flow plays a major role in the forward flux of wave energy,
an effect which is weaker in the SW regime. The balanced flow on the other hand
exhibits an inverse energy flux in both regimes, concomitant with vortex mergers and
large-scale vortex formation seen in physical space. Additionally, waves induce a weak
forward flux leading to the dissipation of a small fraction of balanced energy in the SW
regime.

We next examine the energy budgets of wave and balanced fields with an eye on
the net energy exchange between the two fields. We form the energy transfer equations
by summing the terms in (3.2) from k = kmax to k = 0 to get the total energy change
associated with each specific term. Additionally, we integrate in time each term thus
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FIGURE 7. Energy transfers in CW (a,c,e) and SW (b,d,f ) regimes computed based on (3.4).

obtained from 0 to t to get net energy change equations as

ΔEG(t) = EG(t) − EG(0) = EGWW(t) + EGGW(t)︸ ︷︷ ︸
Etriads

G

−DG(t), (3.4a)

ΔEW(t) = EW(t) − EW(0) = EWGW(t) + EWGG(t)︸ ︷︷ ︸
Etriads

W

−DW(t). (3.4b)

Since triadic self-interactions between balanced modes and waves cannot transfer net
energy within the G and W modes, GGG and WWW terms do not appear above.
Furthermore, since triadic interactions of a similar kind conserve energy, we have
EGWW(t) + EWGW(t) = 0 and EGGW(t) + EWGG(t) = 0. Figures 7(a,c,e) and 7(b,d, f ) show
the time series of different terms in (3.4) for the CW regime and SW regime, respectively.
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On examining figure 7(a) showing the triads involved in energy exchange in the CW
regime, we find that waves gain energy from the balanced flow primarily via the EWGW
triads, while the balanced flow loses an equal amount of energy via the EGWW triads. The
balanced energy budget given in figure 7(c) based on (3.4a) shows that in addition to
direct energy extraction by waves via the triadic interactions noted above, waves facilitate
dissipation of the balanced flow. By the end of our experiment at t = 4000, we find that the
balanced flow loses about 10.4 % of its energy, with 2.4 % being due to dissipation at small
scales and 8 % being direct extraction by waves. Figure 7(e) showing the waves energy
budget based on (3.4b) reveals that although direct extraction of balanced energy increases
wave energy by 8 %, approximately 70 % of wave energy is dissipated at small scales. As a
result, 62 % of wave energy is lost by the end of our simulation. The gradual drop in wave
energy makes balanced energy extraction by waves inefficient as time progresses.

The time series of triads involved in energy exchange in the SW regime, shown in
figure 7(b), exhibit an exact opposite behaviour to that seen in the CW regime discussed
above. We find that waves lose energy to the balanced flow primarily via the EWGW triads,
while the balanced flow gains energy via the equal and opposite EGWW triads. Since initial
balanced energy was EG = Ro2 = 0.01 in this case, we find from figure 7(b) that balanced
energy increases by 12.9 % due to direct transfer by the waves. Although waves transfer
energy to the balanced flow in the SW regime, a fraction of the small-scale features formed
at early times in the balanced flow seen in figure 2(c) reaches dissipative scales leading
to a loss of balanced energy. The balanced flow’s energy budget based on (3.4a) shown
in figure 7(d) reveals this. Observe that approximately 10.8 % of balanced energy gets
dissipated, due to which there is only 2.1 % increase in balanced energy by the end of
the experiment. On examining the waves energy budget given in figure 7( f ) we find that
waves have lost 16.5 % of their energy. Since the balanced energy is small in this regime,
the 12.9 % gain in balanced energy due to direct transfer by the waves is only a small loss
of energy for the waves. Consequently, as seen in figure 7( f ) , most of the wave energy is
lost to dissipation. On comparing figures 7(e) and 7( f ), we find that the waves’ energy loss
in the CW regime is significantly higher than that in the SW regime, in spite of both these
regimes having the same initial wave energy EW = 1. As clarified with the spectral flux
plots in figure 6, the forward wave energy flux is significantly enhanced by the presence
of a stronger balanced flow. Weak balanced flow in the SW regime leads to lower wave
dissipation.

Recall that we defined the balanced field to be the flow field that is in geostrophic
balance based on (2.6). Nevertheless, high frequency fluctuations can still be present in
the balanced flow, which is especially expected in the SW regime where wave fields are
much stronger than balanced flow. To extract a slow balanced component from the total
balanced flow, we performed a running time averaging operation on the balanced fields as

ūG(x, z, t) = (1/τ)

∫ t+τ/2

t−τ/2
uG(x, z, s) ds. (3.5)

Figures 8(a) and 8(b) show the frequency spectra of the balanced velocity uG before (black
curve) and after (red curve) the fast-time-averaging operation. Observe that time-averaging
removes high frequency fluctuations from the frequency spectrum, providing us a slow
balanced field. We used time-averaged balanced fields – ūG, v̄G and b̄G – to compute the
slow geostrophic flow energy and compared it with the original unaveraged geostrophic
energy during multiple time intervals. An example comparison for the duration t =
2000–3000 is given in figures 8(c) and 8(d) for the CW and SW cases, with the black
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FIGURE 8. Panels (a) and (b) show the frequency spectra of uG (black curve) and ūG (red curve)
for the CW and SW regimes. The frequency spectra were computed using time series of velocity
stored from t = 2000–3000. Panels (c) and (d) show the total balanced energy (black curves) and
slow balanced energy (red curves), computed based on the slow balanced fields: ūG, v̄G and b̄G.
Note that the black curves in panels (c) and (d) above are a small part of the black curves seen in
figures 7(c) and 7(d), respectively.

curve showing the evolution of the full balanced energy (i.e. a part of the black curves
shown in figures 7c and 7d) and the red curves showing the evolution of the slow balanced
energy. As seen in figures 8(c) and 8(d), the slow balanced flow’s energy captures the
changes in the total balanced flow’s energy very well. This comparison between slow
balanced flow’s and unaveraged balanced flow’s energy illustrate that the changes in the
balanced energy seen in figures 7(c) and 7(d) corresponds to changes in the slow-evolving
geostrophic balanced flow’s energy. Although fast fluctuations are inherently present in
the geostrophic flow, especially in the SW regime, their effects are weak and therefore
insignificant.

3.1. Wave kinetic and potential energy budgets
The results of our numerical experiments described above point out that in the Ro � 1
regime NIWs can act as an energy sink for the balanced flow when wave and balanced
flow energies are comparable, whereas NIWs act as an energy source for the balanced
flow in regimes where wave energy exceeds balanced energy. We will now examine more
specific details of the wave energy budget so as to check some of the hypothesis used in
developing coupled NIW-balanced flow asymptotic models in recent times, described in
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Xie & Vanneste (2015), Wagner & Young (2016) and Rocha et al. (2018), which we refer
to as XV, WY and RWY, respectively, hereafter in this section.

Young & Ben Jelloul (1997) derived an approximate Schrödinger-like amplitude
equation for the evolution of NIWs. A distinct feature of this approximate asymptotic
model is that NIWs conserve their kinetic energy. Xie & Vanneste (2015) coupled this
reduced wave model with an asymptotic equation for the evolution of a Lagrangian
averaged balanced flow in a regime where wave energy is asymptotically higher than
balanced flow energy, i.e. the same regime we identify as SW in this paper. Wagner &
Young (2016) extended XV’s model to include a weak second inertial harmonic wave
field while RWY truncated NIWs in XV’s model to a plane wave and examined its
interactions with a barotropic flow using two-dimensional simulations. A horizontally
homogeneous wave field with zero potential energy, such as our wave field in the present
study, will acquire spatial scales from the mean flow and thereby increase its potential
energy. Since the kinetic energy of NIWs is conserved in their asymptotic models, total
energy conservation of the coupled model demands that the increase in wave potential
energy should correspond to a decrease in the balanced flows energy. Consequently, XV,
WY and RWY conclude that NIW-balanced flow interactions can result in an energy sink
for the balanced flow in the SW regime.

Before we dwell into a detailed examination of energy budgets of our experiments,
we point out two noteworthy differences between our set-up and that of the asymptotic
models refereed to above. The first difference is in the way we scaled the governing
equations. Recall that our experiments are based on the weakly nonlinear dynamics of
(2.3) in the regime Ro � 1. In our non-dimensionalization, as explained below (2.2), the
velocity scale U may be thought of as an estimate for the largest velocity value prescribed
initially. In the CW regime initialized with EG = EW or, equivalently, UG ∼ UW , this
means that the velocity scale appearing in Ro may be identified with the wave or balanced
field, i.e. Ro ∼ Rowave = UW/fL ∼ UG/fL = Robalanced. In contrast, we initialized our SW
regime as EG = Ro2 EW , leading to UG ∼ Ro UW . Therefore, in the SW regime we have
Ro ∼ Rowave = UW/fL and Robalanced = UG/fL = Ro UW/fL ∼ Ro2. Consequently, if we
defined the Rossby number based on the balanced velocity in the SW regime, it would
be Ro2 and not Ro. In the asymptotic models noted above they define the Rossby number
based on the balanced velocity field. Therefore, the Rossby number in the asymptotic
models is given by Roasymptotic = Ro2 and the asymptotic expansions they use to derive
approximate reduced models are based on the small parameter ε = √

Roasymptotic = Ro.
The second key difference between our set-up and that of reduced asymptotic models

is in the way wave-balance decomposition is defined. Our wave-balance decomposition
is based on the linear equations (2.4), where the wave field consists of linear waves
evolving based on (2.5). As confirmed by our detailed examination of the waves’
frequency spectra, with figure 4(a) showing a specific snapshot, the wave field remains
near-inertial throughout the dynamics. The balanced flow on the other hand is the
Eulerian field in geostrophic balance given by (2.6). This decomposition is orthogonal
(see details given in appendices A and B) such that the total energy is the exact sum
of wave and balanced energies. Contrary to our Eulerian wave-balance decomposition,
the asymptotic models of XV, WY and RWY use an approximate Lagrangian balanced
flow derived based on asymptotic analysis, this being the balanced flow that is
coupled with linear NIWs. This crucial difference in defining balanced flow makes a
straightforward comparison between our results and the results of the asymptotic models
challenging.
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In spite of the challenge noted above, we remind the reader that our numerical
experiments are based on the Boussinesq equations, equations that conserve total energy
in the absence of dissipative effects; the total energy being the sum of wave and balance
energies as noted below (2.5) and (2.6). Furthermore, the asymptotic models noted above
are derived starting form the Boussinesq equations as their parent model. Additionally, the
asymptotic models conserve the sum of linear wave and Lagrangian balanced energy, in
the absence of dissipative effects. Therefore, if the results of the asymptotic models agree
with the results of Boussinesq equations then, since the wave field is linear in both cases,
the wave energy budget should be similar within Boussinesq equations and the asymptotic
models. In other words, if waves gain energy in the asymptotic models, the same must be
observed in the results that follow from the Boussinesq equations, and vice versa. To check
these aspects in greater detail than that provided in figure 7, we will now take a closer look
at the wave energy budget within our experiments.

Along the same lines as the development of the total wave energy change equation
(3.4b), we may write the kinetic and potential energy change equations of waves as (see
appendix B for specific details on the derivation of these equations)

ΔEKE
W (t) = EKE

W (t) − EKE
W (0)

= EKE↔PE
W (t) + EKE

WWW(t) + EKE
WGW(t) + EKE

WGG(t)︸ ︷︷ ︸
EKE

net (t)

−DKE
W (t), (3.6a)

ΔEPE
W (t) = EPE

W (t) − EPE
W (0)

= EPE↔KE
W (t) + EPE

WWW(t) + EPE
WGW(t) + EPE

WGG(t)︸ ︷︷ ︸
EPE

net(t)

−DPE
W (t). (3.6b)

In the above equations ΔEKE
W and ΔEPE

W correspond to changes in the waves’ kinetic
and potential energies, respectively, from initial time while the right-hand sides of the
equations above give the different terms that lead to the changes. The term EKE↔PE

W
that appears in the kinetic energy equation (3.6a) is the wave kinetic-to-potential energy
conversion term and is equal and opposite to term EPE↔KE

W that appears in the potential
energy equation (3.6b). Specifically,

EKE↔PE
W =

∫ τ=t

τ=0
〈bWwW〉 dτ = −EPE↔KE

W , (3.7)

where the angle brackets above, as in (3.1), represent integration over the whole domain.
The above kinetic-to-potential conversion term straightforwardly appears on writing down
the waves’ energy budget from the linear wave equations given in (2.5).

The EKE
WWW , EKE

WGW , EKE
WGG terms in the kinetic energy equation (3.6a) and the EPE

WWW ,
EPE

WGW , EPE
WGG terms in the potential energy equation (3.6b) refer to changes in wave

kinetic and potential energies due to different kinds of triadic interactions. Finally,
DKE

W and DPE
W represent dissipation of wave kinetic and potential energies, respectively.

Note that the wave kinetic and potential energy equations given above are basically
a break up of the waves’ total energy budget given in (3.4b), i.e. we recover (3.4b)
on summing up the kinetic and potential energy equations in (3.6). Consequently, we
have the identities: EKE

WWW + EPE
WWW = 0, EKE

WGW + EPE
WGW = EWGW , EKE

WGG + EPE
WGG = EWGG

and DKE
W + DPE

W = DW .
For convenience in examining wave kinetic and potential energy budgets below, we

combine the changes due to kinetic–potential conversion and triadic terms as EKE
net in the
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FIGURE 9. Wave kinetic and potential energy transfers: SW (a) and CW (b).

kinetic energy budget (3.6a) and EPE
net in the potential energy budget (3.6b). Note that

since the kinetic–potential energy conversion terms are equal and opposite in sign, we
have the identity EKE

net + EPE
net = Etriads

W , Etriads
W being the sum of all triads that appears in

the waves’ energy budget given in (3.4b). Figures 9(a) and 9(b) show the time series of
EKE

net , EPE
net and Etriads

W with the SW regime and CW regime, respectively. We excluded the
waves’ small-scale dissipation in figure 9, which was already discussed in connection with
figures 7(e) and 7( f ).

In the SW regime shown in figure 9(a), we find that the waves’ kinetic energy
contribution (black curve) decreases more than the increase in the waves’ potential energy
contribution (blue curve), resulting in a net decrease in wave energy, as shown by the red
curve (this being the same red curve that appears in figure 7( f ), although it appears as a
straight line there due to the small magnitude of change). Above observations point out
that the changes in wave kinetic energy is by no means negligible when compared with
the changes in wave potential energy. A key constraint in the asymptotic formulations of
XV, WY and RWY is that wave kinetic energy is conserved in time while wave potential
energy increases due to interactions with the balanced flow. Since these models are set
in a regime where wave energy dominates over balanced flow, i.e. our SW regime, one
might have anticipated NIW kinetic energy to be ‘almost conserved’ or at least to change
by an amount that is significantly less than the change in NIW potential energy. However,
as seen in figure 9(a), the magnitude of changes in NIW kinetic and potential energies are
of the same order, with the magnitude of the kinetic energy drop exceeding the increase in
potential energy, leading to waves losing energy to the balanced flow.

Recently Thomas & Arun (2020) examined NIW-balanced flow interactions in a
two-vertical-mode model. As described in detail there, their two-vertical-mode model
can be used as a starting point for deriving coupled two-dimensional NIW-balanced flow
models such as those used in XV and RWY. Although NIWs extracting energy from the
balanced flow was anticipated in that set-up as well, Thomas & Arun found that in the SW
regime the magnitude of decrease in NIW kinetic energy exceeded the increase in NIW
potential energy, resulting in a net drop in NIW energy (see discussions in § IV of Thomas
& Arun 2020 with regards to their figures 6a and 12a), similar to our findings given in
figure 9(a). The results from the two-dimensional work of Thomas & Arun (2020) and
our findings described in this paper point out that NIWs should in general be expected to
transfer energy to balanced flows in wave-dominant regimes.

In spite of the asymptotic models of XV, WY and RWY being based in the SW regime
where NIW energy exceeds balanced energy, we will now examine the wave energy budget
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Exp. Regime Ro EG(0) EW(0) EG(0)/EW(0) ΔEG ΔEW

1 CW 0.1 1 1 1 −10.4 % −62 %
2 CW 0.1 2 2 1 −15 % −80 %
3 CW 0.1 0.5 0.5 1 −8 % −56 %
4 SW 0.1 Ro2 1 Ro2 2.1 % −16.5 %
5 SW 0.1 2Ro2 2 Ro2 13 % −57 %
6 SW 0.1 0.5Ro2 0.5 Ro2 0.8 % −8 %

TABLE 1. Summary of net energy changes in the geostrophic balanced flow and NIW field
based on numerical experiments. All simulations were performed up to t = 4000.

in the CW regime. In the CW regime shown in figure 9(b) we find that the wave potential
energy contribution (blue curve) increases more than the decrease in the wave kinetic
energy contribution (black curve) resulting in a net increase in the wave energy indicated
by the red curve (this being the same red curve that appears in figure 7e). In this regime,
although the increase in wave potential energy exceeds the magnitude of decrease in wave
kinetic energy, the magnitude of their changes are of the same order. Note that the increase
in wave potential energy is not more than three times the magnitude of decrease in wave
kinetic energy. Additionally, on short time scales, such as t < 500 where the asymptotic
models are expected to work better, the changes in wave kinetic and potential energies are
quite close in magnitude.

Based on our examination of wave kinetic and potential energy budgets, we conclude
that the simple mechanism by which NIWs extract balanced energy, suggested by the
asymptotic models, are not seen in our numerical simulation results. In the specific CW
and SW regimes presented in detail in figure 9 and in many other cases we examined on
an exploratory parameter sweep summarized in table 1 (see § 3.2 below), we consistently
found that NIW kinetic energy changed by magnitudes comparable to changes in NIW
potential energy, invalidating the key conservation law in the asymptotic models of XV,
WY and RWY. As mentioned earlier, although the balanced flow is different in our
set-up and theirs, the wave field is linear. Therefore, a key result that follows from our
detailed examination of the wave energy budget is the significant change in NIW kinetic
energy, contrary to the assumption of conservation of NIW kinetic energy based on
the Young & Ben Jelloul (1997) model. Our findings reveal shortcomings of existing
NIW-balanced flow coupled asymptotic models and emphasize the need to improve
them. Recent work by Asselin & Young (2019) suggest that higher-order corrections
can be incorporated to the wave evolution equation, thereby modifying the energetics
of coupled asymptotic models (see speculations detailed in their § 3.2). This could be
a potential avenue for further exploration so as to develop improved asymptotic models
whose predictions align with energy transfer pathways predicted by the Boussinesq
equations.

3.2. Energetics in neighbouring regimes
Based on our exploratory numerical experiments, the abovementioned phenomenology
and energy transfer directions were observed in other parameter regimes as well, except
for quantitative changes. We will now examine the quantitative changes observed in
neighbouring regimes. When we set EG = EW = 1 in the CW regime, we found that
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10.4 % of the balanced energy and 62 % of the wave energy were lost by final time, as
summarized in table 1 corresponding to experiment 1 (also recall left column of figure 7).
On doubling the initial wave and balanced energies to EG = EW = 2, we found that the
balanced energy dropped by 15 % while the wave energy dropped by 80 %. On the other
hand, decreasing the initial wave and balanced energies to EG = EW = 0.5 resulted in
an 8 % drop in balanced energy and 56 % drop in wave energy. The results of these
two experiments, given in table 1 as experiments 2 and 3, are as expected. Increasing
the flow energy increases the magnitudes of wave and balanced fields in the governing
equations (2.3), thereby accelerating the rate of turbulent exchanges between the fields,
while the opposite scenario takes place on decreasing the flow energy resulting in weaker
interactions. Consequently, by a fixed final time (t = 4000) we find more energy loss in
the wave and balanced flow fields for the higher flow energy case and vice versa for
the lower flow energy case. Overall we find O(10 %) loss of balanced energy in CW
regimes.

On examining the SW regime, we found that the balanced energy increased by 2.1 %
while the wave energy dropped by 16.5 % in the case we discussed in detail (recall figure
7b,d,f ), this case being summarized as experiment 4 in table 1. On increasing the initial
wave and balanced energies to EW = 2, EG = 2Ro2 (experiment 5 in table 1), we found
that the balanced energy increased by 13 % while the wave energy dropped by 57 %. In
contrast, decreasing the initial wave and balanced energies to EW = 0.5, EG = 0.5Ro2

(experiment 6 in table 1), we found much less increase in the balanced energy (0.8 %) and a
decrease in the wave energy (8 %). As in the CW regime discussed above, increasing wave
and balanced energies increases the interaction rate in (2.3), resulting in higher magnitudes
of changes in wave and balanced energies. On the other hand, the opposite effect is seen
on decreasing wave and balanced energies.

For consistency, we kept Ro fixed at 0.1 for the experiments summarized in table 1. On
changing Ro in (2.3) we found a behaviour similar in effect to that of changing wave and
balanced energies. Specifically, increasing Ro was seen to speed up interactions resulting
in higher magnitudes of changes in wave and balanced energies. The opposite effect was
observed when Ro was decreased, resulting in lower magnitudes of changes in wave and
balanced fields by the end of the experiment.

Based on a broad set of exploratory simulations (from which a subset of quantitative
results are summarized in table 1), irrespective of specific magnitudes of energy transfer,
overall we found that waves were efficient in extracting balanced energy in CW regimes
with EG ∼ EW , while waves fed the balanced flow in SW regimes with EG ∼ Ro2EW .
We focused on specific SW regimes with EG/EW ∼ Ro2 in the high wave energy limit,
since this distinguished limit has received considerable attention with regards to multiple
asymptotic models as discussed earlier. Nevertheless, waves were seen to feed the balanced
flow in regimes where balanced energy was less than that in the SW regime, i.e. in regimes
where EG � Ro2EW . On the other extreme end, when wave energy was asymptotically
weaker than balanced energy with EW � EG, we observed almost no changes in balanced
energy. Finally, in intermediate regimes where balanced energy was lower than that in the
CW regime but higher than that in the SW regime, such as EG/EW = Ro for example, we
observed that balanced flow gained energy from waves for a certain duration, after which
they slowly started losing energy to waves. Due to this gradual change in energy transfer
direction, effectively after a significant duration, balanced flow was seen to lose a small
fraction of its energy.
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4. Summary

Wind generated NIWs are ubiquitous in the upper ocean and form an important
energy source for oceanic internal gravity waves. The interaction of these waves with
balanced flows can result in wave modulations, facilitating their vertical propagation,
thereby leading to turbulent mixing and dissipation in the interior parts of the ocean.
Additionally, NIWs are often hypothesized to be a potential agent that can form an
energy sink for balanced energy. These and related questions have triggered many
studies on NIW-balanced flow interactions. The present work was inspired by the
recognition of high variability in the balance-to-wave energy ratio in the ocean, as a
function of geographic location and seasons of the year. We therefore explored turbulent
energy exchanges between NIWs and balanced flows in different balance-to-wave energy
regimes.

Our investigation was based on freely evolving numerical integrations of the
non-hydrostatic Boussinesq equations in the small-Rossby-number regime. We generated
multiple turbulent geostrophic balanced flow fields with energy levels of our choice and
initialized horizontally homogeneous inertial oscillations on top of the balanced flow.
The three cases we discussed in great detail – CW, SW and OW – were initialized
with (EG/EW)t=0 = 1, (EG/EW)t=0 = Ro2 and (EG/EW)t=0 = 0, respectively, Ro being
the Rossby number. All cases had the same initial wave energy, the regimes being
differentiated with varying balanced energy levels.

On examining the dynamics of different regimes, the wave field was seen to remain as
pure inertial oscillations trapped in the upper ocean in the OW regime, where no balanced
flow was initialized. The SW regime with weak balanced flow was characterized by the
waves becoming horizontally inhomogeneous and propagating vertically to some extent.
On the other hand, the wave field in the CW regime was seen to develop much smaller
horizontal scales and rapidly propagate to the interior parts of the ocean. In addition to
the rapid vertical propagation and small-scale formation, the CW regime was seen to have
much higher wave dissipation than the SW regime, this being facilitated by the balanced
flow. The inter-comparison between the three regimes with fixed initial wave energies
but varying balanced energies highlights that vertical propagation, forward energy flux
and subsequent small-scale dissipation of NIWs can be accelerated by the presence of a
stronger balanced flow.

A summary of the turbulent energy transfer pathways in different regimes based on our
study is shown as schematics in figures 10(a) and 10(b) for the CW and SW regimes,
respectively. The NIWs exhibit a forward energy flux in both regimes, as shown by the
red rightward pointing arrows in the red boxes representing NIWs. Notice that the red
arrows are longer in the CW regime than in the SW regime, indicating a relatively rapid
forward energy flux and dissipation of NIWs in CW regimes associated with a stronger
balanced flow. The geostrophic flow exhibits an inverse energy flux in both regimes,
indicated by black left-going arrows in the black bottom boxes representing geostrophic
flow. Additionally, in the SW regime waves facilitate a weak forward flux of geostrophic
energy, which is indicated by the small reddish brown rightward pointing arrows in the
geostrophic flow’s box in figure 10(b). Finally, the blue arrows between the wave and
balanced flow’s boxes indicate energy transfer between the two fields. Net energy transfer
is from the balanced flow to waves in CW regimes and vice versa in SW regimes.

In addition to the significant effect balanced flow strength has on the modulation of
NIWs, a key outcome of this study is the variability in the direction of energy transfer
between NIWs and balanced flow in different parameter regimes. The NIWs extract energy
from geostrophic balanced flows in CW regimes where balanced and wave energy levels
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Near-inertial waves (W)

Geostrophic balanced flow (G)

k

Near-inertial waves (W)

Geostrophic balanced flow (G)

k

(b)(a)

FIGURE 10. Schematics showing energy transfer pathways in (a) CW and (b) SW regimes.
The top red boxes represents NIWs while the black bottom boxes represents the geostrophic
balanced flow. Within wave and balanced modes, the wavenumber increases from left to right,
as represented by the long blue rightward pointing arrows at the bottom of panels (a) and (b). In
both regimes the geostrophic balanced flow undergoes inverse energy flux, as indicated by the
leftward pointing black arrows in the G-boxes. Additionally, waves in the SW regime facilitate
a weak forward flux of geostrophic energy, as indicated by the small reddish brown rightward
pointing arrows in the G-box. In both regimes NIWs exhibit a forward energy flux, as indicated
by the rightward pointing red arrows in the W-boxes. The forward flux of wave energy is stronger
in the CW regime, which is why the red arrows are longer in the CW waves’ box relative
to the SW waves’ box. Finally, in the CW regime NIWs extract energy from the balanced
flow, as shown by the upward pointing blue arrows in panel (a) while NIWs transfer energy
to the balanced flow in the SW regime, as indicated by the downward pointing blue arrows in
panel (b).

are of the same order, while NIWs transfer energy to balanced flows in SW regimes where
wave energy exceeds balanced energy. Our results therefore point out that depending on the
relative strengths of wave and balanced energy levels in the ocean, geostrophic balanced
flow may lose or gain energy from NIWs. In other words, NIWs need not always act as an
energy sink for balanced energy, contrary to popular notions generically trying to portray
NIWs as a potential energy sink for mesoscale geostrophic balanced flow in the global
ocean.
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Appendix A. Implementing the wave-balance decomposition

The wave-balance decomposition we used is based on the linear Boussinesq equations
and are given in (2.5) and (2.6). Here we will describe how the decomposition is carried
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out in spectral space. We expand the wave field in Fourier modes as

[
uW, vW, pW

] =
∑

k

[
ûW(k), v̂W(k), p̂W(k)

]
cos(kzz) exp(i(kx x + ky y − ωt)), (A 1a)

[wW, bW] =
∑

k

[
ŵW(k), b̂W(k)

]
sin(kzz) exp(i(kx x + ky y − ωt)), (A 1b)

where ω = ±α

√
(k2

h + k2
z )/(k

2
h + α2k2

z ) is the linear internal gravity wave dispersion
relationship in non-dimensional form. In dimensional form this is equivalent to

ωdimensional = ±
√

(N2k2
h + f 2k2

z )/(k
2
h + k2

z ). Similarly, we expand the balanced field in
Fourier modes as

[
uG, vG, pG

] =
∑

k

[
ûG(k), v̂G(k), p̂G(k)

]
cos(kzz) exp(i(kx x + ky y)), (A 2a)

[wG, bG] =
∑

k

[
ŵG(k), b̂G(k)

]
sin(kzz) exp(i(kx x + ky y)). (A 2b)

In the above expansions we used cosine and sine series in the vertical direction since
our domain consists of impenetrable rigid lids on top and bottom ends. In triply periodic
domains one would use the full Fourier series in z, as can be seen in several previous works
such as Bartello (1995), Embid & Majda (1998), Smith & Waleffe (2002), Majda (2002),
Deusebio, Vallgren & Lindborg (2013), Hernandez-Duenas, Smith & Stechmann (2014),
Herbert et al. (2016) and Waite (2017) for example.

Substituting (A 1) in (2.5), (A 2) in (2.6) and simplifying gives us

φW (k, t) =
[
ûW, v̂W, ŵW, b̂W

]T
= aW(t)

[
(ωkx + iky)kz, (ωky − ikx)kz,−iωk2

h,−k2
h

]T

= aW(t)ψW (k), (A 3a)

φG(k, t) =
[
ûG, v̂G, ŵG, b̂G

]T
= aG(t)

[−iky, ikx , 0,−kz
]T = aG(t)ψG(k), (A 3b)

where aW and aG are the amplitudes of wave and balanced flow for each wavenumber.
It is easy to see in the above expressions that the wave and balance vectors above are
orthogonal, i.e. ψ∗

G(k) · ψW (k) = ψ∗
W (k) · ψG(k) = 0. Above expressions for the spectral

fields of wave and balanced flow applies to wavenumbers kh /= 0. For the special case of
the horizontally homogeneous mode, kh = 0, there is no geostrophic mode and the wave
field is pure inertial oscillation. For the kh = 0 mode, the expansion (A 1) still holds with
ω = ±1 and

φW (k) =
[
ûW, v̂W, ŵW, b̂W

]T
= [1, i, 0, 0]T a0(t). (A 4)

The total wave field is then the sum of horizontally homogeneous inertial oscillations
(kh = 0 mode) and inhomogeneous wave modes (kh /= 0). The sum of wave and
balanced fields gives the total flow fields. We will now describe how the wave-balance
decomposition is performed in spectral space.

As pointed out above, the combination of (A 3) and (A 4) gives us the spectral
wave-balance decomposition. Any solution of the Boussinesq equations in spectral space
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can be expressed as a linear combination of the orthogonal vectors ψW (k) and ψG(k) as(
ûk, v̂k, ŵk, b̂k

)T
= φ(k, t) = aWψW (k) + aGψG(k). (A 5)

Consider first modes kh /= 0. For these modes, each wavenumber consists of balanced and
wave modes. The constants aW and aG in (A 5) can be determined by taking the dot product
of (A 5) with ψ∗

W and ψ∗
G. This gives (taking advantage of the orthogonal property of the

vectors noted above)

aG = ψ∗
G(k) · φ(k)

ψ∗
G(k) · ψG(k)

, aW = ψ∗
W (k) · φ(k)

ψ∗
W (k) · ψW (k)

, (A 6a,b)

for the modes kh /= 0. Since the kh = 0 mode has no balanced component, this mode is
purely a wave mode – inertial oscillations. Once the wave and balanced fields are obtained
in spectral space following the spectral decomposition above, three-dimensional inverse
Fourier transformation gives us the wave and balanced fields in physical space as

(u, v, w, b) = (uW, vW, wW, bW) + (uG, vG, wG, bG), (A 7)

with the wave and balanced fields obtained by the decomposition satisfying (2.5) and (2.6)
exactly.

Appendix B. Derivation of wave-balance energy exchange equations

Taking the three-dimensional Fourier transform of (2.3) and projecting the equations on
to the wave and balanced fields based on the above procedure gives us

∂φW (k, t)
∂t

+ LW(φW (k, t)) + NLW(φW (k, t),φG(k, t)) = 0, (B 1a)

∂φG(k, t)
∂t

+ LG(φG(k, t)) + NLG(φW (k, t),φG(k, t)) = 0, (B 1b)

where φG(k, t) is as given in (A 3b) while φW (k, t) is the combination of (A 3a) and (A 4).
Obtaining separate evolution equations for the wave and balanced field – as given in

(B 1a) and (B 1b) – is the achievement of applying the wave-balance decomposition to
the governing equations. The LW(φW (k, t)) and LG(φG(k, t)) terms above are the linear
terms in the equations and NLW(φW (k, t),φG(k, t)) and NLG(φW (k, t),φG(k, t)) being the
nonlinear terms in the equations. In the absence of the nonlinear terms solving the above
equations will give us linear waves with specific frequencies at each wavenumber (based
on the dispersion relationship) and geostrophic flow that does not evolve at the linear
level. Additionally, at the linear level waves and balanced flow separately conserve their
energy. The nonlinear interaction terms above couple the two fields and allow exchange
of energy. A detailed discussion of the eigenvalue decomposition can be found in Majda
(2002) (especially see chapter 8 there).

We will now describe the steps to obtain the energy equations for wave and balanced
flow. Multiplying the ûW equation in (B 1a) with û∗

W and adding the complex conjugate of
the equation so obtained with itself gives us an evolution equation for |ûW |2. Similarly from
the v̂W , ŵW and b̂W equations in (B 1a) we obtain evolution equations for |v̂W |2, |ŵW |2 and
|b̂W |2. Summing up these equations leads to the wave energy evolution equation in spectral
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space, (3.2b). Similar manipulations with the balanced flow’s equation (B 1b) gives us the
balanced energy evolution equation in spectral space, (3.2a).

Following the above procedure, from the ûW and v̂W equations in (B 1a) we obtain
the wave kinetic energy equation in spectral space. Summing the spectral wave kinetic
equation over all wavenumbers gives us an evolution equation for the net wave kinetic
energy. Integrating the net wave kinetic energy equation in time from t = 0 to t = t gives
us the wave kinetic energy equation (3.6a). Along the same lines, manipulating the b̂W
equation in (B 1a) gives us the wave potential energy equation (3.6b).

REFERENCES

ALFORD, M. H. 2003a Energy available for ocean mixing redistributed through long-range propagation of
internal waves. Nature 423, 159–163.

ALFORD, M. H. 2003b Improved global maps and 54-year history of wind-work on ocean inertial motions.
Geophys. Res. Lett. 30, 1424.

ALFORD, M. H., MACKINNON, J. A., SIMMONS, H. L. & NASH, J. D. 2016 Near-inertial internal gravity
waves in the ocean. Annu. Rev. Mar. Sci. 8, 95–123.

ALFORD, M. H. & WHITMONT, M. 2007 Seasonal and spatial variability of near-inertial kinetic energy
from historical moored velocity records. J. Phys. Oceanogr. 37, 2022–2037.

ARBIC, B. K., SHRIVER, J. F., HOGAN, P. J., HURLBURT, H. E., MCCLEAN, J. L., METZGER, E. J.,
SCOTT, R. B., SEN, A., SMEDSTAD, O. M. & WALLCRAFT, A. J., 2009 Estimates of bottom flows
and bottom boundary layer dissipation of the oceanic general circulation from global high-resolution
models. J. Geophys. Res. 114, C02024.

ASSELIN, O. & YOUNG, W. R. 2019 An improved model of near-inertial wave dynamics. J. Fluid Mech.
876, 428–448.

BALMFORTH, N. J., LLEWELLYN SMITH, S. G. & YOUNG, W. R. 1998 Enhanced dispersion of
near-inertial waves in an idealized geostrophic flow. J. Mar. Res. 56, 1–40.

BARKAN, R., WINTERS, K. B. & MCWILLIAMS, J. C. 2017 Stimulated imbalance and the enhancement
of eddy kinetic energy dissipation by internal waves. J. Phys. Oceanogr. 47, 181–198.

BARTELLO, P. 1995 Geostrophic adjustment and inverse cascades in rotating stratified turbulence. J. Atmos.
Sci. 52, 4410–4428.

CHAIGNEAU, A., PIZARRO, O. & ROJAS, W. 2008 Global climatology of near-inertial current
characteristics from Lagrangian observations. Geophys. Res. Lett. 35, L13603.

DANIOUX, E., KLEIN, P. & RIVIERE, P. 2008 Propagation of wind energy into the deep ocean through a
fully turbulent mesoscale eddy field. J. Phys. Oceanogr. 38, 2224–2241.

DANIOUX, E., VANNESTE, J. & BÜHLER, O. 2015 On the concentration of near-inertial waves in
anticyclones. J. Fluid Mech. 773, R2.

D’ASARO, E. A., ERIKSEN, C. C., LEVINE, M. A., NIILER, P., PAULSON, C. A. & VAN MEURS, P.
1995 Upper ocean inertial currents forced by a strong storm. Part I: data and comparisons with linear
theory. J. Phys. Oceanogr. 25, 2909–2936.

DEUSEBIO, E., VALLGREN, A. & LINDBORG, E. 2013 The route to dissipation in strongly stratified and
rotating flows. J. Fluid Mech. 720, 66–103.

ELIPOT, S., LUMPKIN, R. & PRIETO, G. 2010 Modification of inertial oscillations by the mesoscale eddy
field. J. Geophys. Res. 115, C09010.

EMBID, P. & MAJDA, A. J. 1998 Low froude number limiting dynamics for stably stratified flow with
small or finite Rossby numbers. Geophys. Astrophys. Fluid Dyn. 87, 1–50.

FERRARI, R. & WUNSCH, C. 2009 Ocean circulation kinetic energy: reservoirs, sources and sinks. Annu.
Rev. Fluid Mech. 41 (1), 253–282.

GERTZ, A. & STRAUB, D. N. 2009 Near-inertial oscillations and the damping of midlatitude gyres: a
modelling study. J. Phys. Oceanogr. 39, 2338–2350.

GRISOUARD, N. & THOMAS, L. N. 2015 Energy exchanges between density fronts and near-inertial waves
reflecting off the ocean surface. J. Phys. Oceanogr. 46, 501–516.

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
0.

51
0 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2020.510


902 A7-26 J. Thomas and D. Daniel

HERBERT, C., MARINO, R., ROSENBERG, D. & POUQUET, A. 2016 Waves and vortices in the
inverse cascade regime of stratified turbulence with or without rotation. J. Fluid Mech. 806,
165–204.

HERNANDEZ-DUENAS, G., SMITH, L. M. & STECHMANN, S. N. 2014 Investigation of Boussinesq
dynamics using intermediate models based on wave – vortical interactions. J. Fluid Mech. 747,
247–287.

HOGG, A., DEWAR, W. K., BERLOFF, P. & WARD, M. L. 2011 Kelvin wave hydraulic control induced
by interactions between vortices and topography. J. Fluid Mech. 687, 194–208.

JOYCE, T. M., TOOLE, J. M., KLEIN, P. & THOMAS, L. N. 2013 A near-inertial mode observed within a
gulf stream warm-core ring. J. Geophys. Res. 118, 1797–1806.

KUNZE, E. 1985 Near-inertial wave propagation in geostrophic shear. J. Phys. Oceanogr. 15, 544–565.
LEE, D.-K. & NIILER, P. P. 1998 The inertial chimney: the near-inertial energy drainage from the ocean

surface to the deep layer. J. Geophys. Res. 103 (C4), 7579–7591.
MAJDA, A. J. 2002 Introduction to Partial Differential Equations and Waves for the Atmosphere and

Ocean-Courant Lecture Notes, Bd. 9. American Mathematical Society.
MUNK, W. & WUNSCH, C. 1998 Abyssal recipes II: energetics of tidal and wind mixing. Deep-Sea Res. I

45, 1977–2010.
NIKURASHIN, M., VALLIS, G. K. & ADCROFT, A. 2013 Routes to energy dissipation for geostrophic

flows in the Southern Ocean. Nat. Geosci. 6, 48–51.
ROCHA, C. B., WAGNER, G. L. & YOUNG, W. R. 2018 Stimulated generation-extraction of energy from

balanced flow by near-inertial waves. J. Fluid Mech. 847, 417–451.
SEN, A., SCOTT, R. B. & ARBIC, B. K. 2013 Global energy dissipation rate of deep-ocean low-frequency

flows by quadratic bottom boundary layer drag: comparisons from current-meter data. Geophys. Res.
Lett. 35, L09606.

SHAKESPEARE, C. J. & HOGG, A. M. 2018 The life cycle of spontaneously generated internal waves.
J. Phys. Oceanogr. 48, 343–359.

SILVERTHORNE, K. E. & TOOLE, J. M. 2009 Seasonal kinetic energy variability of near-inertial motions.
J. Phys. Oceanogr. 39, 1035–1049.

SMITH, L. M. & WALEFFE, F. 2002 Generation of slow large scales in forced rotating stratified turbulence.
J. Fluid Mech. 451, 145–168.

STAMMER, D. 1997 Global characteristics of ocean variability estimated from regional TOPEX/POSEIDON
altimeter measurements. J. Phys. Oceanogr. 27, 1743–1769.

TAYLOR, S. & STRAUB, D. 2016 Forced near-inertial motion and dissipation of low-frequency kinetic
energy in a wind-driven channel flow. J. Phys. Oceanogr. 46, 79–93.

THOMAS, L. N. 2019 Enhanced radiation of near-inertial energy by frontal vertical circulations. J. Phys.
Oceanogr. 49, 2407–2421.

THOMAS, J. & ARUN, S. 2020 Near-inertial waves and geostrophic turbulence. Phys. Rev. Fluids 5, 014801.
THOMAS, J., SMITH, K. S. & BÜHLER, O. 2017 Near-inertial wave dispersion by geostrophic flows.

J. Fluid Mech. 817, 406–438.
THOMAS, J. & YAMADA, R. 2019 Geophysical turbulence dominated by inertia-gravity waves. J. Fluid

Mech. 875, 71–100.
WAGNER, G. L. & YOUNG, W. R. 2016 A three-component model for the coupled evolution of

near-inertial waves, quasi-geostrophic flow and the near-inertial second harmonic. J. Fluid Mech.
802, 806–837.

WAITE, M. L. 2017 Random forcing of geostrophic motion in rotating stratified turbulence. Phys. Fluid
29, 126602.

WHITT, D. B. & THOMAS, L. N. 2015 Resonant generation and energetics of wind-forced near-inertial
motions in a geostrophic flow. J. Phys. Oceanogr. 45, 181–208.

WORTHAM, C. & WUNSCH, C. 2014 A multidimensional spectral description of ocean variability. J. Phys.
Oceanogr. 44, 944–966.

WUNSCH, C. & STAMMER, D. 1998 Satellite altimetry, the marine geoid and the oceanic general
circulation. Annu. Rev. Earth Planet. Sci. 26, 219–254.

XIE, J. H. & VANNESTE, J. 2015 A generalised-Lagrangian-mean model of the interactions between
near-inertial waves and mean flow. J. Fluid Mech. 774, 143–169.

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
0.

51
0 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2020.510


Turbulent exchanges between NIWs and balanced flows 902 A7-27

YOUNG, W. R. & BEN JELLOUL, M. 1997 Propagation of near-inertial oscillations through a geostrophic
flow. J. Mar. Res. 55, 735–766.

ZEITLIN, V., REZNIK, G. M. & JELLOUL, M. B. 2003 Nonlinear theory of geostrophic adjustment.
Part 2. Two-layer and continuously stratified primitive equations. J. Fluid Mech. 491, 207–228.

ZHAI, X., GREATBATCH, R. J. & EDEN, C. 2007 Spreading of near-inertial energy in a 1/12 degree model
of the North Atlantic Ocean. Geophys. Res. Lett. 34, L10609.

ZHAI, X., JOHNSON, H. L. & MARSHALL, D. P. 2010 Significant sink of ocean-eddy energy near western
boundaries. Nat. Geosci. 3, 608–612.

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
0.

51
0 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2020.510

	1 Introduction
	2 Governing equations
	2.1. The wave-balance decomposition

	3 Results
	3.1. Wave kinetic and potential energy budgets
	3.2. Energetics in neighbouring regimes

	4 Summary
	Appendix A. Implementing the wave-balance decomposition
	Appendix B. Derivation of wave-balance energy exchange equations
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


