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We study positive solutions of a very fast diffusion equation, ut = (um−1ux)x,
m < 0, in a bounded interval, 0 < x < L, with a quenching-type boundary condition
at one end, u(0, t) = (T − t)1/(1−m) and a zero-flux boundary condition at the other,
(um−1ux)(L, t) = 0. We prove that for m � −1 regional quenching is not possible:
the quenching set is either a single point or the whole interval. Conversely, if m < −1
single-point quenching is impossible, and quenching is either regional or global. For
some lengths the above facts depend on the initial data. The results are obtained by
studying the corresponding blow-up problem for the variable v = um−1.

1. Introduction and main results

We study the asymptotic behaviour, as t → T , of positive solutions of

ut = (um−1ux)x, 0 < x < L, 0 < t < T,

u(0, t) = (T − t)1/(1−m), 0 < t < T,

(um−1ux)(L, t) = 0, 0 < t < T,

u(x, 0) = u0(x), 0 < x < L,

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(1.1)

where m < 0, L > 0 and T > 0. The initial data are continuous, bounded and
strictly positive functions. Under appropriate limits, the equation in problem (1.1)
models, for example, for m = −1, the diffusion of Cr in GaAs [21], and heat
conduction in solid hydrogen [19]. Other values of m < 0 can be shown to arise from
physically relevant limits of models for the diffusion of Zn and Be in GaAs [22].

Let us briefly motivate the choice of the parameters in problem (1.1). For m < 1,
due to the singular character of the diffusivity um−1 at level zero, solutions have a
strong tendency towards positivity. Conversely, the condition on the left boundary
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forces the solution to be zero, at least at x = 0, at t = T . The competition between
both facts produces two distinct behaviours depending on m. Indeed, if we take as
the Dirichlet condition u(0, t) = ε and consider the limit ε → 0, we obtain a limit
which is positive in (0, L] for 0 < m < 1 (fast diffusion) and the trivial limit for
m � 0 (very fast diffusion) (see [13, 18]). We concentrate on the very fast diffusion
case and consider a boundary condition which goes to zero as t → T . We will show
that, in some cases, lim inft→T u(x, t) > 0 for some x ∈ (0, L].

On the other hand, the boundary condition u(0, t) = (T −t)µ provokes a singular-
ity of quenching type, whenever 0 < µ < 1, in the sense of [12], i.e. ut(0, t) → −∞
when t → T . Quenching has deservedly received a great deal of attention in recent
years (see, for example, [5, 15,16]).

In most of the applications, quenching is produced by the presence of a singular
nonlinear absorption term, for instance, fixing the flux at the boundary (see [9,
17]). Once the quenching rate at this boundary is known, we can apply the results
obtained in this paper to deduce the quenching behaviour of the solution (usually
via comparison arguments). A similar procedure is used in the study of blow-up
problems with peaking (see [11]).

We are especially interested in studying the possibility of regional quenching,
i.e. the situation in which the solution vanishes in some interval [0, L′] for t = T ,
while remaining positive in the complement (L′, L]. To the authors’ knowledge,
there are no previous examples of this phenomenon.

As is often the case in parabolic problems, the asymptotic behaviour is expected
to be described by means of special solutions in the self-similar form

U(x, t) = (T − t)αF (x(T − t)β), α = µ, β = 1
2 (µ(1 − m) − 1).

The analogy with the peaking problem, µ < 0 and m > 1 (see [11]) suggests that
only β = 0 would make regional quenching possible. This corresponds to our choice
of µ = 1/(1−m). Observe that the restriction µ < 1, needed for quenching, implies
m < 0. In the case m = 0 (µ = 1) we have that ut is bounded, and thus we have a
non-singular extinction behaviour.

In order to perform our analysis, we transform (1.1) into a blow-up problem for
the variable v = um−1, which is common in the literature on nonlinear diffusion. In
terms of v, our problem reads

vt = vvxx − γ(vx)2, 0 < x < L, 0 < t < T,

v(0, t) = (T − t)−1, 0 < t < T,

v−γvx(L, t) = 0, 0 < t < T,

v(x, 0) = v0(x) ≡ u
−1/γ
0 (x), 0 < x < L,

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(1.2)

where γ = 1/(1−m). According to the usual mathematical language (coming from
the applications in the case m > 1) we shall call (1.2) the pressure problem, and v
the pressure, while u is the density. The condition m < 0 implies that 0 < γ < 1.
The value γ = 1

2 , corresponding to m = −1, will be shown to be critical. For
general references on blow-up see [10, 20]. Observe also that this problem admits
more general data than those coming from problem (1.1). In particular, we will also
consider compactly supported initial values v0. This means that u0 takes a value of
infinity on a set of non-zero measure.
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As mentioned above, the asymptotic behaviour is expected to be described by
self-similar solutions, which in our case means separated variables, i.e.

V (x, t) = (T − t)−1G(x). (1.3)

Hence, a starting point will be the construction of self-similar profiles G, using the
ideas of [6, 8]. In our analysis we have to distinguish between positive profiles and
those that vanish somewhere. For a complete description of all possible profiles see
§ 3.

We will show in §§ 4 and 5 that the asymptotic behaviour of the solution v to
problem (1.2) as t approaches T is described by the profiles G, when they exist.
Following the standard technique, we introduce the rescaled function

g(x, τ) = (T − t)v(x, t), τ = − log(1 − t/T ).

Then g satisfies the parabolic problem

gτ = ggxx − γ(gx)2 − g, 0 < x < L, τ > 0,

g(0, τ) = 1, τ > 0,

g−γgx(L, τ) = 0, τ > 0,

g(x, 0) = g0(x) ≡ Tv0(x), 0 < x < L.

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(1.4)

Therefore, the study of the asymptotic behaviour of v(x, t) near the finite blow-
up time T > 0 is reduced to the study of the stabilization of g(x, τ) as τ → ∞
to a stationary profile G. Such stabilization indeed occurs for γ < 1

2 . However, for
γ � 1

2 and large L, there are no self-similar profiles, and we prove that g tends to
zero for x > 0.

Next we use the convergence of the rescaled variable g to study the set of points
where v becomes unbounded at time T , the blow-up set, which is defined as follows:

B(v) = {0 � x � L : ∃(xn, tn) → (x, T ) such that v(xn, tn) → ∞}.

It is clear that there exist only three possibilities: global blow-up, B(v) = [0, L];
regional blow-up, B(v) = [0, L′] for some 0 < L′ < L; or single-point blow-up,
B(v) = {0}. For γ < 1

2 we obtain the following result.

Theorem 1.1. Assume γ < 1
2 . There exists a critical length, L∗ = L∗(γ), such

that:

(i) if 0 < L � L∗, blow-up can be regional or global depending on the initial data;

(ii) if L > L∗, blow-up is always regional.

We will prove in theorem 2.1 that ut goes to −∞ if and only if u goes to 0.
Therefore, since um−1 = v, blow-up results for v translate to quenching results
for u. In particular, the quenching set of u,

Q(u) = {0 � x � L : ∃(xn, tn) → (x, T ) such that ut(xn, tn) → −∞}
= {0 � x � L : ∃(xn, tn) → (x, T ) such that u(xn, tn) → 0}

coincides with the blow-up set of v.
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The unexpected phenomenon regarding the asymptotic behaviour for this value
of the parameters (m < −1) is that, for a fixed length L > 0 in a certain range
(see § 4), though there are solutions with regional quenching, other solutions exhibit
global quenching. Moreover, we conclude from the stability properties of the profiles
described in § 4 that there exists an open set of initial data with regional quenching
and another open set of initial data with global quenching. Hence, regional and
global quenching are not exceptional phenomena.

Theorem 1.2. Assume 1
2 � γ < 1. There exists a critical length L∗ = L∗(γ) such

that:

(i) if 0 < L � L∗, single-point blow-up or global blow-up may occur depending on
the initial condition;

(ii) if L > L∗, we have always single-point blow-up.

The most striking feature, when the above result is translated to the density
variable u, is that, for −1 � m < 0, regional quenching is not possible. As before,
we can show that for 0 < L � L∗ there exists an open set of initial data with
single-point quenching and another open set of initial data with global quenching.
This has to be contrasted with the case m < −1.

Remark 1.3. The blow-up results of the previous theorem also hold for γ = 1,
i.e. m = 0. In this case we have described the extinction set of u = v−1. That is,
for t = T we have the alternative: u(x, T ) = 0 for every 0 � x � L or u(x, T ) > 0
for every 0 < x � L.

1.1. Organization of the paper

In § 2 we state some preliminaries. In § 3 we construct the self-similar profiles; § 4
is devoted to the proof of the convergence of the rescaled function g to one of the
profiles G, the study of the stability of the profiles and the blow-up set for γ < 1

2 .
In § 5 we deal with the case 1

2 � γ < 1. Finally, § 6 is devoted to some concluding
remarks.

2. Preliminaries

We consider problem (1.1) with the initial data u0 � c0 > 0 continuous. In this case,
existence and uniqueness of positive classical solutions can easily be established (see,
for example, [14]).

Our first result concerning the solution to problem (1.1) shows that the quenching
set coincides with the set of points where the solution vanishes.

Theorem 2.1. Let u be the solution to (1.1). Given x ∈ [0, L] and (xn, tn) →
(x, T ), we have that u(xn, tn) → 0 if and only if ut(xn, tn) → −∞.

Proof. First we observe that, if u(xn, tn) � c > 0, by standard regularity theory,
ut is uniformly bounded in a sequence of neighbourhoods Bn � (xn, tn). In order
to prove the converse, we use the fact that, for some t0 > 0, the minimum of u(·, t)
is achieved at x = 0 for every t0 < t < T . This is easily seen to hold for t0 such
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that (T − t0)1/(1−m) = min(u0), thanks to the maximum principle. Assume now by
contradiction that ut(xn, tn) � −C > −∞, while u(xn, tn) → 0. Then, integrating
in [t, tn] we get

u(xn, t) − u(xn, tn) = −
∫ tn

t

ut(xn, s) ds � C(tn − t).

Taking limits, for t > t0 we have

(T − t)1/(1−m) = u(0, t) � u(x, t) � C(T − t),

which is impossible, since m < 0.

As mentioned in § 1, the solutions to problem (1.1) are studied in terms of the
pressure variable v = um−1. It is known that, for the pressure problem (1.2), the
most delicate case occurs when v has compact support (see [3,4]). For that type of
data there is no uniqueness in general in the class of weak solutions (defined in the
standard way). Thus, we will use the concept of the viscosity solution given in [3],
which will ensure uniqueness. The construction of this solutions is as follows.

Let wε be, for any ε > 0, the unique classical solution to the problem

wt = (w + ε)wxx − γ(wx)2, 0 < x < L, 0 < t < T,

w(0, t) = (T − t)−1 + ε, 0 < t < T,

w−γwx(L, t) = 0, 0 < t < T,

w(x, 0) = v0(x) + ε, 0 < x < L.

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(2.1)

Then the limit function
v(x, t) = lim

ε→0
wε(x, t) (2.2)

is a solution to problem (1.2) in weak sense, and it is called a viscosity solution.
Moreover, it is the maximal weak solution to that problem. The comparison prin-
ciple between viscosity solutions is immediately deduced from the construction.

Another interesting property of viscosity solutions proved in [2,4] is the stationary
character of the support. In fact, the support is non-expanding for every weak
solution, and stationary for the maximal one.

3. The self-similar profiles

In this section we construct the profiles giving the asymptotic behaviour. For a
complete description of the existence of the different types of self-similar profiles in
the fast diffusion range see [8]. The characterization in terms of the length of the
interval is of special importance for us (see below).

We consider the following problem:

GG′′ − γ(G′)2 − G = 0, for 0 < x < L,

G(0) = 1,

G′(L) = 0.

⎫⎪⎬
⎪⎭ (3.1)

We observe that if G is strictly positive, the boundary condition at x = L is
equivalent to the boundary condition of problem (1.4). Therefore, G is in this case
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a stationary solution of problem (1.4), i.e. a self-similar solution to problem (1.2).
However, if G(L) = 0, these boundary conditions are not equivalent. Nevertheless,
G will turn out to be a possible limit for the solutions of problem (1.4).

We begin with the case γ < 1
2 , m < −1.

Theorem 3.1. Assume γ < 1
2 .

(i) There exist two critical lengths, 0 < L0 < L∗, depending on γ, such that:

(a) if 0 < L � L0 or L = L∗, there exists a unique positive profile G solution
to problem (3.1);

(b) if L0 < L < L∗, there exist two positive profiles;
(c) if L > L∗, there exist no positive profiles.

(ii) For every 0 < L̄ � L0 and L > L̄, there exists a unique profile with support
[0, L̄].

The constant
L0 =

√
2(1 − 2γ), (3.2)

and the solutions with support exactly [0, L0],

G0(x) =
(

1 − x

L0

)2

+
, (3.3)

are explicit.

Proof. We consider the following variables:

X(η) = G(x), Y (η) = G′(x), dη =
dx

X
, (3.4)

and study the trajectories in the fourth quadrant Θ = {X � 0, Y � 0}, solving the
autonomous system

dX

dη
= XY,

dY

dη
= X + γY 2.

⎫⎪⎪⎬
⎪⎪⎭ (3.5)

The equation in (3.1) shows that G is convex. Therefore, since G′(L) = 0, G is
non-increasing, which implies that Y � 0. The condition at x = 0 is translated into
shooting from the line X = 1. The condition at x = L means that the trajectories
end at the horizontal axis, Y = 0. System (3.5) has only one critical point in
Θ, namely the origin. It is not hard to check that it is a saddle-node point, the
separatrix between both behaviours being the explicit trajectory

Γ∗ = {X − µY 2 = 0}, µ = 1
2 − γ. (3.6)

Note also that this trajectory exists if and only if 0 < γ < 1
2 . The trajectory Γ∗

intersects the line X = 1 at the point (1,−1/
√

µ). Therefore, the corresponding
profile G0 is

G0(x) =
(

1 − x

L0

)2

,
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with L0 = 2
√

µ =
√

2(1 − 2γ). Observe that this function satisfies

G′
0(L0) = (G1−γ

0 )′(L0) = 0, (3.7)

since 2(1−γ) > 1. Therefore, if L = L0, it satisfies the boundary condition at x = L
of problem (1.4), and thus it gives not only a solution of problem (3.1), but also a
stationary solution of problem (1.4). Moreover, extending this function by zero for
x > L0, we obtain a profile for every L > L0,

GL(x) =

{
(1 − x/L0)2, 0 � x � L0,

0, L0 � x � L.
(3.8)

Shooting now from points (1,−r) with r > r0 ≡ 1/
√

µ, we see that all the tra-
jectories are below Γ∗ and enter the origin like the power Y ≈ −Xγ . The length L̄
corresponding to each one of these trajectories is

L̄ =
∫ 1

0

ds

|Y (s)| ,

which is seen to be finite from the behaviour of Y at 0. Observe that this behaviour
itself also implies that the corresponding profiles satisfy

|Y (X)| ≈ Xγ ⇒ GL̄(x) ≈ (L̄ − x)1/(1−γ). (3.9)

This means that GL̄ satisfies G′
L̄
(L̄) = 0. We obtain a solution for every L � L̄

extending GL̄ by zero. We remark that, by (3.9), we obtain a solution of prob-
lem (1.4) if and only if L > L̄.

Finally, since Y lies below the explicit trajectory Γ∗, it follows that the lengths
corresponding to those trajectories are smaller than that of Γ∗, i.e. 0 < L̄ < L0.

We now shoot from points (1,−r) with 0 < r < r0. All the trajectories obtained
in this way intersect the horizontal axis at some positive point X = Xr > 0, and
are admissible trajectories. They give rise to profiles bounded from below by Xr

(see figure 1).
The above is equivalent to shooting in the plane x−G from the point (0, 1) with

different negative slopes G′(0) = −r.
As to the characterization of the profiles in terms of the length, we observe that

there exists a first integral equation of (3.1), giving a constant energy

E(x) = 1
2 (G−γG′)2(x) − 1

1 − 2γ
G1−2γ(x) = E, (3.10)

for every x ∈ [0, L̄] ≡ supp(G). Positive profiles imply negative energies, since
L̄ = L, and

E = E(L) = − 1
1 − 2γ

G1−2γ(L) < 0.

The explicit profile gives zero energy and, finally, the compactly supported profiles
give rise to positive energies with value E = E(L̄) = 1

2 (G−γG′)2(L̄) > 0. In fact, in
terms of the slope G′(0) = −r, we have

E = E(0) =
r2

2
− 1

1 − 2γ
.
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positive profiles

compactly supported profiles

1Xr X

−r

−r0

Y

Γ*

Figure 1. The trajectories in the (X, Y )-plane.

Therefore, if r2 > 2/(1 − 2γ), we obtain E > 0, which gives a compactly supported
profile, while if r2 < 1/(1 − 2γ), the profile is positive since E < 0. The slope
r2 = 1/(1 − 2γ) obviously corresponds to the explicit profile G0.

Now let G be a positive profile. We want to describe the length of the interval in
terms of the value B = G(L) ∈ (0, 1). Since G must be non-increasing (see above),
from (3.10) we obtain

G−γG′(x) = − 2
L0

√
G1−2γ(x) − B1−2γ ,

and thus the profile G is given by the implicit formula∫ 1

G(x)

s−γ

√
s1−2γ − B1−2γ

ds =
2
L0

x. (3.11)

Putting x = L, we get the following expression for the length L:

L(B) = 1
2L0

∫ 1

B

s−γ

√
s1−2γ − B1−2γ

ds. (3.12)

In order to finish the proof of theorem 3.1, we need only to give a precise descrip-
tion of the function L(B) (see figure 2).

Lemma 3.2. The function L(B) defined in (3.12) increases from L(0) = L0 until
some value L∗ > 0 and then decreases until L(1) = 0.

Proof. The fact that the limit of L(B) is 0 as B tends to 1 is immediate. On the
other hand, L(B) can be written in the form

L(B) = 1
2L0B

1/2
∫ 1

B

s−3/2
√

1 − s1−2γ
ds. (3.13)
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L0

1

Figure 2. The function L(B) for γ < 1
2 .

It is not hard to show the following behaviour of L(B) for B ≈ 0:

L(B)
L0

=

⎧⎪⎪⎨
⎪⎪⎩

1 + D1(γ)B1/2 + O(B1−2γ) if γ < 1
4 ,

1 + 1
4B1/2 log(1/B) + O(B1/2) if γ = 1

4 ,

q1 + D2(γ)B1−2γ + O(B(3−8γ)/2) if γ > 1
4 ,

(3.14)

where

D1(γ) =
∞∑

k=0

(2k)!
(2k(1 − 2γ) − 1)22k−1(k!)2

, D2(γ) =
1

2(4γ − 1)
. (3.15)

Since D1(γ) > 0 and D2(γ) > 0, we have that L(B) > L0 for all small B. We
now prove that L(B) has only one maximum. For this purpose we differentiate the
expression for L(B) to get

L′(B) =
1

2B

(
L(B) − L0√

1 − B1−2γ

)
.

Thus, if L′(B0) = 0 for some B0 ∈ (0, 1), we must have

L(B0) =
L0√

1 − B1−2γ
0

.

We conclude with the observation that this last function is increasing in (0, 1),
which implies that B0 is unique.

Now we deal with the case γ � 1
2 , −1 � m < 0.

Theorem 3.3. Assume 1
2 � γ < 1.

(i) There exists a critical length, L∗ > 0, depending on γ, such that

(a) if 0 < L < L∗, then there exist two positive profiles;
(b) if L = L∗, then there exists a unique positive profile;
(c) if L > L∗, then there exist no positive profiles.

(ii) No compactly supported profiles exist in this case.
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Proof. In the case γ � 1
2 , in the phase plane X–Y given by (3.5) the separatix has

moved to the vertical axis, and thus the parabolic sector of the saddle-node point
(0, 0) contains the whole of the fourth quadrant. No trajectories in this quadrant
enter the origin. In particular, this means that all the profiles G are strictly positive.
We concentrate on the case γ > 1

2 . As before, the conservation of energy

E(x) = 1
2 (G−γG′)2(x) +

1
2γ − 1

G1−2γ(x) = E, (3.16)

holds for every 0 � x � L. Note that the energy is always positive, since all the
terms are positive. Observe also that, since 1 − 2γ < 0, this implies again that G is
positive. The function which gives the length of the interval in terms of the value
B = G(L) is here

L(B) = RB1/2
∫ 1

B

sγ−2
√

1 − s2γ−1
ds, (3.17)

where R =
√

1
2 (2γ − 1).

Lemma 3.4. The function L(B) defined in (3.17) satisfies L(0) = L(1) = 0, and it
has a unique maximum.

Proof. The limits as B tends to 0 or 1 are immediate. The proof that L(B) has a
unique maximum follows the same argument as before since, at a point B0 ∈ (0, 1)
of maximum of L(B), we must have

L(B0) =
2R√

B1−2γ
0 − 1

.

Finally, we study the case γ = 1
2 . The energy equation is now given by

E(x) = 1
2 (G−1/2G′)2(x) − log G(x) = E for every 0 � x � L. (3.18)

Arguing as before, we need only easy modifications to obtain the desired result.

The profiles constructed in the two theorems above are ordered in (0, L]. We call
G1 and G2 the two different positive profiles that exist for L0 < L < L∗ (putting
L0 = 0 when 1

2 � γ < 1), and we assume that G1 < G2. If γ < 1
2 and 0 < L < L0,

the profile G1 disappears, while for L = L∗ we have G1 = G2. On the other hand,
it is clear that the profiles with compact support (in the case γ < 1

2 ) are ordered
by their support L̄, i.e. GL̄1

< GL̄2
< G0 < G1 whenever 0 < L̄1 < L̄2 < L0.

4. Asymptotic behaviour for γ < 1
2

In this section we prove the stabilization result for the rescaled problem (1.4). The
proof is based on the construction of a Lyapunov function. We also describe the
quenching sets.

Theorem 4.1. Let γ < 1
2 and v be a solution to problem (1.2). The rescaled orbits

g then tend to a stationary profile G. Thus, if V (x, t) = (T − t)−1G(x), we have

lim
t→T

(T − t)|v(x, t) − V (x, t)| = 0, (4.1)

uniformly in x ∈ [0, L].
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Proof. Thanks to the rescaling, g is bounded. Also, the behaviour of v near t = T is
translated into the behaviour of g as τ → ∞. Thus there exists a sequence τj → ∞
such that

lim
j→∞

g(x, τ + τj) = g∗(x, τ) (4.2)

uniformly in [0, L]. On the other hand, the compactness results of [3] imply that the
limit function is also a viscosity solution to the equation in problem (1.4). We want
to prove that the function g∗ does not depend on τ , and therefore that it coincides
with one of the stationary solutions constructed in the previous section.

To this end consider the function

Lg(τ) = 1
2

∫ L

0
|g−γgx(x, τ)|2 dx +

1
1 − 2γ

∫ L

0
g1−2γ(x, τ) dx. (4.3)

Recall that in this case we have 0 < γ < 1
2 . By differentiating and integrating by

parts, we get

d
dτ

Lg(τ) = − 4
(1 − 2γ)2

∫ L

0
|(g(1−2γ)/2)τ (x, τ)|2 dx � 0.

Therefore, Lg is positive and non-increasing. This implies the convergence in a
standard way (see, for example, [1]):

‖g(1−2γ)/2(·, τj + τ) − g(1−2γ)/2(·, τj)‖2
L2([0,L])

=
∫ L

0
|g(1−2γ)/2(x, τj + τ) − g(1−2γ)/2(x, τj)|2 dx

� τ

∫ L

0

∫ τj+τ

τj

|(g(1−2γ)/2)τ (x, s)|2 ds dx → 0

as j → ∞, uniformly for bounded τ . Therefore, the sequence g(1−2γ)/2(x, τj + τ)
converges in the space L∞([0, τ ] : L2([0, L])) for every τ > 0. The limit does not
depend on τ .

On the other hand, it is easy to check that the function G(x) = λG0(x/
√

λ) is a
subsolution of problem (1.4) if λ > 0 is small enough. Therefore, g(x, τ) � c > 0 for
0 � x < δ, τ � 0. Thus, by standard regularity theory, the limit g∗ is continuous
down to x = 0.

Let us now look at what happens at the right end, x = L. If the function g∗
is strictly positive, again by regularity theory we have that g−γ

∗ g′
∗(L) = g′

∗(L) = 0.
If not, we cannot ensure that the flux at x = L is zero in the limit, only that
g′

∗(L) = 0. Anyway, the ω-limit set is contained in the family of stationary solutions
constructed in the previous section.

Next we prove that the ω-limit consists of a unique profile. To do that we argue
by contradiction. Assume that there exist two different sequences τj and τ̄j such
that

g(x, τj) → G(x), g(x, τ̄j) → Ḡ(x) as j → ∞,

with supp(G) = [0, �] � [0, �̄] = supp(Ḡ). As before, we consider the subsolution
h̄(x) = λḠ(x/

√
λ) with (�/�̄)2 < λ < 1. Now take j large enough that g(x, τ̄j) >

h̄(x). Then, by comparison, we have g(x, t) > h̄(x) for every t > τ̄j , which is a con-
tradiction with the existence of the sequence τj .
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Remark 4.2. Since compactly supported initial data give solutions with stationary
support, if we begin with initial data with support [0, A] with A < L0, we get a
solution that, when properly rescaled, has behaviour given by one of profiles G with
support contained in [0, A].

Next we analyse the stability of the profiles, G0 (the maximal compactly sup-
ported profile), G1 and G2 (the two positive profiles), when they exist.

Theorem 4.3.

(i) For L0 < L < L∗ the compactly supported profile G0 and the greater of the
two positive profiles, G2, are stable and the other positive profile, G1, that lies
between G0 and G2 is unstable.

(ii) For L = L0 the unique positive profile is stable and the compactly supported
profile G0 is unstable from above.

(iii) For L = L∗, G0 is stable and the unique positive profile G1 = G2 is unstable
from below.

Proof. First of all we remark that from the comparison principle G2 is stable from
above.

(i) In the case L0 < L < L∗ we have that G0(x) < G1(x) < G2(x) for all x ∈ (0, L].
In order to prove that G1 is unstable, we consider G̃1, the profile with L̃ = L − δ.
From lemma 3.2, we have that G̃1(L̃) < G1(L). Therefore, G̃1(x) < G1(x) for every
x ∈ (0, L̃]. Moreover, G̃′

1(x) > 0 in (L̃, L]. Hence, G̃1 is a supersolution of prob-
lem (1.4). In the same way we can prove that if we take L̂ = L + δ, the correspond-
ing profile Ĝ1 is a subsolution of (1.4). Therefore, if we take δ small enough and
initial data g0(x), such that g0(x) < G̃1 we obtain, by the comparison principle, the
result that the solution of (1.4) converges to G0(x). In the same way, if g0(x) > Ĝ1,
we have that g(x, τ) tends to G2(x).

(ii) For L = L0, we only have two profiles G0 and G2. In fact, as L goes to L0
the profile G1 tends to G0. We can argue as before, to obtain the result that G0 is
unstable from above and then G2 is stable from below.

(iii) When L tends to L∗ the profile G1 tends to G2. Therefore, for L = L∗, we
have the result that G0 is stable from above.

We now proceed with the study of the blow-up set, i.e. we prove theorem 1.1. It
is based on the following result, adapted from [7].

Lemma 4.4. Let ε > 0 be small, 0 < δ < B be two arbitrary constants, and let p be
a solution to the problem

pτ = 1
2 (g2)xx − p, 0 < x < B, τ > 0,

px(0, τ) = 0, p(B, τ) = ε, τ > 0,

p(x, 0) = ε, 0 < x < B.

⎫⎪⎬
⎪⎭ (4.4)

Then there exists a constant C > 0 such that for every x ∈ [0, B − δ], τ > 0, it
holds

p(x, τ) � Ce−τ . (4.5)
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With this result we obtain the following corollary.

Corollary 4.5. If the solution g to problem (1.4) converges to 0 uniformly in
[a, b], then there exist constants C, τ0, δ

′ > 0 such that

g(x, τ) � Ce−τ (4.6)

for every τ > τ0, a + δ′ < x < b − δ′.

Proof. Take large τ0 > 0 such that g(x, τ) � ε for every a � x � b, τ � τ0. Since g
satisfies

gτ = ggxx − γ(gx)2 − g

= 1
2 (g2)xx − (γ + 1)(gx)2 − g

� 1
2 (g2)xx − g,

we have that, for every τ > 0, it holds that

g(x, τ + τ0) �
{

p(z, τ), 1
2 (a + b) < x < b,

p(−z, τ), a < x < 1
2 (a + b),

where

z =
2B

b − a

(
x − a + b

2

)
,

and p is the solution to problem (4.5). The conclusion follows.

Proof of theorem 1.1. The fact that the blow-up set of v contains some interval
comes from comparison with the explicit subsolution G(x) = (T − t)−1(λ − x/L0)2+
for some λ > 0 small enough.

If the initial data v0 have compact support [0, �], then, since this support cannot
expand in time, blow-up cannot be global. On the other hand, if v0 is bigger than
the positive self-similar solution v2(x, 0) = T−1G2(x), then, again by comparison,
we obtain global blow-up.

Moreover, from the stability properties of the self-similar profiles and the asymp-
totic result, we obtain, for L0 < L � L∗ and g0(x) � G1(x), that the rescaled orbit
g converges to a compactly supported profile. Thus g converges to zero uniformly
in any interval [a, b] contained in [L0, L]. Corollary 4.5 implies that v is bounded in
(L0, L] for any t ∈ (0, T ). Hence, the blow-up set of v is contained in the interval
[0, L0]. In the case L > L∗, since there exist no positive profiles, blow-up is always
regional.

5. Asymptotic behaviour for 1
2 � γ < 1

In this case, for L > L∗ there is no self-similar profile (see theorem 3.3). Thus, we
cannot have a general asymptotic result like the one given in the previous section.
In fact, if g goes to zero in some interval, (4.3) becomes unbounded. Nevertheless,
if the solution verifies that g(x, τ) � k > 0 for x ∈ [0, L], τ > 0, then (4.3) is
well defined and gives a Lyapunov functional for our problem. Therefore, if g is
uniformly bounded away from zero, g converges to a positive profile as τ → ∞, and
we get global blow-up for v. Observe that this is possible only if 0 < L � L∗. Thus
we have proved the following asymptotic result.
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Theorem 5.1. Let 1
2 � γ < 1 and v be the solution to problem (1.2). The rescaled

orbits g(x, τ) then tend to a stationary profile G as long as they are strictly bounded
away from zero. Therefore, we have global blow-up in this case. The latter holds only
for 0 < L � L∗.

As in the case γ < 1
2 , we have the following stability properties for the positive

self-similar profiles 0 < G1 � G2:

(i) for 0 < L < L∗, G1 is unstable and G2 is stable;

(ii) for L = L∗, G1 ≡ G2 is unstable from below and stable from above.

We now concentrate on studying the blow-up set for our solutions. To do that we
observe that, if we replace γ by γ̃ < γ in problem (1.2), we obtain a supersolution
to the original problem. More precisely, the following lemma holds.

Lemma 5.2. Let g1 and g2 be the solutions of problem (1.4) with γ = γ1 and γ = γ2,
respectively. Then, if γ1 < γ2, we have g1(x, τ) � g2(x, τ). Therefore, the blow-up
sets of the corresponding pressures satisfy B(v1) ⊃ B(v2).

With this lemma, let us prove that there exist initial data such that the blow-up
set is a single point, B(v) = {0}.

Lemma 5.3. If the initial data g0 verify that the solution g̃ of (1.4) for some γ̃ < 1
2

converges to a compactly supported profile, then the solution g with initial data g0
and 1

2 � γ < 1 tends to zero for all x ∈ (0, L]. Therefore, v has single-point blow-up
for those initial data.

Proof. By lemma 5.2 we obtain the result that, for every γ̃ < γ̂ < 1
2 < γ we have,

for the corresponding solutions,

g(x, τ) � ĝ(x, τ) � g̃(x, τ).

Thus the solution ĝ of problem (1.4) with initial data g0 and with γ̂ instead of γ
converges to a compactly supported profile, with support [0, �]. This implies that

g(x, τ) → 0, x ∈ (�, L] as τ → ∞.

The proof is completed merely by recalling that � � L0(γ̂) → 0 as γ̂ ↗ 1
2 .

Examples of global blow-up and single-point blow-up are derived from theo-
rem 5.1 and lemma 5.3, respectively. Moreover, the stability properties of the pro-
files that exist for 0 < L � L∗ give the result that global blow-up indeed occurs
for an open set of initial data. Also from lemma 5.3 we obtain the result that
single-point blow-up holds for an open set of initial data.

Lemma 5.4. Regional blow-up is impossible for 1
2 � γ < 1.

Proof. Assume that there exists a solution v for which blow-up is not global,
i.e. B(v) = [0, x1] for some 0 � x1 < L. Then, since v(x, t) is bounded for any
x1 < x � L, we obtain the result that g(x, τ) goes to zero for every x1 < x � L.
In order to prove that x1 = 0, we argue as follows: given η > 0, let τ0 > 0 be such
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that g(x1 + δ, τ) � η for x1 + δ < L and every τ > τ0. Let w = wη be the solution
of

wτ = wwxx − γ(wx)2 − w, 0 < x < x1 + δ, τ > τ0,

w(0, τ) = 1, τ > τ0,

w(x1 + δ, τ) = η, τ > τ0,

w(x, τ0) = w0(x), 0 < x < x1 + δ.

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(5.1)

First of all we observe that there exists a stationary positive solution Gη with a
minimum located at a point yη ∈ (0, x1 + δ). Indeed, if Gη were monotone, we
would obtain stationary profiles for problem (3.1) defined in an interval [0, L̃],
with L̃ > x1 + δ and G(L̃) � η small, which is a contradiction with the proper-
ties of the function L(B) in lemma 3.4. Now assume that w0(x) � Gη(x). Since
wη(x, τ) � Gη(x), we can use the functional defined by (4.3) to obtain the result
that wη converges to Gη as τ tends to infinity. Finally, it is easy to check that Gη

tends to zero for every x > 0 as η tends to zero. Hence, if w0 is chosen to also
satisfy w0(x) � g(x, τ0), we obtain

lim
τ→∞

g(x, τ) = 0 for every x > 0,

proving that x1 = 0. Therefore, the blow-up set is a single point whenever it is not
the whole interval [0, L].

Proof of theorem 1.2. For L > L∗, there exist no self-similar profiles. Thus, from
lemma 5.4 we find that the blow-up set is a single point for every initial datum.
If L � L∗, lemma 5.3 shows that there is an open set of initial data such that the
corresponding solutions have single-point blow-up. On the other hand, we have the
existence of positive profiles and, from its stability properties, we obtain that there
exists an open set of initial data for which we have global blow-up, for instance, if
g0(x) � G1(x).

In summary, we find that for L > L∗ the blow-up set is always a single point,
while for L < L∗ it can be either a single point or the whole interval [0, L].

6. Concluding remarks

As we mentioned in § 1, the study of parabolic problems that develop singularities
in finite time is attracting a great deal of attention. Many questions are posed in
these studies concerning, for example, the asymptotic behaviour of the solution near
the singularity. In particular, the structure of the set where the solution becomes
singular seems not to be completely understood.

Throughout this paper we have looked for a simple example (based in physical
models) where regional quenching may appear. To this end we have taken a diffusion
equation with a quenching boundary condition such that the natural scaling law
of the problem does not change the spatial variable. This may lead to regional
phenomena (cf. the case of blow-up problems [7, 20]).

We have shown that regional quenching is possible only in the range m < −1
(this corresponds to γ < 1

2 ). Moreover, we have proved that, for any given length
L > L0, the set of initial data that exhibit regional quenching contains an open set
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in L∞; therefore this phenomenon is not exceptional. In this case (m < −1), we also
prove that there exists global quenching only if the interval under consideration is
small enough (0 < L � L∗).

In the case m � −1 (which corresponds to γ � 1
2 ), we find that regional quenching

is not possible; we may have single-point quenching (again for a non-empty set of
initial data for any L > 0) or global quenching (if 0 < L � L∗). Note that no
compactly supported (in pressure variable) self-similar profiles exist in this case.

The results contained here are restricted to one spatial dimension. There are
natural extensions to higher dimensions; however, the analysis of the existence
of the profiles is much more complicated. Another possible extension is to consider
more general problems, including a different diffusion (not just a power) or different
boundary conditions, for example, prescribing a flux at x = 0.

A possible improvement of our results is to determine the exact regional quench-
ing set for the case m < −1. Recall that we have proved that the pressure v blows
up in a set strictly included in [0, L0] for initial data v0 whose support is contained
in [0, A] with A < L0. These compactly supported initial data v0 give initial data
for the quenching problem u0 that are infinite in the complement of their support.
We conjecture that, if we restrict ourselves to positive and finite initial data u0 with
regional quenching, then the quenching set must be [0, L0] and the behaviour must
be given by the explicit profile G0. We have proved this fact for initial data u0 such
that the rescaled function g0 lies above G0. Nevertheless, we have not been able to
prove this statement for general initial data. Numerical experiments support the
conjecture. The main obstacle to prove it lies in the separation of the limit profile
G0 from the other infinitely many compactly supported profiles that exist in this
range of exponents. This separation could come from fine regularity properties that
G0 has but the other profiles do not.
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