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1. A Fourier integral is said to be of finite type* if its
generating function vanishes for all sufficiently large values of \x\.
Because the coefficient functions are defined by integrals over a
finite range, the behaviour of such a Fourier integral usually
resembles closely that of the corresponding series.

It may be shewn that when k ^ 1 the necessary and sufficient
conditions for the summability (C, k) of a Denjoy-Fourier integral
of finite type are exactly the same as those for the corresponding
series. When k < 1 this is no longer the case, and the integral
may be summable while the series is not. Indeed, it is possible
to give an example of a function whose series is summable (C, k)
for 0 ^ k $ k < 1 almost nowhere in the interval (— IT, IT), while
the integral is summable for all k > 0 everywhere in the interval.

This result is due to the fact that for the coefficients of a
Denjoy-Fourier series the most that can generally be stated is

«n = o (H.), bn = o («),
so that the series is, in general, at most sutnmable (C, 1), whereas
the corresponding integral is not necessarily so restricted by the
behaviour of the coefficients.

To make matters quite definite, let f{%) be zero outside
(— IT, 7r) and integrable in the general Denjoy sense in (— v, v).
Then f(x) has a Fourier series

GO

(1"1) i«o + 2 (an cos nx + bn sinnx),
n = l

w h e r e
(1-2) an = - I" f(t) co s ntdt, 6,, = - j ' / ( < ) s i n ntdt

T J -IT •"•.'-»

(» = 0 , l ,2 , . . . ) ,
and it has a Fourier integral of finite type

(l-3) I (a , C0SSX+ b,s\nsx) ds,
Jo

where

( 1 4 ) «., = - / * f{t) cos stdt, b,= -i" f(t) sin stdt ( s > 0 ) .
T J-w TT)-W

J

* S. Pollard, Proc. Camb. Phil. Soc, 2a (1926), 373—382.
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756 Miss Grimshaw, Distinction between Fourier integrals

For a particular value of k > 1 the summability (C, k) at a
point x in—7r<a;<7rof either the integral 'or the series implies
that of'the other, and the sums are the same. For other values
of k the conditions differ in quite a marked degree.

2. In a consideration of the summability of the integral (13)
we ar-c led to investigate the behaviour of

(2-l) Ik(a)= I (1 I (a8cossx + bgsinsx)ds
Jo \ w /

a s co —*• oo .

The corresponding expression for the series (11) is

1 ) (an cos rue + bn sin nx).

-, . a'
The final form of the criteria for summability of the integral

depends essentially upon the possibility of changing the order of
integration in a repeated integral, and is in some respects easier
to obtain than the corresponding form for the series.

It will be noticed that Ik (w) does not exist, in general, unless
k > — 1. In what follows this will be assumed throughout, and
other restrictions on k will be introduced as required.

For the purpose of comparison we consider a generating
function f{x) which vanishes outside the interval (— ir, tr). It
will be evident, however, that the results of paragraphs 3 and 5
are quite general, and can be established in exactly the same way
for a function which is integrable in the general Denjoy sense in
any finite interval (j>, q) and vanishes outside this interval.

3. THEOREM I. Ifk> — \, then

(31) /*(«) = - [ " X f(x + t)y(wt)dt,

where
n

(32) 7 (t) = (1 - u)k cos tudu.
Jo

It immediately appears that

ay (cot) = I f l—r) costudu

so that (3"1) is equivalent to

Ik(co) = - dtf(x + t)\ (l--) costsds.\
IT J -v-x JO \ - CO/
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and Fourier series 757

Moreover, by (1*4) and (2*1),

Ik (») = ~rJ°'ds(l- £j" j " f(t) cos s(t-x)dt

(3-3) = - [" ds (1 - - ) * ["~X f(x +1) cos stdt.
TJo \ <>>/ J -v-x

Thus the result to be established is equivalent to the possibility
of inverting the order of integration in (3'3).

Write g (x) =f(x) - £a0,

so. that, by (1-2), | g {t) dt = 0.
J —IT

If G(*)

then G(-7T).= G(TT) = 0.

By integration by parts, which is justified since cos st is of
bounded variation in any finite interval,

I g (x +1) cos stdt = G (x +1) cos st
J -T-X L J-ir-z

. frr-X
+ s I G (x +1) sin stdt

J —Tt-X

— s \ G (x + t) sin stdt.

Thus (3'3) becomes

Jt (o)) = jr-̂ - I ds (1 I I cos stdt
liT Jo \ (0/ J -n-x

+ - rdss(l--)k I" X G (x + t) sin stdt.
T Jo \ &>/ J-v-x

Now G (x +1) is continuous, and so | G (x + t) \ has a finite
upper bound M in (— ir — x, ir — x). If we replace the integrands
in the above integrals by their absolute values, the result is not
greater than

since A; > — 1.
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758 Miss Grimshaw, Distinction between Fourier integrals

By de la Vallee Poussin's theorem we may change the order
of integration and write

„ fir-a; fa i . o\k

= -P-\ dt\ ( 1 - - ) costsds

+ - d t G ( x + t ) \ s i l 1 sin teds.

Now

dtg(x + t)\ ( 1 - - ) cos tsds

J -n-x J 0 \ ">/

= \G (x + t) f" (l - -^cos tsdsY'"

rir—x ru> / s\^

+ \ dtG(x+t)\ s (1 — — ] sintsds
= • dtG(x + t) s(l--) sin tsds,

. l -^ -x Jo \ <»/

the integration by parts being allowed since

11 1 cos tsds
Jo V w/

regarded as a function of £ is of bounded variation in any finite
interval.

Thus
1 {"~x f" / s\k

/i(<u) = —I dt {% a0 + g (x +1)} \ I 1 I
TJ-.-j J 0 \ tl)/

costeds

which establishes the theorem.

4. For k>-\, ( (1-uYdu
Jo

is absolutely convergent.

Also

the series being, for each t, uniformly convergent in u in (0,1).
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and Fourier series 759

Thus by (3"2)

7(0= 2 H"-^, (l-u?u
»=0 (•&«;!.'o

du

(2n)!

oo fp+tn

where 0 , ( 0 = 2 (--)" +2n + lY

This last function has been investigated in detail* and many
of its properties are well known.

For t > 0 and 0 < p ^ 2, Cp (t) is bounded, while for p > 2

as £-*• ao.
It follows that

(4-2) 7 ( 0 - ^ (*>1),

where here, and in subsequent contexts, A is constant relative to
the function considered.

Now (7,(0 is defined as above for p > — 1, and it is clear that

Thus Cp (t) is bounded for t > 1 and - 1 < p < 2.

^ (?„+, (<) = Op (0,

1 , , A Jb + l f t + . a ) . 1C*(O.

Moreover ^ (?„+, (<) = Op (0,

a n d 8 °
whence, for t ~& 1,

where a = min (k, 2).

* W. H. Young; Quart. Journal of Maths., 43 (1912), 161—177.
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760 Miss Qrimshaw, Distinction between Fourier integrals

For small values of t, y (t) and all its differential coefficients
are bounded, since

f (r = 0,l, 2, ...),
.'o

and therefore
|yw(«)|< (l-uyu'du^Bik + l.r + l).

'o
This may be written
(4-4) . \yM(t)\^A.

From (4-3) and (4-4) it immediately appears that

f \y(t)\dt<co
Jo

provided that k > 0. That is, 7 (t) is of bounded variation in (0, x )

It is also evident from (4'4) that 7 (t) is of bounded variation
in any finite range for all k > — 1.

5. When k > — 1 the limits of It (a>) are identical with those of

f(x + t)y(a>t)dt.
-n-x

If now 7) is any positive number less than both tr — x and

7T + X,

(5-1) [" VO* + 0 W7 M) d< = •*f(*+0«7(»*)| *

- T *F(x +1) a>V {at) dt,
where F(t) is an indefinite integral of f(t), the integration by
parts being justified since y(t) is of bounded variation in any
finite range.

In the range of integration

OK ( 1

<—, (k>l)
COT}*

by (4-1) and (42).
Take now k >0, and consider the right-hand side of (5*1). The

term between limits tends to zero with 07 (cot) as <a -»- x .
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and Fourier series 761

For the integral, if (X, /J.) be any interval in (ij, ir — x),

I* <o*y'(at)dt = \ toy (fot)T-*• 0,

so that, since F(x + t) is continuous, by the Riemann-Lebesgue
convergence theorem

in
a s a>—»- oo.

Thus j " *f(x + t)ay(a>t)dt-*-O.

In like manner
r-v
I f(x + t)toy(wt)dt-*-0,

J -V-X

and the limits of nrt(<o), for k >0, are the same as those of

- j f(x+t)toy(tot)dt.
if J - I I

It is known that

(5-2)

Thus, as to -*• oo, - 7 («£) d£-»• J.

If then we write

the necessary and sufiBcient condition for summability (C, k) of the
integral (1'3) to the sum » at x takes the form

- f" * ( « ) 7 (««) * - * •<>.
7T JO

By what appears above the limits of this last integral are
independent of 17, and the condition may be written

(53) Hm lim a (" <j>(t) 7(cot)dt
7J-»-0 U-»0O - '0

n
Wri te now <I>. («) = <f> (M) dw.

.'n

= 0 (/fc > 0).

.'o

* W. H. Young, Quart. Journal of Maths., 43 (1912), 166, 170.
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762 Miss Grimshaw, Distinction between Fourier integrate

Integration by parts gives

fi r "|ii rv

Jo |_ Jo Jo

<J> (t) y (cot) dt.
. o

By (4-1) and (4'2), since k > 0,

my (coy) —*• 0 a s a> —*• oo .

Hence another form of the necessary and sufficient condition of
summability to s at x is .

(5-4) lim fim w2 f'<!> (t) y (cot) dt = 0 (k > 0).

6. For the purposes of investigation of the Fourier series of
f(x) we define a function / i (x) which is periodic in 27r, and
coincides with f(x) in the interval (— ir, tr). Clearly the two
functions have, relative to (— ir, it), the same Fourier series.

We proceed to examine the behaviour of crt(°>)< the partial
Rieszian sum of this series, as w -*• oo .

Write An (x) = an cos nx + bn sin nx.

Then by(2-2) <rt(w) = 4a0+ 2 (l - ^ An(x).

THEOREM II. Ifk>0,

(6"1) <rk (to)'— ^ a 0 = — ^ (—) 7 (t) dt,

ivhevs ^ j (̂ ) = / i (5; +1) 4-̂ 1 (̂ c — )̂ — oto.

Then, since - [ y(t)dt = \,
if Jo

<rk (a) will have the limit s, for k > 0, if, and only if,

or, what is equivalent,

f00

w 0,(O7
Jo

where </>, (<) = / , (a; +1) +/j ( » - « ) - 2s-
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and Fourier series 763

7. It is readily verified that ^r, ($) is periodic in 2ir, even, and
such that

ft
so that % (t) = i/r, (w) du

.'o

is a continuous function, periodic in 2TT.
Now let v (t) be any function of bounded variation in (0, oc )

which tends to zero as t -*• oc•. Then

f •f1(t)v{t)dt=\\m
Jo x-»»o x-»» .'o

= Jim | K (0 B («)] - £ V, («) dv («)

- f ̂ ,
.'o

since ^P, («), being continuous and periodic, is bounded in (0, co ).
If Sn(t) is the nth partial Cesaro sum of the Fourier series of

uniformly in (0, oo ) by the above property of ̂ i (t), and it follows
immediately that

(7-1) lim f -Sn(t)dv(t) = - r^(t)dv(t)= I
»-»oo .'0 .'0 .'0

The Denjoy-Fourier series of i/r, (t) proves to be

00

2 Cn COS lit
n = l

where cn = 2An (%),

and it may be verified that

t°° n~x f vn\
(7-2) -Sn{t)dv(t)= S h--\Cu,vnt,

JO m=l V " /

where vm= lim I v(«)

This limit, clearly exists.
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764 Miss Grimshaw, Distinction between Fourier integrals

8. By (4-1) and (42), 7(t)-*• 0 as t->~co. It is moreover of
bounded variation in (0, 00 ) for k > 0. Thus we may replace v (t)

by - 7 (wt), and the coefficients are found to be

i

f
7T Jo

1 / . m\k

= 0 (TO > w)
for/fc>0*.

The series ,

is therefore actually finite, and its sum by any positive Cesaro
mean coincides with the actual sum. In view of (7:1), for the
particular function v (t) we have chosen, (7*2) now becomes

2
m=

f
cmvm = ^ , («) v (t) dt

1 JO

or

Hence (6"1) holds if A > 0, and Theorem II is proved.
The result established may be expressed as follows.
For k > 0, the necessary and sufficient condition that the

Denjoy-Fourier series ( l ' l ) should be summable (G, k) to s at a
point x in (— ir, ir) is that

,»
(8-1) o> </>,(<) 7 (a>t)dt-*-0

Jo
as

9. Write (8'1) in the equivalent form
/•ao

or, using (71), since y(t) is of bounded variation in (0, 00 ) when
£>0,

-— ^, (o 7'
w '0.'0

* W. H. Yonng, Quart. Journal of Maths., 43 (1912), 166.
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and Fourier series 765

If n is any fixed positive number, « > - , and M is the upper

bound of | ¥ , (t) |,

•=&& (a«min{*,2})<a2 | ¥ , (t) y (cot) dt

-*-0 when k>\.

Itk—1, the above shews that we may choose X such that

» C
where e is any previously assigned positive number.

And then, with the argument used in § 5, it may be shewn
by Lebesgue's theorem that

\co* \ ^(t) y (cot)dt 0

as u>-*-x>.
Thus, when k^l, the condition (8'1) becomes

- — f V , (t) y (cot) dt-*s- \a0
if J 0

for fixed positive rj.
Moreover,

I ty'(t)dt= lim (Xty'(t)dt
JO A-»ooJ0

= \im\\ ty(t)Y-ry(t)dt\
A—00 (I . JO / o J

by (41), (42) and (5'2), and the final form of the condition for
summability of the series is

(91) lim lim = 0

Now <̂>, (<) coincides with >̂ (t) for x + t,x — t in (— IT, ir). T h u s
(9"1) is equivalent to

(9-2) lim lim tu2 <J> ( 0 y (cot) dt
.'0

= 0
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10. It is convenient at this stage to collect the results
established. (53) and (54), (8-1) and (9"2) .shew that for k2s 1
the necessary and sufficient condition that the Denjoy-Fourier
series and the Denjoy-Fourier integral of f(x) shall be summable
(C, k) to s at x is

(10-1) lim l!m M" \P<&(t)rt'(cot)dt =0.

If 0 < k < 1 the necessary and sufficient condition of sum-
mability of the integral is still (101), or it may be written in the
equivalent form

• \ d> (t) 7 (cot) dt = 0,
.'o

whereas the condition for the series can in general take no more
simple a form than

(103) lim co I 0,(t) 7(cot)dt = 0.
!»-»» JO

That (10-3) cannot always be reduced to (102), i.e. that the
series and the integral are not summable (C, k) in the same way
for k < 1, is best shewn by an example.

11. If the series
oo

\ a0 + 2 (un cos nx + bn sin nx)
n-l

is summable (G, k), where k > 0, at all points of a set of positive
measure, then, since at these points

a,, cos nx + bn sin nx .
n* ~* '

it follows that • r -*• 0, -?-*•()
nK n"

as n —»- oo *.
Thus, if - j , -2 do not converge to zero,

an cos nx + bn sin nx

can only converge to zero at points of a set of measure zero. In
other words, unless

«n = o («*), bn= o (nk)
00

the series £ a0 + 2 (an cos nx + bn sin nx)
n = l

is summable (C, k) almost nowhere in any interval.
* E. W. Hobson, Theory of function! of a real variable, Vol. 2, 682.
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12. Titchmarsh has shewn* that if \ (?J) be positive and de-
crease steadily to zero as n -*- oo, then however slowly \ (n) -*• 0
there is a function whose Fourier coefficients are such that

>{nX(n)], bn + o {n\(n)].

To construct such a function we proceed as follows.
Let T(x) vanish outside the interval (— ir, ir). I n the interval

write

T (x) =p*np\ (np) sin np x

w h e r e p = l, 2, 3, . . . and np is an integer, depending on p, which
tends to » so rapidly t ha t np > 2np^l and 2p* A. (np) is convergent,

T(x) has a single point of non-summability in (—TT, IT), namely
the origin. It is Denjoy integrable in (— IT, IT).

As Titchmarsh shews,

1 f*bn = — I T (x) sin nxdx ± o {n\ (n)}.
ir J _„

Thus, for any k, 0 < k < 1, we can so arrange X (n) as to make

and the Denjoy-Fourier series of T(x) will be summable (G, k),.
0§&^k, almost nowhere in the interval (— v, ir). The origin is
an exceptional point where the series vanishes.

On the other hand, if k>0, the Denjoy-Fourier integral of
T(x) is summable (C, k) everywhere in the interval. For it is
easily seen that, unless tv = 0, by a classical argument, since T (x)
is absolutely integrable in any interval to which the origin is
exterior,

lim lim
n—o,

where

a> r (T {x + t) + T (x - t) - 2s) 7 (cot) dt
Jo

= 0 (k > 0),

and at the origin the integral is convergent to zero.

* E. C. Titchmarah, Proe. Lond. Math. Soc, 22 (1924), Records XXV.
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