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We consider a batch scheduling problem in which the processing time of a batch of
jobs equals the maximum of the processing times of all jobs in the batch+ This is the
case, for example, for burn-in operations in semiconductor manufacturing and other
testing operations+ Processing times are assumed to be random, and we consider
minimizing the makespan and the flow time+ The problem is much more difficult
than the corresponding deterministic problem, and the optimal policy may have
many counterintuitive properties+We prove various structural properties of the op-
timal policy and use these to develop a polynomial-time algorithm to compute the
optimal policy+

1. INTRODUCTION

We consider a batch scheduling problem in which there is a single machine that can
process several jobs at once, and the processing time of a batch of jobs equals the
maximum of the processing times of all jobs in the batch+ This is the case, for ex-
ample, for burn-in operations in semiconductor manufacturing and other testing
operations+ For semiconductor burn-in, each chip has a minimum burn-in time~its
processing time! and chips may be batched together in the burn-in oven+The burn-in
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time for the batch is the maximum of the minimum burn-in times for all chips in the
oven+ Another application is for batch transportation to parallel machines+ In this
case, at mostm jobs are transported together on a pallet to a station withm parallel
machines, and the pallet cannot be transported to the next station until all jobs are
complete+

There is a fixed set of jobs to be processed, processing times are random, and we
consider minimizing the makespan~time to process all jobs! and the flow time~the
sum of job completion times!+

The deterministic problem, with various objective functions, has been studied
by many authors, including Ahmadi et al+ @1# ,Albers and Brucker@2# , Brucker@3# ,
Chandru et al+ @4,5# , Cheng and Kovalyov@6# , Coffman et al+ @7# , Dobson et al+ @9# ,
Glassey and Weng@10# , Hochbaum and Landy@11,12# , Ikura and Gimple@13# ,
Nadder and Santos@14# , Shallcross@16# , Sung and Choung@17# , and Wagelmans
and Gerodimos@18# + See Potts and Kovalyov@15# for a review+ Prior work on the
stochastic problem, when processing times are random, has assumed that the pro-
cessing time of a batch has the same distribution regardless of the number of jobs in
the batch and the job identities~all jobs are identical!+ See, for example, Deb and
Serfozo@8# +

The stochastic problem is much more difficult than the corresponding deter-
ministic problem, and the optimal policy may have many counterintuitive proper-
ties+ For example, for the deterministic problem and for both makespan and flow-
time objectives, it is always optimal to batch jobs with the same processing time
together+ However, when processing times are random, it may be optimal to process
jobs with the same processing time distributions separately or with jobs with differ-
ent processing time distributions, rather than processing these jobs together+We give
examples later+We prove various structural properties of the optimal policy for the
makespan problem in Section 2 and for the flow-time problem in Section 3+We are
able to more completely characterize the optimal flow-time policy when the maxi-
mal batch size is two and processing times are exponential, and in this case, we
develop an algorithm to find the optimal policy+

2. MAKESPAN

We first consider the problem of minimizing the makespan, or time until all jobs are
completed+ In this case, we need only determine the batches, since the makespan is
the same for any sequence+Also, since there is a single machine, the optimal policy
within the class of all dynamic policies is static; that is, it is sufficient to determine
the batches off-line+ Suppose the maximal batch size isb+ For the deterministic
problem, an optimal solution to the batching problem can be obtained with the fol-
lowing algorithm@17# +

Algorithm A

1+ Batch together theb largest jobs+
2+ Repeat Step 1 until there are fewer thanb jobs left+
3+ Batch any remaining jobs together+
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Intuitively, this is completely clear:The largest job should be part of some batch
and, obviously,we should add to this batch the nextb21 largest jobs+Continuing in
this manner gives Algorithm A+

For a nondeterministic processing time, it is tempting to apply the same algo-
rithm with the means of the processing times+ That Algorithm A is no longer optimal
for this case is illustrated by the following example+ Supposeb 5 2, and we have
three jobs, two with deterministic processing times of 1 and one job with processing
time 0 or 3, each with probability 102+ The latter job has the largest mean processing
time, soAlgorithmAwould give an expected makespan of 3,whereas scheduling the
two deterministic jobs together gives expected makespan of 21

2
_ +

There is also an optimal solution to the deterministic problem such that all jobs
with the same processing times are batched together, perhaps in multiple batches if
there are more thanb jobs with the same processing times+ So, for the above exam-
ple, another optimal solution for the deterministic version is to batch together the
two jobs with processing times of 1 and to process the job with the processing time
of 11

2
_ separately+ Again, it is tempting to suppose that an optimal solution to the

problem with random processing times would also batch together jobs with the same
mean processing times+ However, we show by a counterexample at the end of the
section that this is not the case+

The counterexamples illustrate that we cannot hope for a complete solution in
the case of arbitrary random processing times+However, some general results can be
obtained, and under certain assumptions, a complete solution can be derived+ We
start with a general result+ It is “intuitively optimal” that we want to batch as many
jobs together as possible+ This is, in fact, true for the makespan objective even when
processing times are random+

Lemma 2.1: For arbitrarily distributed processing times, if there are two batches of
size n1 and n2 such that n1 1 n2 # b, then the expected makespan will be smaller if
the two batches are batched together.

When we have processing times that can be stochastically ordered, as is the case
with exponential processing times, Algorithm A is optimal, as we show below+We
need a few preliminary results+ The proof of the following theorem is similar to that
of Theorem 3+2, so we omit it+

Theorem 2.2: Suppose that for a set of k1 1 k2 jobs, k1 # k2, all processing times
can be stochastically ordered, k1 of the jobs are to be processed together in a batch,
and the remaining k2 jobs are to be processed together in a batch. Then, to minimize
expected makespan, the first batch should contain the k1 jobs with the smallest means,
and the other should contain the k2 jobs with the largest means.

The following simple fact will be useful throughout+

Fact A: For any random variables X1 and X2, E max~X1,X2! 5 EX1 1 EX2 2
E min~X1,X2!+

Theorem 2.3: Suppose that for a set of n jobs, where b, n , 2b, all processing
times can be stochastically ordered and these n jobs are to be processed in two
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batches. Then, to minimize the expected makespan, one batch should contain the b
jobs with the largest means, and the other should contain the rest.

Proof: If one batch containsb jobs, we know from Theorem 2+2 that it should
contain the jobs with the largest means+Therefore, suppose, by way of contradiction,
that schedulep processes in batches of sizek andn 2 k, wherek # n 2 k , b+ By
Theorem 2+2, if we order the jobs so thatX1 #st X2 #st {{{ #st Xn, then one batch
should contain jobs 1, + + + , k, and the other should contain jobsk11, + + + , n+ Consider
schedulep ' that schedules jobs 1, + + + , k21 in one batch and jobsk, + + + , n in the other+
Let U be the contribution to the makespan of the other jobs~in addition to then we
are considering!+ From Fact A, the expected makespan underp is

U 1 E max~X1, + + + ,Xk! 1 E max~Xk11, + + + ,Xn!

5 U 1 E max~X1, + + + ,Xk21! 1 EXk 2 E min~Xk,max~X1, + + + ,Xk21!!

1 E max~Xk11, + + + ,Xn!,

and underp ' , it is

U 1 E max~X1, + + + ,Xk21! 1 E max~Xk, + + + ,Xn!

5 U 1 E max~X1, + + + ,Xk21! 1 EXk 1 E max~Xk11, + + + ,Xn!

2 E min~Xk,max~Xk11, + + + ,Xn!!+

Since max~Xk11, + + + ,Xn! $st max~X1, + + + ,Xk21! for k # n 2 k, and therefore
E max~Xk11, + + + ,Xn! $ E max~X1, + + + ,Xk21!, we have that the expected makespan
is smaller underp ' than underp, and we are done+ n

Corollary 2.4: If all processing times can be stochastically ordered, Algorithm A
minimizes the expected makespan.

We have shown that a solution that is optimal for the deterministic problem
~with all processing times identically equal to their means! is also optimal for the
nondeterministic problem, as long as processing times are stochastically ordered+As
we mentioned earlier, there is also an optimal solution to the deterministic problem
such that all jobs with the same processing times are batched together+ Such a solu-
tion is no longer necessarily optimal when processing times are random, even when
they are stochastically ordered+

For example, if we have four jobs with deterministic processing times 103, 102,
102, and 1, andb5 2, it is optimal to have two batches, one with the two jobs with
processing times of 102,and one with the other two jobs+The makespan would be 302+

Now consider the same example with exponentially distributed processing times
and with mean processing times of 103, 102, 102, and 1+ The expected makespan
when the jobs with the same processing time distributions are batched together is,
from Fact A,
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However, if the job with a mean processing time of 103 were batched with one of the
ones with a mean processing time of 102, and the other two were batched together
~Algorithm A!, the expected makespan would be 905 , 1106+

3. FLOW TIME

Fix any schedule and letni be the number of jobs in thei th batch, K be the total
number of batches, andXj

i be the processing time of thejth job in thei th batch+We
denote the schedule by

~1, + + + , n1!~n1 1 1, + + + , n1 1 n2! {{{ S(
i51

K21

ni 1 1, + + + ,(
i51

K

niD+
The flow time~FT! for this schedule is

FT 5 (
i51

K

ni (
l51

i

max
j51, + + + , ni

Xj
i 5 (

i51

K S(
l5i

K

nlD max
j51, + + + , ni

Xj
i +

We say that(l5i
K nl maxj51, + + + , ni

Xj
i is the contribution to the flow time of thei th

batch+
Since there is a single machine, the optimal policy within the class of all dy-

namic policies is static; that is, it is sufficient to determine the batches and the
sequencing of batches off-line+When the batches have been determined, it is easy to
show that they should be processed according to the WSEPT~weighted shortest
expected processing time first! sequence,where the weights are the reciprocal batch
size+

Lemma 3.1: Batches should be processed in increasing order of~E maxj51, + + + , ni

Xj
i !0nl .

Note that WSEPT is equivalent to the “cµrule,” wherec is the batch size andm is the
rate of processing or the reciprocal of the mean processing time for the batch+Under
thecµ rule, batches are processed in decreasing order ofcµ+

For the makespan, we found in Lemma 2+1 that joining batches is better if
possible+ This is not the case for the flow time, as can be shown with a simple
deterministic counterexample+ We can, however, prove the counterpart of Theo-
rem 2+2 for processing times that are stochastically ordered+

Theorem 3.2: Suppose that for a set of k1 1 k2 jobs, k1 # k2, all processing times
can be stochastically ordered; k1 of the jobs are to be processed together in a batch,
with the remaining k2 jobs to be processed together in a batch later in the schedule.
Then, to minimize the mean flow time, the first batch should contain the k1 jobs with
the smallest means, and the other should contain the k2 jobs with the largest means.
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Proof: Let the processing times of thek1 1 k2 jobs beX1 #st X2 #st {{{ #st Xk11k2
,

and letS15 $i1, i2, + + + , ik1
% andS25 $ j1, j2, + + + , jk2

% be a partition of$1,2, + + + , k11k2%,
soS1 ø S2 5 $1,2, + + + , k1 1 k2%+ Let p be a schedule that processesS1 beforeS2 and
is otherwise arbitrary+ SupposeS1 Þ $1,2, + + + , k1%+ Let T1 5 S1 ù $1,2, + + + , k1%, T2 5
S2 ù $1,2, + + + , k1%, T3 5 S1 ù $k1 1 1, k1 1 2, + + + , k1 1 k2%, andT4 5 S2 ù $k1 1 1,
k1 1 2, + + + , k1 1 k2%+ Then, 6T165: l, 6T465: k2 2 k1 1 l $ l, and6T265 6T365 k1 2 l,
andXi

1 #st Xi
4, i 51, + + + , l, andXi

2 #st Xi
3, i 51, + + + , k12 l,whereXi

j is thei th largest
processing time for the jobs inTj , j 51,2,3,4+ Therefore,W1 #st W4 andW2 #st W3,
whereWi 5 maxj[Ti

Xj for i 5 1,2,3,4 and maxj[B Xj :5 0+ Let p ' agree withp
except that it schedulesT1 ø T2 5 $1,2, + + + , k1% in the position thatp schedulesT1 ø
T3 5 S1 and it schedulesT3 ø T4 5 $k1 11, k1 1 2, + + + , k1 1 k2% in the position thatp
schedulesT2 ø T4 5 S2+We must show that the expected flow time underp ' is less
than underp+ Let ni be the number of uncompleted jobs at the timep schedulesSi ,
where, by definition, n1 $ n2+ The flow time underp is

U 1 n1 E @max~W1,W3!# 1 n2 E @max~W2,W4!# ,

whereas that underp ' is

U 1 n1 E @max~W1,W2!# 1 n2 E @max~W3,W4!# ,

whereU is the contribution to the total mean flow time for the rest of the schedule
excludingS1 andS2+SinceW1 #st W4 andW2 #st W3,we can generate and coupleGWi ,
i 51,2,3,4 so that the marginal distributions are correct, GW1 # GW4 and GW2 # GW3 with
probability 1, GW1 is independent of GW2 and GW3, and GW4 is independent of GW2 and GW3+
The result follows+ n

Theorem 3+2 greatly reduces the complexity of computing an optimal policy+
Unfortunately, as we will see in examples below, the theorem does not hold for
k1 . k2, so it is not the case that all jobs will be processed in increasing order of their
mean processing times+ Indeed, we have not been able to show that the jobs in the
same batch should be consecutive in terms of their processing times+ This is easy to
show when processing times are deterministic+

3.1. Maximal Batch Size of Two

To obtain more complete results, we now restrict our attention to a maximal batch
size ofb 5 2+ We will refer to batches of size 2 as double batches, and batches of
size 1 as single batches+

Letmi be the mean processing time of jobi,mi 5EXi , and letmij 5E min$Xi ,Xj %+
Recall Fact A thatE max~Xi ,Xj ! 5 mi 1 mj 2 mij +

We first consider the choice of processing two jobs as a double batch versus
processing them singly+ The following is easily shown+
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Lemma 3.3: If there are n remaining jobs and two jobs are to be processed next (call
them jobs 1 and 2 with m1 # m2), we prefer batching the two together rather than
processing them singly one after the other if and only if

n $
m2

m12

+

A consequence of Lemma 3+3 is that when there are only two jobs with the same
distribution, the flow time may be smaller when they are processed one at a time than
when they are batched together+ For example, suppose that the processing times of
each of two jobs are Bernoulli with parameterp # 102, sayp5104+ Then, n5 2 ,
~104!0~1016! 5 m20m12 5 10p and the flow time when they are processed singly is
3045 3p, whereas it is 14016. 3045 2p2 p2 when they are batched together+ Of
course, if the processing times were deterministic, it would always be better to batch
two jobs with the same processing times together+

From the previous example, we see that we will be more likely to batch jobs
with the same distribution together if the distribution has less variability in some
sense+We now make this notion precise+ Suppose jobs 1 and 2 have the same pro-
cessing time distribution, F+ From Lemma 3+3, we will be more likely to batch them
together if the mean of the minimum processing time is larger relative to the mean
processing time for each job+ Thus, if ZF has smaller variability thanF in the convex
ordering sense,we will be more likely to batch the two jobs together if their common
distribution is ZF rather thanF+ ~Recall that ZF is smaller thanF in the convex ordering
sense, or it has smaller variability in that sense, if

Eg~x! d ZF~x! # Eg~x! dF~x!

for all convex functionsg+! This follows because min~x,a! is convex inx for all a+
Now we consider the batching and scheduling choices associated with a set of

three jobs+
Choose three arbitrary jobs, called jobs 1, 2, and 3, and consider a schedule in

which one job is processed as a single batch at some point before the other two,
which are batched together+ Let n $ 2 be the number of remaining jobs when the
double batch is processed, and letn1k, k$1, be the number of remaining jobs when
the single job is processed+Then,we prefer job 1 to be the single job rather than job 2
~i+e+, S1~1!S2~2,3!S3 s S1~2!S2~1,3!S3, whereS1, S2, andS3 are arbitrary subsched-
ules ands means the schedule has smaller mean flow time! if

~n 1 k!m1 1 n~m2 1 m3 2 m23! # ~n 1 k!m2 1 n~m1 1 m3 2 m13!;

that is, if

0 # k~m2 2 m1! 1 ~m23 2 m13!+
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The right-hand side will be positive ifm2 $ m1 andm23$ m13+Asufficient condition
for both of these inequalities isX2 $icv X1, where we say thatX $icv Y, or X is larger
thanY in the increasing concave sense, if Ef ~X ! $ Ef ~Y! for all increasing and
concavef+ Note thatm2 $ m1 is not sufficient form23 $ m13+ For example, suppose
X1 [ 1, X2 is equally likely to be 0 or 3, andX3 [ 1+5+ Then, m1 5 1, m2 5 1+5,
m13 5 1, andm23 5 0+75+

The above argument gives us the following lemma+

Lemma 3.4: Consider three jobs with processing times such that X1 #icv X2 and
X1 #icv X3. If one job is to be processed by itself when there are n1 k remaining jobs
and the other two are to be batched together and processed when there are n re-
maining jobs, then the single batch should be job 1 to minimize mean flow time; that
is, S1~1!S2~2,3!S3 s S1~2!S2~1,3!S3 and S1~1!S2~2,3!S3 s S1~3!S2~1,2!S3.

3.2. Exponential Processing Times and b 5 2

Now suppose all processing times are exponential andb 5 2+

3.2.1. General properties. Since exponential random variables can be or-
dered in the stochastic sense,we know from Theorem 3+2 that for all double batches,
for all single batches, and for single batches preceding double batches, jobs should
be sequenced in increasing order of their mean processing times+ However, as we
will see later, it may be optimal for the job in a single batch to have a smaller mean
processing time than the jobs in a preceding double batch+ From Lemma 3+3 and
Lemma 3+4 or Theorem 3+2, we have the following, where we use the fact that
exponential random variables can be ordered in the increasing concave and stochas-
tic senses+

Lemma 3.5: If there are n remaining jobs and two jobs with processing ratesl1 $ l2

are to be processed next, we prefer batching the two together to processing them
singly one after the other if and only if

n $
l1 1 l2

l2

+

Lemma 3.6: For three jobs with processing ratesl1 $ l2 $ l3, if one job is to be
processed by itself when there are n1 k remaining jobs and the other two are to be
batched together and processed when there are n remaining jobs, then the single
batch should be the job with the smallest mean processing time in order to minimize
mean flow time.

Now we consider the sequence of jobs when a single batch follows a double
batch+ Choose three arbitrary jobs~called jobs 1, 2, and 3! and consider a schedule
in which two of the jobs are batched together and scheduled at some point before the
third job, which is processed by itself+ Let n $ 1 be the number of remaining jobs
when the third job is processed and letn1 k, k$ 2, be the number of remaining jobs
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when the batch of two jobs are processed+ Suppose thatl1 $ l2 $ l3+ Then, we
prefer job 3 to be the job that is processed by itself rather than job 2,S1~1,2!S2~3!S3 s
S1~2,3!S2~1!S3, if

~n 1 k!S 1

l1

1
1

l2

2
1

l1 1 l2
D1 n

1

l3

2 ~n 1 k!S 1

l1

1
1

l3

2
1

l1 1 l3
D

2 n
1

l2

# 0,

which is equivalent to

n # kl1

l1 1 l2 1 l3

l2l3

+

Similarly, we prefer job 3 to be the single job rather than job 1 if

n # kl2

l1 1 l2 1 l3

l1l3

# kl1

l1 1 l2 1 l3

l2l3

,

and we prefer job 2 to be the single job rather than job 1 if

n # kl3

l1 1 l2 1 l3

l1l2

# kl2

l1 1 l2 1 l3

l1l3

+

Thus, we have the following+

Lemma 3.7: Suppose that for three jobs with processing ratesl1 $ l2 $ l3, two of
the three are to be batched together and processed when there are n1 k, k $ 2,
remaining jobs, and the third is to be processed by itself when there are n$ 1
remaining jobs. Then, job 3 should be the job processed by itself (i.e., S1~1,2!S2~3!S3 s
S1~2,3!S2~1!S3) if

n # kl2

l1 1 l2 1 l3

l1l3

,

otherwise job 1 should be the job processed by itself~S1~1,2!S2~3!S3 a
S1~2,3!S2~1!S3!+

Note that whenl1 5 l2, job 3 should be the job processed by itself if

n # k
2l1 1 l3

l3

,

and whenl2 5 l3, job 3 should be the job processed by itself if

n # k
l1 1 2l2

l1

+
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Thus, when processing three jobs where two have the same mean processing time,
we sometimes do not want the two with the same mean processing times to be
batched together+ This is in contrast with the deterministic problem in which it is
always optimal to batch jobs with the same processing times together+ For example,
with only three deterministic jobs, jobs 1, 2, and 3,with rates 3, 2, and 2~means 103,
102, and 102!, respectively, the optimal schedule is~2,3!~1!+ For exponential pro-
cessing times, this policy gives a mean flow time of 2+5+ The optimal policy for
exponential processing times is~1,2!~3!+ This policy gives a mean flow time of 2+4+
As another example, consider 11 jobs with rates 10, 10, 9, 1, 1, 1, 1, 1, 1, 1, 1+ The
optimal policy in the deterministic case is~1,2!, 3, ~4,5!, ~6,7!, ~8,9!, ~10,11!, but in
the exponential case, it is ~2,3!, 1, ~4,5!, ~6,7!, ~8,9!, 10, 11 ~or jobs 10 and 11 may
be batched together!+

We now can describe some of the structure of an optimal policy+ Let us order the
jobs in increasing order of their mean processing times, l1 $ l2 $ {{{ $ ln, where
n is the number of remaining jobs+ From Lemma 3+1 ~or Theorem 3+2! we have the
following corollary+

Corollary 3.8: The jobs in single batches should be processed in order (in in-
creasing order of their indices), and the jobs in double batches should be processed
in order.

From Lemma 3+6 and Corollary 3+8, we have the following corollaries+

Corollary 3.9: If there are any single batches before a double batch, the jobs in
those single batches should have smaller processing times (smaller indices) than
any of the later jobs. Hence, if there are any single jobs at the beginning of the
schedule, they should be the shortest jobs.

Corollary 3.10: If there is a set of consecutive double batches with no single
batches scheduled after them (except for job n—see Corollary 3.12—and, possibly,
job n2 1 if ln21 5 ln!, then they should be the longest jobs except for job n and,
possibly, job n2 1+

From Lemmas 3+6 and 3+7 and Theorem 3+2, we have the following corollaries+

Corollary 3.11: Each double batch should consist of consecutive jobs.

Corollary 3.12: The last batch should be a single batch containing the job with
the longest expected processing time, job n.

Proof: The job that is processed last will either be processed by itself or batched
with another job+ By Lemma 3+5, it is better to process the two jobs separately than
together because when they are the only jobs left, n will be 2 and~l1 1 l2!0l2 $ 2+
~ If they have the same rate, we are indifferent+! Thus, the last job should be pro-
cessed by itself+ From Theorem 3+2, this job should have the longest mean process-
ing times of all jobs that are processed by themselves+Consider the last batch of two
jobs in the schedule+ ~Call these jobs 1 and 2+! From Theorem 3+2, the processing
times of jobs 1 and 2 should be the largest of all processing times for jobs that are
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scheduled in batches of two+ Therefore, we need only show that the last job~call it
job 3! has a longer mean processing time than job 1 or 2+However, this follows from
Lemma 3+7 because when the last job is processed, n 5 1 and

kl2

l1 1 l2 1 l3

l1l3

$ k $ 2+ n

An argument similar to that of the above proof, along with Corollaries 3+8 and
3+9, gives us the following corollary+

Corollary 3.13: The penultimate batch should contain job n21, in either a single
or double batch. If it is a double batch, it will also contain job n2 2.

3.2.2. Properties for groups of identical jobs. We now consider the case
when we have multiple jobs with the same processing time+ Suppose that among
all the jobs, s of them have the same processing rate, ls ~call thems-jobs, s for
“stochastically the same”!+ From Lemma 3+5, we will prefer to have a batch of
two s-jobs than to consecutively process them singly+ Thus, the only way we could
have two singles-jobs in an optimal schedule is to have double batches between
them+ The jobs in these double batches would have to have larger mean process-
ing times than thes-jobs, by Corollary 3+9+ Consider schedule A: At some point in
its schedule, process a singles-job, followed by l double batches of jobs with
larger mean processing times, followed by another singles-job @i+e+, abusing no-
tation a bit, A 5 S1~s!S2~s!S3# + Consider schedule B, which agrees with schedule
A except that it processes the twos-jobs together as a double batch before thel
double batches, B 5 S1~s,s!S2S3+ Let D be the flow time for A minus the flow
time for B, so we want to show thatD $ 0+ For the jobs that come after the second
singles-job in schedule A, say r of them, the flow time is larger under A than B
by 20ls 2 ~20ls 2 10~2ls!! 5 10~2ls!+ For the 2l jobs in the double batches and
the first singles-job, the flow time for B is larger by~20ls 2 10~2ls!! 2 10ls 5
10~2ls!+ For the second singles-job, the flow time under B is smaller by 20ls 2
~20ls 2 10~2ls!! 1 (i51

l Ml , whereMl is the mean processing time of batchl and
Ml $ ~20ls 2 10~2ls!! 5 30~2ls!+ Hence,

D $
r

2ls

2
2l 1 1

2ls

1
1

2ls

1
3l

2ls

5
r 1 l

2ls

$ 0+

We therefore have the following proposition+

Proposition 3.14: If there are multiple jobs with the same processing rates, at most
one of them should be scheduled as a single batch.

From Corollary 3+11, at most two of the double batches containings-jobs will
contain jobs other thans-jobs, and the two other jobs, call themo1 ando2, will be
such thatlo1

$ ls $ lo2
+ If there is a singles-job, it should be scheduled after all of

the others-jobs+ This is a consequence of Lemmas 3+6 and 3+15+
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Lemma 3.15: For three jobs such thatl1 5 l2 $ l3, and such that job 1 is to be
processed as a single batch and jobs 2 and 3 are to be processed as a double batch,
the flow time will be smaller if the double batch is processed first; that is,
S1~2,3!S2~1!S3 s S1~1!S2~2,3!S3.

Proof: From Lemma 3+1, we need only show~10l2 1 10l3 2 10~l2 1 l3!!02 #
10l1 5 10l2, which follows after some algebra+ n

Putting our results together, we have the following corollaries+

Corollary 3.16: For a set of jobs (s-jobs) with the same processing rate, all but at
most three should be batched together into double batches. At most, one s-job should
be scheduled as a single batch, and it should be scheduled after all the other s-jobs.
At most, one s-job should be batched with a consecutive job with smaller processing
time, and at most, one s-job should be batched with a consecutive job with larger
processing time.

Corollary 3.17: If l1 5 l2 5 {{{ 5 lk, then the first k2 2 (if k is even, otherwise
k21) jobs should be batched into double batches and they should be scheduled first.

Note that after applying Corollary 3+17, the batched jobs at the beginning of the
schedule can be ignored thereafter, since later decisions depend on the number of
remaining jobs and not on the number of jobs that have already been processed+

3.2.3. Scheduling the shortest job. Now we consider job 1+ From Lemma
3+5, if l1 $ ~n21!l2, we prefer that jobs 1 and 2 be processed as single batches at
the beginning of the schedule rather than being processed together+ If they are pro-
cessed together, then it will be at the beginning of the schedule, from Corollaries 3+8
and 3+9+ Also, if it is optimal to process job 1 in a double batch, then it must be
batched with job 2 from Corollary 3+11+ Thus, if l1 $ ~n 2 1!l2, we will want to
process job 1 as a single batch, and the only remaining question for job 1 is where it
should be placed in the schedule+ ~From Lemma 3+7 we may want to schedule short
single batches after longer jobs in double batches+! If n5 2,we are done, so suppose
n . 2+

If job 1 is to be a single batch and jobs 2 and 3 are to be a double batch, then from
Lemma 3+1, we prefer job 1 to be scheduled first if 10l1 # ~10l2 1 10l3 2 10
~l2 1 l3!!02; that is, if

l1 $
2l2l3~l2 1 l3!

l2
2 1 l3

2 1 l2l3

+

Note that the right-hand side is at most~403!l2, so if l1 $ ~n 2 1!l2 $ 2l2, then
l1 $ ~403!l2 $ ~403!lk for all k $ 2+ Therefore, if ~1!~2!Ss ~1,2!S for any sub-
scheduleS, then job 1 should be scheduled as a single batch before all other jobs+We
have the following:

Proposition 3.18: If l1 $ ~n 2 1!l2, then job 1 should be scheduled as a single
batch at the beginning of the schedule.
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Now, supposel1 # ~n 2 1!l2 or, equivalently, n $ ~l1 1 l2!0l2+ Then, we
prefer that job 1 be in a double batch rather than that jobs 1 and 2 be processed as
single batches at the beginning of the schedule+ It is still possible that the optimal
policy processes job 1 as a single batch, but it would have to either batch job 2 with
job 3, or schedule job 2 as a single batch later, after some double batches+We now
show that the latter will not be optimal+Suppose an optimal schedule, call it schedule
A, processes job 1 as a single batch, followed byl double batches of jobs with larger
mean processing times than either jobs 1 or 2, followed by job 2 as a single batch+
Consider schedule B, which agrees with schedule A except that it processes jobs 1
and 2 together as a double batch before thel double batches+ Let D be the flow time
for schedule A minus the flow time for schedule B, so we want to show thatD $ 0+
For the jobs that come after job 2 in schedule A, n 2 2 2 2l of them, the flow time
is larger under schedule A than schedule B by 10l1 1 10l2 2 ~10l1 1 10l2 2 10
~l1 1 l2!! 510~l1 1 l2!+ For the 2l jobs in the double batches and job 1, the flow
time for B is larger by~10l1 1 10l2 2 10~l1 1 l2!! 2 10l1 5 10l2 2 10~l1 1 l2!+
For job 2, the flow time under schedule B is smaller by 10l1110l22 ~10l1110l22
10~l1 1 l2!! 1 (i51

l Ml 510~l1 1 l2! 1 (i51
l Mi , whereMi is the mean processing

time of batchi+ For schedule A to be optimal, it must be the case thatMi $ 20l2 for
all i+ Otherwise, by Lemma 3+1, it would be better to schedule job 2 before some of
the l double batches+ Hence,

D $
n 2 2 2 2l

l1 1 l2

2 ~2l 1 1!S 1

l2

2
1

l1 1 l2
D1

1

l1 1 l2

1
2l

l2

5
n

l1 1 l2

2
1

l2

$ 0,

where the second inequality follows from the assumption thatn$ ~l11 l2!0l2+We
have reached a contradiction, so schedule A cannot be optimal+ Therefore, when
l1 # ~n21!l2, it is not optimal for jobs 1 and 2 to both be processed singly+ Since
job 2 cannot be processed as a single job unless job 1 is, this means that job 2 should
be processed in a double batch+ By Corollary 3+11, job 2 must be batched with either
job 1 or job 3+We therefore have the following proposition+

Proposition 3.19: If l1 # ~n21!l2, then the optimal schedule batches job 2 with
either job 1 or job 3.

3.2.4. Algorithm to compute the optimal policy. Now, we can specify an
algorithm to compute the optimal policy that uses our structural results+ We as-
sume jobs are ordered so thatl1 $ l2 $ {{{ $ ln+ It will be convenient to define
two algorithms, one assuming an arbitrary set of jobs and no preconditions~Al-
gorithm B! and the other assuming that we have determined that job 1 is to be
processed singly but we have not yet determined where in the schedule that will
occur ~Algorithm C!+
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Algorithm B: Compute the optimal policy for an arbitrary set of jobs

Do while there are more than three remaining jobs, n . 3+

1+ If l15 l25 {{{ 5 lk, let Zk5 k2 2 if k is even andZk5 k21 otherwise+ The
first Zk jobs should be batched into double batches and they should be sched-
uled first+ Compute the optimal policy with the remainingn 2 Zk jobs ~re-
labeled 1,2, + + + , n 2 Zk, andn becomesn 2 Zk!, using Algorithm B+ If k # 2,
go to Step 2+

2+ If l1 $ ~n 2 1!l2, then job 1 should be scheduled as a single batch at the
beginning of the schedule+ Compute the optimal policy with the remaining
n 2 1 jobs using Algorithm B+ Otherwise, go to Step 3+

3a+ Compute the optimal schedule for the remainingn2 2 jobs assuming jobs
1 and 2 are batched together and scheduled first, using Algorithm B+

3b+ If

1

l2

1
1

l3

2
1

l2 1 l3

$
2

l1

,

compute the optimal schedule, using Algorithm B, for the remainingn2 3
~relabeled! jobs assuming the schedule begins with~1!~2,3!+ Otherwise,
compute the optimal policy for the remaining~relabeled! n 2 2 jobs~in-
cluding job 1! assuming the schedule begins with~2,3! and that job 1 will be
processed as a single batch~Algorithm C below!+

3c+ Compare the flow times for the policies computed in Steps 3a and 3b+ The
one with the smallest flow time is the optimal policy+

If n5 3 andl1 $ 2l2, process all three jobs, in order, singly+ If n5 3 andl1 , 2l2,
the remaining schedule should be~1,2!~3!+ If n 5 2, process the jobs singly+

Algorithm C: Compute the optimal policy when job 1 is to be processed singly

Do while there are more than three remaining jobs, n . 3+

1+ If l1 $ ~n21!l2, the schedule begins with~1!+ Compute the optimal policy
for the remainingn 2 1 jobs using Algorithm B+ Otherwise, go to Step 2+

2+ If

1

l2

1
1

l3

2
1

l2 1 l3

$
2

l1

,

the schedule begins with~1!~2,3!+ Compute the optimal schedule for the
remainingn2 3 jobs assuming using Algorithm B+ Otherwise, the schedule
begins with~2,3!+ Compute the optimal policy for the remainingn 2 2 jobs
~including job 1! assuming job 1 will be processed as a single batch, using
Algorithm C+

If n # 3, process any remaining jobs singly in decreasing order ofl i +
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