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We consider a batch scheduling problem in which the processing time of a batch of
jobs equals the maximum of the processing times of all jobs in the bEihis the
casefor examplefor burn-in operations in semiconductor manufacturing and other
testing operationsProcessing times are assumed to be randomd we consider
minimizing the makespan and the flow timEhe problem is much more difficult
than the corresponding deterministic probjeand the optimal policy may have
many counterintuitive propertie®/e prove various structural properties of the op-
timal policy and use these to develop a polynomial-time algorithm to compute the
optimal policy

1. INTRODUCTION

We consider a batch scheduling problem in which there is a single machine that can
process several jobs at on@nd the processing time of a batch of jobs equals the
maximum of the processing times of all jobs in the bafthis is the casefor ex-
ample for burn-in operations in semiconductor manufacturing and other testing
operationsFor semiconductor burn-jreach chip has a minimum burn-in tinGies
processing timeand chips may be batched together in the burn-in oVka burn-in
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time for the batch is the maximum of the minimum burn-in times for all chips in the
oven Another application is for batch transportation to parallel machihethis
caseat mostm jobs are transported together on a pallet to a station nviplarallel
machinesand the pallet cannot be transported to the next station until all jobs are
complete

There is a fixed set of jobs to be procesgacessing times are randpamd we
consider minimizing the makespé#ime to process all johsand the flow timgthe
sum of job completion timgs

The deterministic problenwith various objective function$as been studied
by many authorsncluding Ahmadi et al[ 1], Albers and Bruckef2], Brucker[3],
Chandru et al4,5], Cheng and Kovalyo{6], Coffman et al[ 7], Dobson et al[9],
Glassey and Wenfl10], Hochbaum and Land{11,12], Ikura and Gimpleg[13],
Nadder and Santd44], Shallcros§16], Sung and Chounfl7], and Wagelmans
and Gerodimo$18]. See Potts and Kovalydw5] for a review Prior work on the
stochastic problepnwhen processing times are randdmas assumed that the pro-
cessing time of a batch has the same distribution regardless of the number of jobs in
the batch and the job identitidall jobs are identical See for example Deb and
Serfozq[8].

The stochastic problem is much more difficult than the corresponding deter-
ministic problem and the optimal policy may have many counterintuitive proper-
ties For examplefor the deterministic problem and for both makespan and flow-
time objectivesit is always optimal to batch jobs with the same processing time
togetherHowever when processing times are randatimay be optimal to process
jobs with the same processing time distributions separately or with jobs with differ-
ent processing time distributioyrather than processing these jobs togethergive
examples lateMVe prove various structural properties of the optimal policy for the
makespan problem in Section 2 and for the flow-time problem in Sectigve3are
able to more completely characterize the optimal flow-time policy when the maxi-
mal batch size is two and processing times are exponeatial in this casewe
develop an algorithm to find the optimal policy

2. MAKESPAN

We first consider the problem of minimizing the makespartime until all jobs are
completedIn this casewe need only determine the batchsifice the makespan is
the same for any sequenddso, since there is a single machirtee optimal policy
within the class of all dynamic policies is stattbat is it is sufficient to determine
the batches off-lineSuppose the maximal batch sizebisFor the deterministic
problem an optimal solution to the batching problem can be obtained with the fol-
lowing algorithm[17].

Algorithm A

1. Batch together the largest jobs
2. Repeat Step 1 until there are fewer thajobs left
3. Batch any remaining jobs together
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Intuitively, this is completely cleaiThe largest job should be part of some batch
and obviously we should add to this batch the néxt 1 largest jobsContinuing in
this manner gives Algorithm A

For a nondeterministic processing tinieis tempting to apply the same algo-
rithm with the means of the processing tim€kat Algorithm Ais no longer optimal
for this case is illustrated by the following examp&upposé = 2, and we have
three jobstwo with deterministic processing times of 1 and one job with processing
time 0 or 3 each with probability 12. The latter job has the largest mean processing
time, so Algorithm Awould give an expected makespan ofiBereas scheduling the
two deterministic jobs together gives expected makespag.of 2

There is also an optimal solution to the deterministic problem such that all jobs
with the same processing times are batched toggteenaps in multiple batches if
there are more thamjobs with the same processing tim&s, for the above exam-
ple, another optimal solution for the deterministic version is to batch together the
two jobs with processing times of 1 and to process the job with the processing time
of 11 separatelyAgain, it is tempting to suppose that an optimal solution to the
problem with random processing times would also batch together jobs with the same
mean processing timeslowever we show by a counterexample at the end of the
section that this is not the case

The counterexamples illustrate that we cannot hope for a complete solution in
the case of arbitrary random processing tinké®vever some general results can be
obtained and under certain assumptigrscomplete solution can be derivatfe
start with a general result is “intuitively optimal” that we want to batch as many
jobs together as possiblehis is in fact, true for the makespan objective even when
processing times are random

Lemma 2.1: For arbitrarily distributed processing times, if there are two batches of
size n and n, such that p + n, = b, then the expected makespan will be smaller if
the two batches are batched together.

When we have processing times that can be stochastically or@deresthe case
with exponential processing timeslgorithm A is optimal as we show belovwe
need a few preliminary result§he proof of the following theorem is similar to that
of Theorem 2, so we omit it

THEOREM 2.2: Suppose that for a set of k k, jobs, k = k,, all processing times
can be stochastically ordered, &f the jobs are to be processed together in a batch,
and the remaining kjobs are to be processed together in a batch. Then, to minimize
expected makespan, the first batch should containtfabk with the smallest means,
and the other should contain the jobs with the largest means.

The following simple fact will be useful throughaut

Fact A: For any random variables Xand %, Emax(X,, X,) = EX; + EX, —
E min(Xy, X,).

THEOREM 2.3: Suppose that for a set of n jobs, where<n < 2b, all processing
times can be stochastically ordered and these n jobs are to be processed in two
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batches. Then, to minimize the expected makespan, one batch should contain the b
jobs with the largest means, and the other should contain the rest.

Proor: If one batch containg jobs we know from Theorem .2 that it should
contain the jobs with the largest meankerefore supposgby way of contradiction
that scheduler processes in batches of sizandn — k, wherek = n — k < b. By
Theorem 22, if we order the jobs so thaf; =4 X, = -+ =« X, then one batch
should contain jobs,1.., k, and the other should contain joks- 1,...,n. Consider
scheduler’ that schedulesjobsl1.,k—1inone batch and jobds..., ninthe other
Let U be the contribution to the makespan of the other jobsddition to then we
are considering From Fact A the expected makespan undeis

U+ Emax(Xy,..., X)) + Emax(Xeiq,..., Xg)
= U + Emax(Xy,..., Xk_1) + EX, — Emin(X,,max(Xy,..., X, 1))
+ Emax(Xei1,--., Xpn),

and underr’, itis
U+ Emax(Xy,..., X—1) + Emax(X,..., X,)
= U+ Emax(Xy,..., X—1) + EXi + Emax(Xyi1,..., X,)
— Emin(X,max(Xyi1,..., Xy)).

Since maxXyi1,...,Xn) =g max(Xq,..., X 1) for k = n — k, and therefore
E max(Xiy1,..., Xn) = Emax(Xy,..., X_1), we have that the expected makespan
is smaller undetr’ than underr, and we are done u

CoroLLARY 2.4: If all processing times can be stochastically ordered, Algorithm A
minimizes the expected makespan.

We have shown that a solution that is optimal for the deterministic problem
(with all processing times identically equal to their meaissalso optimal for the
nondeterministic problepas long as processing times are stochastically ordésed
we mentioned earliethere is also an optimal solution to the deterministic problem
such that all jobs with the same processing times are batched tadgticlra solu-
tion is no longer necessarily optimal when processing times are rarel@n when
they are stochastically ordered

For exampleif we have four jobs with deterministic processing tim¢8,11/2,
1/2,and 1 andb = 2, it is optimal to have two batchesne with the two jobs with
processing times of/2, and one with the other two jobBhe makespan would bg2.

Now consider the same example with exponentially distributed processing times
and with mean processing times of31 1/2, 1/2, and 1 The expected makespan
when the jobs with the same processing time distributions are batched together is
from Fact A
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Howeverif the job with a mean processing time gflwere batched with one of the
ones with a mean processing time gPland the other two were batched together
(Algorithm A), the expected makespan would h&9< 11/6.

3. FLOW TIME

Fix any schedule and let be the number of jobs in thieh batch K be the total
number of batchesndX/ be the processing time of thjth job in theith batch We
denote the schedule by

K—-1 K
(14,....,n))(ny+1,...,n; +ny) -+ <E n+1...,> ni>.
i=1 i=1

The flow time(FT) for this schedule is

i K K
FT= > n> max in=2< n|>_ max X/
! ) o

i=1 I1=11=L...n i=1

We say thats < nymax_,
batch

Since there is a single machirtee optimal policy within the class of all dy-
namic policies is staticthat is it is sufficient to determine the batches and the
sequencing of batches off-liné/hen the batches have been determjitasl easy to
show that they should be processed according to the WSRRighted shortest
expected processing time fiystequencewhere the weights are the reciprocal batch
size

n X{ is the contribution to the flow time of thith

.....

Lemma 3.1: Batches should be processed in increasing orde(Eofmax—_,
xH/n.

Note that WSEPT is equivalent to theyrule,” wherec s the batch size and s the
rate of processing or the reciprocal of the mean processing time for the baidér
thecprule, batches are processed in decreasing ordep.of

For the makesparwe found in Lemma 2 that joining batches is better if
possible This is not the case for the flow timas can be shown with a simple
deterministic counterexampl&/e can howevey prove the counterpart of Theo-
rem 22 for processing times that are stochastically ordered

THEOREM 3.2: Suppose that for a set of k k, jobs, k = ks, all processing times
can be stochastically ordered; bf the jobs are to be processed together in a batch,
with the remaining kjobs to be processed together in a batch later in the schedule.
Then, to minimize the mean flow time, the first batch should contain, flob&with

the smallest means, and the other should contain fhelds with the largest means.
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Proor: Letthe processing times of tlie + k; jobs beX; =g X, =g -+ = X, 1,
andletS, ={iy, i,,...,i JandS,={j, j2,..., )k} be apartition of1,2,...,k; + Ky},
soS,US ={12,...,k; + k;}. Let 7 be a schedule that proces&deforeS, and
is otherwise arbitrarySupposes; # {1,2,...,ki}. Let T, =S N {1 2,...,ki}, T, =
SN{L2,....ki}, Ts=5 N{ki + Lk +2,....k; + kp}, andT, = S, N {ky + 1,
ki+2,..., ki + kp}. Then [Ty =t 1, [Ta| =tk — kg + 1 =1, and|T,| = [T5| =k, — I,
andXt =g X% i=1,...,1,andXZ? =, X3,i=1,...,k; — |, whereX/ is theith largest
processing time for the jobs i, j = 1,2,3,4. Therefore W, =W, andW, =, W;,
whereW, = maxer, X for i = 1,2,3,4 and may X; := 0. Let 7' agree withsr
except that it schedulds U T, = {1,2,...,k,} in the position thatr scheduled; U
T; =S and it schedule$; U T, ={k; + 1, k; + 2,...,k; + k,} in the position thatr
schedules, U T, = S,. We must show that the expected flow time und¢is less
than underr. Let n; be the number of uncompleted jobs at the timschedules,
where by definition n; = n,. The flow time underr is

U + n, E[ max(W;,W;)] + n, E[ max(Ws, W, )],
whereas that under’ is
U + n, E[ max(W;, W,)] + n, E[ max(Ws, W, )],

whereU is the contribution to the total mean flow time for the rest of the schedule
excludingS, andS,. SinceW, =4 W, andW, =W, we can generate and coupié,
i =1,2,3,4 so that the marginal distributions are corr&tt = W, andW, = W; with
probability 1, W, is independent oV, andWs, andW, is independent ofV, andWs.
The result follows |

Theorem 3 greatly reduces the complexity of computing an optimal policy
Unfortunately as we will see in examples belpthe theorem does not hold for
k; > ky, soitis not the case that all jobs will be processed in increasing order of their
mean processing timegdeed we have not been able to show that the jobs in the
same batch should be consecutive in terms of their processing fiimisss easy to
show when processing times are deterministic

3.1. Maximal Batch Size of Two

To obtain more complete resulige now restrict our attention to a maximal batch
size ofb = 2. We will refer to batches of size 2 as double batcle®l batches of
size 1 as single batches

Letm; be the mean processing time of joln, = EX;, and letm; = E min{X;, X}.
Recall Fact AthaE max(X;, X)) = m + m; — m;.

We first consider the choice of processing two jobs as a double batch versus
processing them singlirhe following is easily shown
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LemMma 3.3: Ifthere are n remaining jobs and two jobs are to be processed next (call
them jobs 1 and 2 with = m,), we prefer batching the two together rather than
processing them singly one after the other if and only if

my
n=—

My»

Aconsequence of Lemma3Bis that when there are only two jobs with the same
distribution the flow time may be smaller when they are processed one at atime than
when they are batched togethEor examplesuppose that the processing times of
each of two jobs are Bernoulli with parameper 1/2, sayp=1/4. Thenn=2 <
(1/4)/(1/16) = m,/m;, = 1/p and the flow time when they are processed singly is
3/4 = 3p, whereas it is 1416 > 3/4 = 2p — p? when they are batched togeth®rf
courseif the processing times were deterministtavould always be better to batch
two jobs with the same processing times together

From the previous exampleve see that we will be more likely to batch jobs
with the same distribution together if the distribution has less variability in some
senseWe now make this notion precis8uppose jobs 1 and 2 have the same pro-
cessing time distributigrF. From Lemma 3, we will be more likely to batch them
together if the mean of the minimum processing time is larger relative to the mean
processing time for each joBbhus if F has smaller variability thaf in the convex
ordering sensave will be more likely to batch the two jobs together if their common
distribution isF rather tharf. (Recall thaf is smaller tharf in the convex ordering
senseor it has smaller variability in that sensé

Jg(X) dF(x) = fg(X)dF(X)

for all convex functiong.) This follows because mirx, a) is convex inx for all a.

Now we consider the batching and scheduling choices associated with a set of
three jobs

Choose three arbitrary jobsalled jobs 12, and 3 and consider a schedule in
which one job is processed as a single batch at some point before the other two
which are batched togethdret n = 2 be the number of remaining jobs when the
double batchis processahd letn + k, k=1, be the number of remaining jobs when
the single job is processethen we prefer job 1 to be the single job rather than job 2
(i.e, S1(1)S:(2,3)S; > S1(2)S,(1,3) S5, whereS,, S5, andS; are arbitrary subsched-
ules and> means the schedule has smaller mean flow Yiine

(n+kmy +n(m, + mg—my3) =< (n+ kym, + n(m; + mz — my3);
that is if

0 =k(m, —my) + (Mpz — mMy3).
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The right-hand side will be positiveiifi, = m; andm,; = m, 3. Asufficient condition
for both of these inequalities ¥, =;., X1, where we say thaX =, Y, or Xis larger
thanY in the increasing concave senseEf(X) = Ef(Y) for all increasing and
concavd. Note thatm, = my is not sufficient form,; = m, 5. For examplesuppose
X1 =1, X, is equally likely to be 0 or 3andX; = 1.5. Then m; =1, m, = 1.5,
m;3 =1, andm,3 = 0.75.

The above argument gives us the following lemma

Lemma 3.4: Consider three jobs with processing times such thatx, X, and
X1 =icy X3. If One job is to be processed by itself when there atekremaining jobs
and the other two are to be batched together and processed when there are n re-
maining jobs, then the single batch should be job 1 to minimize mean flow time; that

is, §(1)$(2,3)$ > S(29$(1,3)S and §S(1)$(2,3)S$ > S(3)$(1,2)Ss.

3.2. Exponential Processing Times and b= 2
Now suppose all processing times are exponentialtead.

3.2.1. General properties. Since exponential random variables can be or-
dered in the stochastic sens& know from Theorem.2 that for all double batches
for all single batchesand for single batches preceding double batgcjods should
be sequenced in increasing order of their mean processing. tito@gever as we
will see lateyit may be optimal for the job in a single batch to have a smaller mean
processing time than the jobs in a preceding double b&idm Lemma 3 and
Lemma 34 or Theorem 2, we have the followingwhere we use the fact that
exponential random variables can be ordered in the increasing concave and stochas-
tic senses

Lemma 3.5: Ifthere are nremaining jobs and two jobs with processing rates A,
are to be processed next, we prefer batching the two together to processing them
singly one after the other if and only if

_—Az .

LemMma 3.6: For three jobs with processing ratés = A, = A3, if one job is to be
processed by itself when there are-rk remaining jobs and the other two are to be
batched together and processed when there are n remaining jobs, then the single
batch should be the job with the smallest mean processing time in order to minimize
mean flow time.

Now we consider the sequence of jobs when a single batch follows a double
batch Choose three arbitrary jolisalled jobs 12, and 3 and consider a schedule
in which two of the jobs are batched together and scheduled at some point before the
third job, which is processed by itselfet n = 1 be the number of remaining jobs
when the third job is processed andiet k, k= 2, be the number of remaining jobs

https://doi.org/10.1017/50269964801154033 Published online by Cambridge University Press


https://doi.org/10.1017/S0269964801154033

STOCHASTIC BATCHING AND SCHEDULING PROBLEM 473

when the batch of two jobs are process8dppose that; = A, = A;. Then we
prefer job 3 to be the job thatis processed by itself rather than B2 2) S,(3) S; >
S1(2,3)S(D)S, if

Similarly, we prefer job 3 to be the single job rather than job 1 if
A1+A2+A3< AL+ A+ As

n= ki )
2 NAs LA,

and we prefer job 2 to be the single job rather than job 1 if

n=ka
A 2 NAs

Thus we have the following

LemMA 3.7: Suppose that for three jobs with processing rates A, = A5, two of
the three are to be batched together and processed when there-aie, k= 2,
remaining jobs, and the third is to be processed by itself when there a&eln
remaining jobs. Then, job 3 should be the job processed by itself ((&.255,(3) S; >
S1(2,3)$(1)Sy) if
AL+ Ay, + As

AAg

n=kh,

otherwise job1l should be the job processed by its€l$,(1,2)S,(3)S; <
S1(2,3)$(1)Sy).
Note that whem = A,, job 3 should be the job processed by itself if
201+ A
n=< k ;3’
A3
and whem, = A3, job 3 should be the job processed by itself if
A+ 2A
K72
Ay

n=
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Thus when processing three jobs where two have the same mean processing time
we sometimes do not want the two with the same mean processing times to be
batched togetheilThis is in contrast with the deterministic problem in which it is
always optimal to batch jobs with the same processing times tog€&thregxample
with only three deterministic jobgobs 1, 2, and 3 with rates 32, and 2(means 13,
1/2, and ¥ 2), respectivelythe optimal schedule i€,3)(1). For exponential pro-
cessing timesthis policy gives a mean flow time of.2 The optimal policy for
exponential processing times(i52) (3). This policy gives a mean flow time of2
As another exampleonsider 11 jobs with rates 100,9,1,1,1,1,1,1,1, 1. The
optimal policy in the deterministic case(?2), 3, (4,5), (6,7), (8,9), (10,11), butin
the exponential casé is (2,3), 1, (4,5), (6,7), (8,9), 10, 11 (or jobs 10 and 11 may
be batched together

We now can describe some of the structure of an optimal pdl&tyus order the
jobs in increasing order of their mean processing times= A, = --- = A,,, where
nis the number of remaining jobBrom Lemma 3L (or Theorem ) we have the
following corollary.

CoroLLARY 3.8: The jobs in single batches should be processed in order (in in-
creasing order of their indices), and the jobs in double batches should be processed
in order.

From Lemma 3 and Corollary 3, we have the following corollaries

CoroLLARY 3.9: If there are any single batches before a double batch, the jobs in
those single batches should have smaller processing times (smaller indices) than
any of the later jobs. Hence, if there are any single jobs at the beginning of the
schedule, they should be the shortest jobs.

CororrLary 3.10: If there is a set of consecutive double batches with no single
batches scheduled after them (except for job n—see Corollary 3.12—and, possibly,
jobn—1if A,_1 = A,), then they should be the longest jobs except for job n and
possibly job n— 1.

From Lemmas 3% and 37 and Theorem.2, we have the following corollaries
CoroLLARY 3.11: Each double batch should consist of consecutive jobs.

CoroLLARY 3.12: The last batch should be a single batch containing the job with
the longest expected processing time, job n.

Proor: The job that is processed last will either be processed by itself or batched
with another jobBy Lemma 35, it is better to process the two jobs separately than
together because when they are the only jobsteftill be 2 and(A; + A5)/A, = 2.

(If they have the same rateve are indifferen) Thus the last job should be pro-
cessed by itselfF-rom Theorem 2, this job should have the longest mean process-
ing times of all jobs that are processed by themsel@essider the last batch of two
jobs in the schedulgCall these jobs 1 and.RFrom Theorem 2, the processing
times of jobs 1 and 2 should be the largest of all processing times for jobs that are
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scheduled in batches of twdherefore we need only show that the last jétall it
job 3) has alonger mean processing time than job 1 ef®vever this follows from
Lemma 37 because when the last job is processed 1 and

A+ A+ A
kh, ~—2-"2=k=2 n
AiAs

An argument similar to that of the above prpafong with Corollaries B and
3.9, gives us the following corollary

CoroLLARY 3.13: The penultimate batch should contain job @, in either a single
or double batch. If it is a double batch, it will also contain job-n2.

3.2.2. Properties for groups of identical jobs. \We now consider the case
when we have multiple jobs with the same processing .tiswppose that among
all the jobs s of them have the same processing ratg(call thems-jobs s for
“stochastically the same” From Lemma 3, we will prefer to have a batch of
two s-jobs than to consecutively process them singhus the only way we could
have two singles-jobs in an optimal schedule is to have double batches between
them The jobs in these double batches would have to have larger mean process-
ing times than the-jobs by Corollary 39. Consider schedule:AAt some point in
its scheduleprocess a single-job, followed by | double batches of jobs with
larger mean processing timesllowed by another singls-job [i.e., abusing no-
tation a bif A = S,(s)S,(s)S;]. Consider schedule,Bvhich agrees with schedule
A except that it processes the twgobs together as a double batch before ithe
double batchesB = S;(s,5)S,S;. Let A be the flow time for A minus the flow
time for B, so we want to show that = 0. For the jobs that come after the second
singles-job in schedule Asayr of them the flow time is larger under A than B
by 2/As — (2/As — 1/(2Xs)) = 1/(2As). For the 2 jobs in the double batches and
the first singles-job, the flow time for B is larger by(2/As — 1/(2As)) — 1/As =
1/(2A¢). For the second singlgjob, the flow time under B is smaller by/2¢ —
(2/As — 1/(2X¢)) + S1_1 M,, whereM, is the mean processing time of baticand
M, = (2/As — 1/(2)¢)) = 3/(2As). Hence

r 21+1 1 3l r+1

A= + +
20 2Xs  2As  2As 2

=0.

We therefore have the following proposition

ProrosiTiON 3.14: If there are multiple jobs with the same processing rates, at most
one of them should be scheduled as a single batch.

From Corollary 311, at most two of the double batches containgighbs will
contain jobs other thas-jobs and the two other johsall themo, ando,, will be
suchthai, = As= A,,. If there is a singles-job, it should be scheduled after all of
the others-jobs This is a consequence of Lemmas and 315.
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Lemma 3.15: For three jobs such that; = A, = A5, and such that job 1 is to be
processed as a single batch and jobs 2 and 3 are to be processed as a double batch,
the flow time will be smaller if the double batch is processed first; that is,

S(2,3$(1D)S > S(1)$(2,3)Ss.

Proor: From Lemma 3L, we need only showl/A, + 1/A3 — 1/(As + A3))/2 =
1/A, = 1/A,, which follows after some algebra u

Putting our results togethere have the following corollaries

CoroLLARY 3.16: For a set of jobs (s-jobs) with the same processing rate, all but at
most three should be batched together into double batches. At most, one s-job should
be scheduled as a single batch, and it should be scheduled after all the other s-jobs.
At most, one s-job should be batched with a consecutive job with smaller processing
time, and at most, one s-job should be batched with a consecutive job with larger
processing time.

COROLLARY 3.17: If Ay = A, = --- = Ay, then the first k- 2 (if k is even, otherwise
k—1) jobs should be batched into double batches and they should be scheduled first.

Note that after applying Corollary.B7, the batched jobs at the beginning of the
schedule can be ignored thereaftnce later decisions depend on the number of
remaining jobs and not on the number of jobs that have already been pracessed

3.2.3. Scheduling the shortest job. Now we consider job IFrom Lemma
3.5,if A, = (n—1)X,, we prefer that jobs 1 and 2 be processed as single batches at
the beginning of the schedule rather than being processed togéthey are pro-
cessed togethghen it will be at the beginning of the schedufimm Corollaries 38
and 39. Also, if it is optimal to process job 1 in a double batdhen it must be
batched with job 2 from Corollary.31. Thus if A, = (n — 1)A,, we will want to
process job 1 as a single bateimd the only remaining question for job 1 is where it
should be placed in the schedulErom Lemma 3 we may want to schedule short
single batches after longer jobs in double batchés = 2, we are dongso suppose
n>2.

Ifjob 1 is to be asingle batch and jobs 2 and 3 are to be a double, bagchfrom
Lemma 31, we prefer job 1 to be scheduled first ifA; = (1/A, + 1/A3 — 1/
(Ao + A3))/2; that is if

205A3(A5 + A3)
> £ - = >

PO A4 AAs

Note that the right-hand side is at m@éf3)A,, so if Ay = (n — 1) A, = 2A,, then
A1 = (4/3)A, = (4/3) A for all k = 2. Thereforeif (1)(2)S > (1,2)Sfor any sub-
schedules then job 1 should be scheduled as a single batch before all othevyebs
have the following

ProrosiTION 3.18: If A; = (n — 1)A,, then job 1 should be scheduled as a single
batch at the beginning of the schedule.
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Now, supposer; = (n — 1), or, equivalentlyn = (A, + A5)/A». Then we
prefer that job 1 be in a double batch rather than that jobs 1 and 2 be processed as
single batches at the beginning of the schedilis still possible that the optimal
policy processes job 1 as a single batatit it would have to either batch job 2 with
job 3, or schedule job 2 as a single batch latdter some double batchéd/e now
show that the latter will not be optim&@uppose an optimal schedutall it schedule
A, processes job 1 as a single batiiowed byl double batches of jobs with larger
mean processing times than either jobs 1 dioRowed by job 2 as a single batch
Consider schedule,Bvhich agrees with schedule A except that it processes jobs 1
and 2 together as a double batch beford ttheuble batched et A be the flow time
for schedule A minus the flow time for schedule€® we want to show that = 0.

For the jobs that come after job 2 in scheduleWA- 2 — 2| of them the flow time

is larger under schedule A than schedule B By1+ 1/A, — (1/A1 + /A, — 1/

(A1 +2A2)) =1/(A1 + A,). For the 2 jobs in the double batches and jofthie flow
time for B is larger by(1/A1 + 1/A, — 1/(A1 + Ay)) — 1/A1 = 1/A, — 1/(A1 + Ay).

For job 2 the flow time under schedule B is smaller pja1 + 1/A, — (1/A; + /A5 —
1/(A1+ Ap) + S_i M, =1/(A1 + Ap) + S1_1 M;, whereM, is the mean processing
time of batchi. For schedule Ato be optimgt must be the case tht; = 2/, for
alli. Otherwise by Lemma 31, it would be better to schedule job 2 before some of
thel double batcheddence

n—2-21 1 1 1 2l

=— -2+ — - + + —
ALt Ay Ay Agt+ Ay A+ A Ay
n 1

= - — =0,

A+ Ay Ay

where the second inequality follows from the assumptionritiat A, + A5)/A,. We
have reached a contradictioso schedule A cannot be optimdherefore when
A1 =(n—1)A,, itis not optimal for jobs 1 and 2 to both be processed sirfgiyce
job 2 cannot be processed as a single job unless jatilissmeans that job 2 should
be processed in a double batBy Corollary 311, job 2 must be batched with either
job 1 or job 3 We therefore have the following proposition

ProrosiTiON 3.19: If A1 = (n— 1) A5, then the optimal schedule batches job 2 with
either job 1 or job 3.

3.2.4. Algorithm to compute the optimal policy. Now, we can specify an
algorithm to compute the optimal policy that uses our structural resiksas-
sume jobs are ordered so thgt= A, = ... = A,. It will be convenient to define
two algorithms one assuming an arbitrary set of jobs and no preconditiéis
gorithm B) and the other assuming that we have determined that job 1 is to be
processed singly but we have not yet determined where in the schedule that will
occur (Algorithm C).
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Algorithm B: Compute the optimal policy for an arbitrary set of jobs
Do while there are more than three remaining jabs 3.

1 IfAy=Ay=--- = A, letk=k— 2if kis even andk = k — 1 otherwiseThe
first kjobs should be batched into double batches and they should be sched-
uled first Compute the optimal policy with the remainimg— k jobs (re-
labeled 12,...,n — k, andn becomes — k), using Algorithm B If k< 2,
go to Step 2
2. If Ay =(n—1)A,, then job 1 should be scheduled as a single batch at the
beginning of the schedul€ompute the optimal policy with the remaining
n — 1 jobs using Algorithm BOtherwisg go to Step 3
3a Compute the optimal schedule for the remaining 2 jobs assuming jobs
1 and 2 are batched together and scheduled isihg Algorithm B
3b. If

1 1 1 2

—_ 4 — — = ,
Ay Az At Az Ay

compute the optimal schedulesing Algorithm B for the remainingh — 3
(relabeled jobs assuming the schedule begins w(ith(2,3). Otherwise
compute the optimal policy for the remainirigelabeled n — 2 jobs(in-
cluding job 1 assuming the schedule begins wi#B8) and that job 1 will be
processed as a single bat@&igorithm C below.

3c. Compare the flow times for the policies computed in Steps 3a andit&b
one with the smallest flow time is the optimal policy

If n=3and\,; = 2A,, process all three job& ordeg singly. If n=3 and\, < 2A,,
the remaining schedule should dg2)(3). If n= 2, process the jobs singly

Algorithm C: Compute the optimal policy when job 1 is to be processed singly
Do while there are more than three remaining jabs 3.

1. If Ay=(n—1)A,, the schedule begins wifti). Compute the optimal policy
for the remainingn — 1 jobs using Algorithm BOtherwise go to Step 2
2. If
1 1 1 2
—+ — - = —,
Ao Az At Ay Ay

the schedule begins wittl)(2,3). Compute the optimal schedule for the
remainingn — 3 jobs assuming using Algorithm. Btherwise the schedule
begins with(2,3). Compute the optimal policy for the remaining- 2 jobs
(including job 3 assuming job 1 will be processed as a single haising
Algorithm C.

If n= 3, process any remaining jobs singly in decreasing ordex; of
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