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Abstract

We consider the problem of the unification modulo an equational theory associativity and commutativity
(ACh), which consists of a function symbol 4 that is homomorphic over an associative—commutative oper-
ator +. Since the unification modulo ACh theory is undecidable, we define a variant of the problem called
bounded ACh unification. In this bounded version of ACh unification, we essentially bound the number
of times h can be applied to a term recursively and only allow solutions that satisfy this bound. There is
no bound on the number of occurrences of h in a term, and the + symbol can be applied an unlimited
number of times. We give inference rules for solving the bounded version of the problem and prove that
the rules are sound, complete, and terminating. We have implemented the algorithm in Maude and give
experimental results. We argue that this algorithm is useful in cryptographic protocol analysis.
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1. Introduction
Unification is a method to find a solution for a set of equations. For instance, consider an equa-

tionx + y < 4+ b, where xand y are variables, and a and b are constants. If + is an uninterpreted
function symbol, then the equation has one solution {x > a, y — b}, and this unification is called
syntactic unification. If the function symbol + has the property of commutativity, then the equa-
tion has two solutions: {x — a, y+> b} and {x > b, y +> a}; this is called unification modulo the
commutativity theory.

Unification modulo equational theories play a significant role in symbolic cryptographic pro-
tocol analysis Escobar et al. (2007). An overview and references for some of the algorithms may
be seen in Escobar et al. (2011); Kapur et al. (2003); Narendran et al. (2015). One such equational
theory is the distributive axioms: x X (y +2) =(x X y) + (x X 2); (y + 2) x x = (y X x) + (z X x).
A decision algorithm is presented for unification modulo two-sided distributivity in Schmidt-
Schaufl (1998). A sub-problem of this, unification modulo one-sided distributivity, is in greater
interest since many cryptographic protocol algorithms satisfy the one-sided distributivity. In their
paper, Tiden and Arnborg (1987) presented an algorithm for unification modulo one-sided dis-
tributivity: x x (y 4+ z) = (x X y) + (x X z), and also it has been shown that it is undecidable if
we add the properties of associativity x + (y +z) = (x + y) + z and a one-sided unit element
x X 1 =x. However, some counter examples Narendran et al. (2015) have been presented showing
that the complexity of the algorithm is exponential, although Tiden and Arnborg thought it was
polynomial-time bounded.
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For practical purposes, one-sided distributivity can be viewed as the homomorphism the-
ory, h(x + y) = h(x) + h(y), where the unary operator h distributes over the binary operator +.
Homomorphisms are heavily used in cryptographic protocol analysis. In fact, homomorphism is
a common property that many election voting protocols satisfy Kremer et al. (2010).

Our goal is to present a novel construction of an algorithm to solve unification modulo the
homomorphism theory over a binary symbol + that also has the properties of associativity and
commutativity (ACh), which is an undecidable unification problem Narendran (1996). Given that
ACh unification is undecidable but necessary to analyze cryptographic protocols, we developed an
approximation of ACh unification, which we show to be decidable.

In this paper, we present an algorithm to solve a modified general unification problem modulo
the ACh theory, which we call bounded ACh unification. We define the h-height of a term to be
basically the number of i symbols recursively applied to each other. We then only search for ACh
unifiers of a bounded h-height. We do not restrict the h-height of terms in unification problems.
Moreover, the number of occurrences of the + symbol is bounded neither in a problem nor in its
solutions. In order to accomplish this, we define the h-depth of a variable, which is the number
of h symbols on top of a variable. We develop a set of inference rules for ACh unification that
keep track of the h-depth of variables. If the h-depth of any variable exceeds the bound «, then
the algorithm terminates with no solution. Otherwise, it gives all the unifiers or solutions to the
problem.

2. Preliminary
2.1 Basic notation

We briefly recall the standard notation of unification theory and term rewriting systems (TRSs)
from Baader and Nipkow (1998); Baader and Snyder (2001).

Given a finite or countably infinite set of function symbols F, also known as a signature, and a
countable set of variables V, the set of F-terms over V is denoted by 7 (F, V). The set of variables
appearing in a term ¢ is denoted by Var(t), and it is extended to sets of equations. A term is called
ground if Var(t) = 0. Let Pos(t) be the set of positions of a term ¢ including the root position
€ Baader and Snyder (2001). For any p € Pos(t), t|, is the subterm of  at the position p and [s], is
the term ¢ in which ¢, is replaced by s. A substitution is a mapping from V to 7 (F, V) with only
finitely many variables not mapped to themselves and is denoted by 0 = {x1 > t1,.. ., X, > tu},
X; # t;, where the domain of o is Dom(o) := {x1, . . ., x,}. The range of o, denoted as Range(c),
is defined as union of the sets {xo}, where x is a variable in Dom(c"). The identity substitution is a
substitution that maps all the variables to themselves. The application of substitution o to a term
t, denoted as to, is defined by induction on the structure of the terms:

— xo, where ¢ is a variable x
— ¢, where t is a constant symbol ¢
— f(tio,...,tqo), where t =f(t1,...,t,) withn > 1

The restriction of a substitution ¢ to a set variables V, denoted as o |V, is the substitution which
is equal to identity everywhere except over V N Dom(o ), where it coincides with o.

Definition 1 (More general substitution). A substitution o is more general than substitution 6
if there exists a substitution 1 such that 6 = o, denoted as o < 0. Note that the relation < is a

quasi-ordering, that is, reflexive and transitive.

Definition 2 (Unifier, most general unifier). A substitution o is a unifier or solution of two terms
s and t if so =to; it is a most general unifier if for every unifier 0 of s and t, 0 < 0. Moreover,
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a substitution o is a solution of a set of equations if it is a solution of each of the equations. If a
substitution o is a solution of a set of equations T, then it is denoted by o =T .

A set of identities E is a subset of 7(F, V) x T(F, V) and is represented in the form s = t. An
equational theory = is induced by a set of fixed identities E and it is the least congruence relation
that is closed under substitution and contains E.

Definition 3 (E-unification problem, E-unifier, E-unifiable). Let F be a signature and E be
an equational theory. An E-unification problem over F is a finite set of equations I' = {s; ;E

By o vsSp ;E tn} between terms. An E-unifier or E-solution of two terms s and t is a substitution
o such that so =g to. An E-unifier of T is a substitution o such that sic =g tio fori=1,...,n.
The set of all E-unifiers is denoted by Ug(T") and T is called E-unifiable if Ug(T") # 0. IfE= ), then
I" is a syntactic unification problem.

Let I' = {51 éE HyeoosSn éE t,} be a set of equations, and let 6 be a substitution. We write
0 =g I" when 0 is an E-unifier of I". Let 0 = {x; — t1, ..., X, — t,} and 0 be substitutions, and
let E be an equational theory. We say that 6 satisfies o in the equational theory E if x;6 = 1,0 for
i=1,...,n. Wewriteitas Ego.

Definition 4. Let E be an equational theory and X be a set of variables. The substitution o is more
general modulo E on X than 0 iff there exists a substitution o’ such that x0 = xo o’ for all x € X.
We write it as o SX 6.

Definition 5 (Complete set of E-unifiers). Let I' be an E-unification problem over F and let
Var(I") be the set of all variables occurring in I'. A complete set of E-unifiers of I" is a set S of
substitutions such that each element of S is an E-unifier of I', that is, S C Ug(T"), and for each 6
UE(T) there exists a o € S such that o is more general modulo E on Var(I") than 6, that is, o ,Sgar(r)
6.

A complete set S of E-unifiers is minimal if for any two distinct unifiers o and 0 in S, one is

not more general modulo E than the other, thatis, o <}*"") § implies 0 = 6. A minimal complete
set of unifiers for a syntactic unification problem I" has only one element if it is not empty. It is
denoted by mgu(I") and can be called most general unifier of unification problem I'.

Definition 6. Let E be an equational theory. We say that a multi-set of equations I' is a conservative
E-extension of another multi-set of equations U if any solution of T is also a solution of T’ and any
solution of T' can be extended to a solution of I'. This means for any solution o of T', there exists 0
whose domain is the variables in Var(I'') \ Var(T") such that o0 is a solution of I'. The property of
conservative E-extension is transitive.

Let F be a signature, and I, r be F-terms. A rewrite rule is an identity, denoted as I — r, where
is not a variable and Var(r) € Var(l). A TRS is a pair (F, R), where R is a finite set of rewrite rules.
In general, a TRS is represented by R. A term u rewrites to a term v with respect to R, denoted
by u — g v (or simply u — v), if there exists a position p of u, [ — r € R, and substitution ¢ such
that u|, =lo and v=u(ro],. A TRS R is said to be terminating if there is no infinite reduction
sequences of the form ug —g 1 —r .... A TRS R is confluent if, whenever u —% s and u =} s»,
there exists a term v such that s; —% v and s, —% v. A TRS R is convergent if it is both confluent
and terminating.
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2.2 ACh theory

The equational theory we consider is the theory of a homomorphism over a binary function sym-
bol + which satisfies the properties of ACh. We abbreviate this theory as ACh. The signature F
includes a unary symbol 4, a binary symbol +, and other uninterpreted function symbols with
fixed arity.

The function symbols 4 and + in the signature F satisfy the following identities:

— x+ (y+2) = (x + y) + z (associativity, A for short)
— x+y=y+ x (commutativity, C for short)
— h(x+y) = h(x) + h(y) (homomorphism, h for short)

2.3 Rewriting systems
We consider two convergent rewriting systems R; and R, for homomorphism # modulo ACh.

— Ry :={h(x1 + x2) — h(x1) + h(x2)} and
— Ry :={h(x1) + h(x2) — h(x1 + x2)}.

2.4 h-depth set
For convenience, we assume that our unification problem is in flattened form, that is, that every

equation in the problem is in one of the following forms: x < Y, X < h(y), x < Y14+ yn and

X L f(x1,...,xy,), where x and y are variables, y;s and x;s are pairwise distinct variables, and f is a
free symbol with n > 0. The first kind of equations is called VarVar equations. The second kind is
called h-equations. The third kind is called +-equations. The fourth kind is called free equations.

Definition 7 (Graph G(T')). Let I" be a unification problem. We define a graph G(I") as a graph
where each node represents a variable in I and each edge represents a function symbol in I". To be

exact, if an equation y ;f(xl, . o> Xp), where f is a symbol with n > 1, is in T, then the graph G(T")

contains n edges y i) X5 sy i) Xn. For a constant symbol ¢, if an equation y L cisinT, then the
graph G(T") contains a vertex y. Finally, the graph G(I") contains two vertices y and x if an equation

?
y=xisinT.

Definition 8 (h-Depth). Let I be a unification problem and let x be a variable that occurs in T.
Let h be a unary symbol and let f be a symbol (distinct from h) with arity greater than or equal to 1
and occurring in I'. We define h-depth of a variable x as the maximum number of h-symbols along
a path to x in G(I"), and it is denoted by h(x, I"). That is,

hg(x, T') := max{hg,(x, ), hdf(x, I'), 0},

where hgy(x, ') :=max{1 + hy(y,T") | y —h> x is an edge in G(I')} and hgp(x,T') := max{hy(y, ') |
there exists f # h such that y i) x is in G(I')}.

Definition 9 (h-Height). We define h-height of a term t as the following:

hp(t) + 1 if t=nh(t')
B () == { max{hy (), . (6} ifE=F(tn, ) f £
0 ift=xorc

where f is a function symbol with arity greater than or equal to 1.
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Definition 10 (h-Depth set). Let I' be a set of equations. The h-depth set of I', denoted h(T"), is
defined as hyg(T") :={(x, hy(x, ")) | x is a variable appearing in I'}. In other words, the elements in
the h-depth set are of the form (x, c), where x is a variable that occurs in I and c is a natural number
representing the h-depth of x.

Maximum value of h-depth set A is the maximum of all ¢ values and it is denoted by
MaxVal(A), that is, MaxVal(A) := max{c| (x, ¢) € A for some x}.

Definition 11 (ACh-unification problem, bounded ACh-unifier). An ACh-unification problem

over F is a finite set of equations I’ = {s; éACh Hy .o nsSn ;ACh ta}s sio ti € T(F, V), where ACh
is the equational theory defined above. A k bounded ACh-unifier or k bounded ACh-solution of
[ is a substitution o such that sjoc =pcp tio, hy(sio) <k, and hy(tio) <« for all i.

Notice that the bound k has no role in the problem but in the solution.

3. Inference System J cp
3.1 Problem format

An inference system is a set of inference rules that transforms an equational unification problem
into other. In our inference procedure, we use a set triple I'||A||o similar to the format presented
in Liu and Lynch (2011), where T" is a unification problem modulo the ACh theory, A is an h-
depth set of T, and o is a substitution. Let k € N be a bound on the h-depth of the variables. A
substitution 0 satisfies the set triple I'||A||o if 0 satisfies o and every equation in ', MaxVal(A) <
K, and we write that relation as 6 =T"||Al|o. T'||Allo is said to be in solved form if I' is empty
and MaxVal(A) < k. We also use a special set triple L for no solution in the inference procedure.
Generally, the inference procedure is based on the priority of rules and also uses don’t care non-
determinism when there is no priority, that is, any rule applied from a set of rules without priority.
Initially, " is the non-empty set of equations to solve, A is an empty set, and o is the identity
substitution. The inference rules are applied until either the set of equations is empty with most
general unifier o or L for no solution. Of course, the substitution o is a ¥k bounded E-unifier of I

An inference rule is written as %. This means that if something matches the top of this rule,

then it is to be replaced with the bottom of the rule.

Let OV be the set of variables occurring in the unification problem I' and let NV be
a new set of variables such that NV =V \ OV. Unless otherwise stated, we assume that
X, X1,...,%p, and y, ¥1,...,¥Yn, 2z are variables in V, v, vi,...,v, are in NV, and terms
Wit ty oo tny S, S1, .. Sy I T(F, V), and f and g are uninterpreted function symbols. A fresh
variable is a variable that is generated by the current inference rule and has never been used before.

For convenience, we assume that every equation in the problem is in one of the flattened forms
(see Section 2.4). If not, we apply flattening rules to put the equations into that form. These rules
are performed before any other inference rule. They put the problem into flattened form and all
the other inference rules leave the problem in flattened form, so there is no need to perform these
rules again later. It is necessary to update the h-depth set A with the h-depth values for each
variable during the inference procedure.

3.2 Inference rules

We present a set of inference rules to solve a unification problem modulo associativity, commuta-
tivity, and homomorphism theory. We also present some examples that illustrate the applicability
of these rules.

3.2.1 Flattening
Firstly, we present a set of inference rules for flattening the given set of equations. The variable v
represents a fresh variable in the following rules:
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Flatten Both Sides (FBS)
{h= 1) UT||Ale
? .
=t vEb) U T 0} U Alle

ift;and t, ¢ V

Flatten Left + (FL)

{t=t 4+ 1) UT|Allo

? ? lft1¢v
{t=v+1t, v=t} UT|{(v, 0)}UA|lo
Flatten Right + (FR)
?
t=t L} UT|A
: { 1?+ 2} I|Allo ifr, ¢V
{t=ti+v, v=0} UT[|{( 0)}UA|lc
Flatten Under h (FU)
?
ty =h(t)} U T|A
{t1 = h()} [|Allo ifrgy

(= h(v), v=1) U T[|{(v 0)}UA|lo

We demonstrate the applicability of these rules using the example below.

Example 1. Solve the unification problem {A(h(x)) il (s+w)+ (y+2)}.

We only consider the set of equations I" here, not the full triple.

(h(h) = (s +w) + (v +2)} 2

v=h(h(x), v=(s+w) + (y+2)} 2

vZ h(h(x)), vivl +(+2),n is+w}iL>

(vE R0, vEV g+, Lt wn g S

{véh(h(x)) v_v1 + vz, V1 _vz +w, v3= y—{—z,vz _5}:>

{v;h(h(x)), v;vl +v3, V1 :vz + v4, V3 =y+z,vz=s,1/4;w}g

{v;h(vs), v;vl +v3, V1 ;vz—i-m, V3 ;y+z,vz;s,1/4;w,vs;h(x)}.

We see that each equation in the set {v s h(vs), v < vi+v3, v < V2 + V4, V3 ;y +z,

? ? ?
vy =S, V4 = W, vs = h(x)} is in the flattened form.

3.2.2 Update h-depth set
We also present a set of inference rules to update the h-depth set. These rules are performed
eagerly.

Update h (Uh)

x=h(»)} U T[[{(x c1), (0 )} U Ao
x=h()} U Tl[{(x c1), (3 a1+ D}U Ao

Ifcy <(c1+1)
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Example 2. Solve the unification problem: {x A2 h(h(h(»)))}.

We only consider the pair I'|| A since o does not change at this step.

{x = h(hhoDMI e 0), (3> 0)} 'S

(L), v 2 ), v éh(y)}n{(x, 0), (5 0), (v, 0), (v, 0} L
(L B v L), 1 LB 00, 0 0) (1 1), 0, 0)
{x = h(v), v;h(m, v = h(y)}ll{(x, 0), (5 0), (v 1), (v, D} &
{x = h(v), v=h(n), v = h(y)}ll{(x, 0, (2, (& 1), (n, D}
xR, v=h), v =hONIE 0), (3 2), (v 1), (n, 2) &
X=h(), v=h(v), vi =G 0), (0 3), (v, 1), (v1, 2)),

FUT

where = represents the application of FU rule once or more than once.
It is true that the h-depth of y is 3 since there are three edges labeled & from x to y, in the graph
G(T).

Update +

1 Update Left + (UL)

{x1=y1 + 2} U Tl a1)s 01, @2)s (0, €3)} U Ao

{x1 ;)/1 +y2} U T[[{(x1, c1)s (15 c1)s (y2, c3)} U Allo
2 Update Right + (UR)

Ifc; <

{x1=y1 42} U T[l{(x1 c1)s 01> €2)s (025 €3)} U Allo

5 Ifcs <
{x1 =y1+ 2} U TIH{(x1, 1), 01, €2), (72, c1)} U Allo

Example 3. Solve the unification problem {z Zx + 5, x1 £ h(h(2))}.

Similar to the last example, we only consider the pair I'|| A,

{z= x4y, x1 = h(REII{(x 0), (7, 0), (2, 0), (x1, 0)} =5

{Z—x+y, X1 = h(V) v h@)1{(x 0), (» 0),(z, 0), (x1, 0), (v, 0)} a
{Z—x+y, X1 = h(V) v < h@)I{(x 0), O, 0), (2 2), (x1, 0), (v, 1)} 3
=ty m= h(v), v =@M 2), (3 0), (2 2, (a1, 0), (v, D} B
22 x4y, 1 =h(v), v= @& 2), (s 2), (2 2), (a1, 0), (v, D).

Since there are two edges labeled h from x; to z in the graph G(I"), the h-depth of z is 2. The
h-depths of x and y are also updated accordingly.

Now, we resume the inference procedure for Example 1 and also we consider A because it will
be updated at this step.
WEh(vs), vs = h(x), vEv +vp, i =s+w, vy =y )|
Uh
{(x> 0): ()/, O)a (Z, 0): (Sa 0)) (W; 0)) ('V, 0)) (Vb O)a (v2> O)s (V3a O)} =
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{v;h(w), v_q,;h(x), v;vl + vy, v1;s+w, V) ;y+z}||
{(x,? 1), (», 0)’(f’ 0), (s, (Z), (w, 0), (v, (2), (v, 0)>(V?2, 0), (v3, 0)} &
{fv="h(v3), vs=h(x), v=vi+v2, vi=s+w, v, =y+z}||
{(x, 1), (3, 0), (2, 0), (s, 0), (w, 0), (v, 0), (v1, 0), (v2, 0), (v3, IEA

{vé h(v3), vs < h(x), y= v+ v, V1 s+w, V2 éy—{_Z}“
(% 2), (3 0), (2 0), (5, 0), (w, 0), (v, 0), (v1, 0), (v2, 0), (v3, 1)}

3.2.3 Splitting rule
This rule takes the homomorphism theory into account. In this theory, we cannot solve equation

?
h(y) = x1 + x; unless y can be written as the sum of two new variables y = v; + v, where v; and
v, are in N'V. Without loss of generality, we generalize it to n variables x1, . . ., x,,.

Splitting
{x;h(y),x;m + -+ x, ) UL||Allo

ROy = v+ Vi x1 = h(V1),s . . . Xn = h(vy)} UT || Ao

where n> 1, x # yand x # x; for any i, A" = {(v1, 0),..., (vs, 0)}UA,and vy, . .., vy, are fresh
variables in N'V.

Example 4. Solve the unification problem {/(h(x)) L Y1+ 2}

Still we only consider pair T'|| A, since rules modifying o are not introduced yet.

(h(h(x) Z 31 + 7)1 {(x, 0), (s 0), (y, 0)) 57

v h(n), v = hx), v=y1+ 92 }1{G 0), (1, 0), (72, 0), (v, 0), (v1, 0)) Ut

RO, v 2R, v y1 2 MG 2), 01 0), 52, 0), (v, 0), (v, 1)), T

v h(), vi =11 + vi, 1 ), 2 L h(v12), v1 = h(x) )|

{(x, 2), (1> 0), (12, 0), (v, 0), (v1, 1), (v11, 0), (v12, O)}, Ut

v Eh(v), v = i1+ vizs 1= h(vin), 2 = h(vi2), v = h(x) }]]

{(x, 2), (1, 0), (72, 0), (v, 0), (v1, 1), (v11, 1), (vip, 1)}, Splging

{v=hn), y1=h(vn), y2 = h(viz), vi = h(x), x=vi3 +v1s, vi1 = h(vis),

viz £ i) Y1{Ge 2), G 0), Gz 01, (v 0), (v, 1), (vis 1), (s 1), (3, 0, (1, 0}
v Eh(n), y1 = h(v11), y2 = h(via), vi = h(x), X = vi3 + via, V11 = h(v13),

via £ B I, 2), (1, 0), (32, 0, (v, 0), (w1, 1), (v, 1), (viz, 1), (vis, 2), (via, 2}

3.2.4 Trivial
The trivial inference rule is to remove trivial equations in the given problem I'.

(t=1} U T||Allo
LCl|Allo
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3.2.5 Variable elimination
The variable elimination (VE) rule is to convert the equations into assignments. In other words,
it is used to find the most general unifier.

1 VE1

x=y} U T|Alle
'x = y}Allo{x— y} U {x— y}

if x and y are distinct variables

2 VE2

x=1t} U T||Allo
I'{x— t}|Allo{x— t} U {x— t}

if t ¢ V and x does not occur in t

The rule VE2 is performed last after all other inference rules have been performed. The rule
VEL is performed eagerly.

Example 5. Solve unification problem {x < ¥, X < h(z)}.

=y, xZh@)1{G 0), (7, 0), (2 0)}19 L
(x=y, x=h@}|{(x, 0), (3, 0), (z, D}||¥ V_—E>1

= h@MI{G 0), (3, 0), (2 DY||{xi—> y} Z
A11{(x 0), (7, 0), (2 D}I{x—> h(z), yr> h(z)}.

The substitution {x— h(z), y+> h(z)} is the most general unifier of the given problem {x L
?
¥, x=h(2)}.

3.2.6 Decomposition (Decomp)
The decomposition rule decomposes an equation into several sub-equations if both sides’ top
symbol matches.

Decomp

? ?

= yeesSu)yx=Ff(t1,...,t)} UT||A
{9: f(s1 Sn) x? ft ?n)} Ao i £+
{x=f(t1,....th), s1=1t1,....sn =1y} U T[|A]lo

Example 6. Solve the unification problem {h(h(x)) i h(h(y))}.

{h(h(x)) éh(h(y»}n{(x, 0), (o onuw”“””

L0, 9 L9, v L), v2 LHONIGs 01 04 01,04 01,01, 0,02 ONITEES

{véhwl), n e, vEh(m), v ZHOINE, 2), 5 2), 0, 0), 01, D, (v, DY S
(v=hn), v =y, vl—h(x) va = h(Ix, 2), (35 2), (3 0), (v, 1), (v, D} S

v =h(vs), v2 = h(x), v = SN, 2), (35 2), (v, 0), (v, 1), (v, 1)}||{V1f—>V2}Dmmp

WE R, v 2 h(), x = WG 2), 3 2), (3 0), (vi, 1), (v DYI{vy > v} B

A11{(x, 2), (y, 2) (v, 0), (v1, 1), (v2, DHI{v1 = h(y), x>y, vi> h(h(y)), v2 > h(y)},
where {x > y} is the most general unifier of the problem {/(h(x)) £ h(h(y)}.
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3.2.7 AC unification

The AC unification rule calls an AC unification algorithm to unify the AC part of the problem.
Notice that we apply AC unification when no other rule except VE-2 can apply. In this infer-
ence rule, W represents the set of all equations with the + symbol on the right hand side. I"
represents the set of equations not containing a + symbol. Unify is a function that returns one
of the complete set of unifiers returned by the AC unification algorithm. GetEgs is a function
that takes a substitution and returns the equational form of that substitution. In other words,

? ?
GetEqs({x1 = t, ..., xn > ty}) ={x1 =t . . ., X =t}

AC unification
W UT||Al|o
GetEqs(01) UT||Allo Vv ...V GetEqs(6,) UT||Allo

where Unify(W) =1{01,...,6,}.

We illustrate the applicability of the AC unification rule using the example below. For
convenience, we only consider I' from the problem.

? ?
Example 7. Solve the unification problem {x 4+ y =z + y1, x1 = x3}, where x, ¥, 2, x1, X2, and y;
are pairwise distinct.

AC Unificati
{x-l-)/;z—i-)/l, x1;xz} Izg{v;x—i—y, V;Z‘F}’I}U{xl;xz} n:1ﬁ>cazon

{v;vl—}—vz—i—m—i—m, xévl—f—vz,y;m—}—m,z;vl—i—m, ylévz—i—m}u{xl;xz}\/
{v;vs—i-z-i-y, x;vs+z, y1;V5+y}U{x1;x2}v

WEztvsty xtz4vs, =+ Uik =x) v

(VExtvs+2z y=vs4z i =x+vsiUfn =x) Vv

vExtztvs, y=z+vs, yr=x+vs) U =2 v

WEztyn x=z y= ) Ufn =x) v

Wiy 2 x2y, y=2 Ul =),

where vy, v2, v3, V4, and v5 are new variables.

3.2.8 Occur check
Occur check (OC) checks if a variable on the left-hand side of an equation occurs on the other
side of the equation. If it does, then the problem has no solution. This rule has the highest priority.

oC
?
=f(t,...,t))UT||A
=7 f)} 14]lo Ifx € Var(f(ty, . . ., ta)o)
where Var(f(t1, . . ., t,)o) represents set of all variables that occur in f(ty, . . ., t,)o.

Example 8. Solve the following unification problem {x < v,y Lo+ x}.

(xLy, y 22+ 111G 0), (0 0), (2 0} 19
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? oC .
{y=z+y}Hl{(x, 0),(y, 0),(z, O} |{x+ y} = Fail.
Hence, the problem {x £ Yy £ z + x} has no solution.

3.2.9 Clash
This rule checks if the top symbol on both sides of an equation is the same. If not, then there is no
solution to the problem, unless one of them is 4 and the other +.

Clash

?
f(sl,---,Sm ng(tla)tn)}UF“AHG
4

Iff ¢ {h, +}orgé¢ih +}

Example 9. Solve the unification problem {f(x, y) < g(h(2))}, where f and g are two distinct
uninterpreted function symbols.

Flatten

(7 ) = gBEMIE 0 01 01 2 O}
{v= f( x ), vEgn), v = h(z)}ll{(x, 0), (3, 0), (z, 0), (v, 0), (v1, O )}|If?JU=h>+
2506 3, vERW), =) 0,05 0), (2 1), (4 0), (n, )18 S
Hence, the problem {f(x, y) = g(h(z))} has no solution.

Fail.

3.2.10 Bound check

The bound check (BC) is to determine if a solution exists within the bound «, a given maximum
h-depth of any variable in I". If one of the h-depths in the h-depth set A exceeds the bound «, then
the problem has no solution. We apply this rule immediately after the rules of update h-depth set.

BC
Tl|Alle
1

If MaxVal(A) > «

Example 10. Solve the following unification problem {A(y) < y+x}.

Let the bound be x = 2.

(hy = y+x}||{(x, 0), (, )10 2

WEh(), vEy+ G 0, (3, 0), (v, 0)}[1¥ L

v h(y), vy + 2 0), (3, 1), (v, 0)}18 T

WERG), yE v+ iz y = k), x = I 0), (3, 1), (v, 0), (v11, 0), (v1, 0|19 2
(v ZhO) yZ v+ vz yZ ), 2 ZhER)IG 0, (4 1, 0), 1, 2), (2, DAY
{v < h(y), vi1 z Vi3 + via, V11 < h(vi3), vi2 < h(vi4), y < h(vi1), x < h(vi2)l]

(% 0), (3, 1), (v, 0), (11, 2), (12, 1), (113, 0), (v14, O}10 25

{v < h(y), vi1 L v+ v v = h(vi3), vi2 < h(vig), y = h(vi1), x < h(vi2)l|

{(x, 0), (3 1), (v, 0), (11, 2), (i, 1), (13, 3), (14, 2310 ZS Fail.

Since MaxVal(A) = 3 > «, the problem {h(y) = y + x} has no solution within the given bound.
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3.2.11 Orient
The orient rule swaps the left-side term of an equation with the right-side term. In particular,
when the left-side term is a variable but not the right-side term.

Orient
(t=x)UT||A|lo

5 If ¢ is not a variable
{x=t}UT|A]||loc

4. Proof of Correctness
We prove that the proposed inference system is terminating, sound, and complete.

4.1 Termination

Before going to present the proof of termination, we shall introduce a few notations which will be
used in the subsequent sections. For two set triples, I'||A||o and || A/||o”,

— T||Alle =3, I'I|A'|o’, means that the set triple I''||A"||¢” is deduced from I'[|Al|o by
applying a rule from J 4, once. We call it one step.

— T||Allo :>§Ach I'||A’||o’, means that the set triple I''||A’||o” is deduced from I'[|A[|o by
Z€ro or more steps

— I||Allo :;ACh I'||A’||o’, means that the set triple I''||A’||o” is deduced from '||A[|o by
one or more steps

As we notice, AC unification divides I'||Al|o into the finite number of branches I';||A1]|o7 and
so on I'y||Ayl|oy. Hence, for a triple I'|| A]|o, after applying some inference rules, the result is a
disjunction of set triples \/; (I'j||A;||o;). Accordingly, we introduce the following notation:

— TAllo =5, V; (TillAilloi), where \/; (Ti]|Ail|oy) is a disjunction of triples, which
means that the set triple I'||A||o becomes \/; (I';||A;||o;) with an application of a rule once.

— Ao :>+3ACh V/; (TillAillo;) which represents that T'||Allo becomes \/; (T';||Ailloy)
after applying some inference rules once or more than once.

— I||Allo :>*5Ac;. V/; (Til|Ail|o;) which indicates that I'||A|o becomes \/; (T'j||Aj]|o;) after
applying some inference rules zero or more times.

4.1.1 Flattening
Here we prove the termination of the flattening procedure.

Consider a multi-set F(I"), where each element of it is the number of function symbols of
an equation in I'. In other words, for every equation E in the unification problem I, there is a
number k, the total number of function symbols in E, in the multi-set 7(I"). We define a measure
of I'||Al|o as the multi-set ordering F(I"),,,; on F(I'). Note that F(I'),,,; is well-founded since
F(I') is a well-ordered set.

Lemma 1. Let T||Allo and T||A||o” be two triple sets such that T||Allo 3" /|10 o,
Then, f(r)mul > ]:(F/)mul'
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Algorithm 1 Flattening

Input:

— An equation set I'.

Output:

— Equation set I'” where each equation of it is in the flattened from (see Section 2.4).
Repeat until none of the flattening rules applied

1 Apply Flatten Both Sides
2 Apply Flatten Left +

3 Apply Flatten Right +

4 Apply Flatten Under h

End

Proof. We have to prove that F(I"),,,; is reducing in all the cases.

Flatten Both Sides: Here the equation {t; £ t,} is replaced by {v L t, v L t,}, where t; and t, are
terms but not variables. Let k; > 0 be the number of function symbols in ¢; and let k; > 0 be the

number of function symbols in #,. Now, the multi-set F({t; £ t2}) = {k1 + k2 } and the multi-set

F({v 2 f, v £ t}) = {k1, k2}. Hence, F(I") .1 is reduced since the number (k; + k) is replaced
by two smaller numbers k1, and k.

Flatten Left +: The equation {t L t1 + 2} is replaced by {t i v+ 1, y= t1}, where t; is not a
variable. Let k; be the number of function symbols in ¢, k; be the number of function symbols
in t, and k3 be the number of function symbols in #,. Then k; > 1 as t; is not a variable. The set
F({t=t + 1)) =k + ks + ks + 1. But the set F({t = v+ t, v=1,}) = (k1 + k3, k2.

Hence, F(T') it > FT) -

? ? ?
Flatten Right +: In this case, the equation {t = t; + t,} is replaced by {t =t; + v, v=1t,}, where
t; is not a variable. The argument is same as above except t, is not a variable instead of #;.

Flatten Under h: The equation {t < h(t1)} is replaced by {t < h(v), v < t1}, where t; is not a vari-
able. Let k; be the number of function symbols in f and let k; > 1 be the number of number of

function symbols in #;. Then the multi-set F({t < h(t1)}) = k1 + kz + 1 since there is & symbol on
top of ¢, where the multi-set F({¢ £ h(v), v L t}) =1{k1 + 1, kp}.
Hence, F({t = h(t)Dmu > F({t = h(v), vE 1} O

4.1.2 AChUnify
Here we show termination of the AChUnify (see Algorithm 2). First, we define a measure of
I'||Allo for proving termination of Algorithm 2.

— Let Sym(I") be a multi-set of non-variable symbols occurring in I". The standard ordering
of |Sym(T")| based on natural numbers is a well-founded ordering on the set of equations.

— Let« be abound given by the user. Leth_d(F) ={lk+1) — hy(x, T) | (x, hg(x, T')) € hy(T")}
be a multi-set. Since every element of the set is a natural number, the multi-set order for

h_d(F) is a well-founded ordering.
— Let k be the number of applications of the AC unification.
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Algorithm 2 AChUnify
Input:

— An equation set I', a bound « € N, an empty set o, and an empty h-depth set A.
Output:

— A complete set of k-bounded ACh unifiers {07, . .., 0,} or L indicating that the problem has
no solution.

Begin

1 Apply flattening (Algorithm 1) on T".
2 Repeat
(Apply VEI exhaustively after each of the following rule applications)

(a) Apply Trivial exhaustively to eliminate equations of the form ¢ e

(b) Apply the OC, i.e., If any variable on the left side occurs on the right then return L.

(c) Apply the BC, i.e., if MaxVal(A) > k then return L.

(d) If at least one of the h-depth updation rules, Uh, UL, or UR, is applicable then apply the
rule and go to (c) else go to next step.

(e) Apply the Orient exhaustively.

(f) If Splitting is applicable then apply the rule and go to (a).

(g) Apply the Clash, i.e., If the top symbols of the left and right sides of an equation do not
match then return L.

(h) If Decomposition applicable then apply the rule and go to (a).

?
(i) Ifthereis atleast one variable x that occurs left side in at least two equations,x =y; + - - - +

yn and x < z1 + - - - + z,, then apply the AC Unification and then go to (d) else go to next
step.

(j) Apply VE2 exhaustively and return the output.

End

End

— Let p be the number of non-solved variables in I

— Let m be the number of equations of the form f(¢) L xinT.
— Let n be the number of +-equations with x occurring on the left side, that is, x =x; +
e 4 Xn.
Then, we define the measure of I'[|A||o as the following:

M3, (T, A, 0) = (k — k, 1, [Sym(D)|, p, m, |T'|, hg(T)).

Since each element in this tuple with its corresponding order is well-founded, the lexicographic
order on this tuple is well-founded as well.

Lemma 2. Let I'||A||o be a set triple, and k be a natural number (bound) given as an input to the
algorithm. Then, the maximum number of times the AC unification applied is k.

Proof. The only time the AC unification is invoked on the problem is when there is at least one

?
non-solved variable in the problem. A variable x occurs at least in two equationsas x = y; + - - - +
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yn and x < z1 + -+ -+ zm. On each application of the AC unification, the lowest depth of non-
solved variables get solved, and there is no other rule that makes these variables non-solved again.
Hence, the maximum number of times the AC unification could be applied is the «. O

Lemma 3. Let ||Al|lo and T||A'||o” be two set triples, where I" and T are in flattened form such
that U||Allo =75,,,T11A |0, Then My, , (T, A, 0) > My, (I, A, o).
Proof. We prove that on each of the inference rules decrease the measure.

Trivial. The cardinality of T, |I"|, decreases while other components of the measure either stay the
same or decrease. Hence, M, , (I, A, 0) > My, (T, A, o).

Decomposition. The number of f symbols decreased by one, and hence |Sym(I")| decreases while
p stays the same. Hence, My, (T', A, o) > My, ., (I, A', o).

Update h-Depth Set. On application of one of the update rules, increases h-depth of a variable

x from n to n + 1. However, k-n > k-(n + 1). Which means that E(F) decreases while the other
components stay the same. Hence, My, , (I', A, 0) > My, , (I, A, o).

Splitting. On the application of the splitting rule, n, the number of +-equations with x on the left
side decreased by one. So, M5, , (I', A, 0) > My, , (I'', A/, o).

Orient. It is not difficult to see the fact that m decreases.

Variable Elimination. Of course, the number of non-solved variables decreases in the application
of this rule.

AC Unification. The measure decreases as the first component of it does. O

Theorem 4 (Termination). For any set triple U||A||o, there is a set triple T'||A||o” such that
C||Allo =>§ACh \/; (TillAilloy) and none of the rules Jscy, can be applied on I'i||Aj||o;.

Proof. By induction on Lemma 3 this theorem can be proved. O

4.2 Soundness
In this section, we show that our inference system J 4¢y, is truth-preserving.

Lemma 5. Let T'||Allo and T'||A'||o” be two set triples such that T'||Allo =75, T'|A|lo” via
all the rules of Jacy except AC unification. Let 6 be a substitution such that 6 |=T"||A’||o”. Then
6 =T||A]lo.

Proof. Trivial. It is trivially true.

Splitting. Let 6 be a substitution. Assume that 0 satisfies {w;h(y), y;vl 4+ v x A
h(vi),...,xy, L h(v,)} UT. Then we have that w0 < h(y)6, yo £ (vi4+---4+vn)0, x10 A h(v1)6,
e XnB £ h(v,)@. This implies that wo £ h(y8), yo L 110 +---+v,0, x10 L h(v10) ...x,0 £
h(v,0). In order to prove that 0 satisfies {w £ h(y), w L X1 + - - - + xp}, it is enough to prove 0 sat-
isfies the equation w < x1 + - - - + x,,. By considering the right-side term x; + - - - + x,, and after
applying the substitution, we get (x; + - - -+ x,)0 Al x10 + -+ -+ x,0 A h(v160) + - - - + h(v,0).
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By the homomorphism theory, we write that h(v10) + - - - 4+ h(v,6) < h(vi@ +---+v,0). Then
h(vi@ + -+ - +v,0) A h(y8) Lo, Hence, 0 satisfies w ;xl + -+ X

Variable Elimination.

VEL. Assume that 8 |=T"{x+— y}||Allo{x+— y} U {x— y}. This means that 6 satisfies I'{x > y}
and o {x+— y} U {x — y}. Now, we have to prove that € satisfies {x L y}, T, and o. But 0 satisfies
x> y means that x0 < y6. I' is T'{x + y} but without replacing x with y. Since y0 Z x0, the
substitution 6 satisfies y — x. Hence, we conclude that 0 satisfies I" and o

VE2. We have that 6 satisfies I' and o {x+> t} U {x > t}. Now, we have to prove that 0 satisfies

{x = t} and 0. By the definition of § |=T", we have x0 < 19 and itis enough to prove that 0 satisfies
0. Let wi— s[x] be an assignment in o. After applying x+ t on o, the assignment y — s with
s|p = x, where p is a position, becomes y > s[t],. We also know that 6 satisfies o {x > t} implies

that 6 also satisfies w > s[t],. Then by the definition, we write that y§ Al s[tf]p Z s[x0],. This
means that 6 satisfies the assignment w — s[x]. Hence, 6 satisfies 0.

Decomposition. Assume that 6 = {x ;f(tl, e ty)s St < Hyovvs Sy < t,} U '||A]|lo. This

means that 0 satisfies {x ;f(tl, T £ s vsSn £ t,} U I'. Now we have to prove that
0 satisfies {x éf(sl, o ,sn),xéf(tl, ...>ty)} UT. Given that 0 satisfies xéf(tl, ..., t,) and
it is enough to show that 6 also satisfies x;f(sl,...,sn). We write x0 ;f(tl,...,tn)éé
f(t10,160,...,t,0) ;f(sle,sze, ...,8,0) since s0 £ 1o, ...,s,0 L t,0. So, O satisfies
x;f(tl, oo t) andx;f(sl, ...,Sy). Hence, 6 = {x;f(sl, e Sh)s x;f(tl, ot} O

Lemma 6. Let T'||A|lo and T'||A'||o” be two set triples such that T'||Allo =5, V/; (TillAilloy)
via AC unification. Let 0 be a substitution such that 6 = T';||Aj||o;. Then 6 =T||Al|o.
Proof. AC Unification.

v UT|Allo
GetEgqs(01) UT||Allo Vv ...V GetEgs(6,) UT||Allo

Given that 0 = GetEqs(61) UT||Allo Vv ...V GetEgs(6,) UT||Al|lo. This means that 6 satisfies
GetEgqs(01) UT||Allo, . . ., GetEgs(6,) U T'||Allo. Which implies that 6 also satisfies W. O

By combining Lemmas 5 and 6, we have

Lemma7. Let T'||Allo and T'||A'||o” be two set triples such that T'||Allo = 5, \/; (TillAjllo7).
Let 0 be a substitution such that 0 |=T';||Aj||o;. Then 6 =T'||Allo.

Then by induction on Lemma 7, we get the following theorem:

Theorem 8. Let T||Allo and T'||A||o’ be two set triples such that F||A||o:*3ACh
\/; (Til|Ailloy). Let 0 be a substitution such that 6 |=T'i||Aj||oy. Then 6 =T ||Allo.

We have the following corollary from Theorem 8:

Theorem 9 (Soundness). Let o be a set of equations. Suppose that we get \/,; (Til|Ajl|o;) after
exhaustively applying the rules from Jacy, to T'||Allo, that is, T||Allo :>*3ACh V; (TillAilloy),
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where for each i, no rules applicable to T'j||Aj||o;. Let £ ={o;|T'; =@}. Then any member of
is an ACh-unifier of T'.

4.3 Completeness
Here, we prove that our inference system never loses any solution.

Lemma 10. Let I'||A||o be a set triple which is not in solved form, and 6 be a substitution such that
0 [=T||Al|lo. Then there exists an inference T'||Allo =7, \/; (TillAillo;) and an i and 6y whose
domain is the variables in Var(I';) \ Var(T"), such that 66y |=T';||Ajl|o;.

Proof. Assume that I'||A||o be a set triple that is not in solved form and 6 be a substitution
such that 0 =T"||Al|lo. Now, we consider various possible forms of I' and prove that there is
an inference rule that can be applied and the solution 6 can be extended.

Lo (x=f(ts oo ty)y x=f (51, .o 5)} U TV||Alo, f % +.

? ? ?
Here, we can apply decomposition to get {x=f(t,...,ty), sS1=t,...,Sn =1y} U
I||Allo.

2. (xZh(), xZx 4+ +x,) U T']]Allo.
In this case, we can apply splitting to transform the set triple to {x z h(y), y z vi4-oo+
Vi, X1 < h(v1), ..., xn < h(v,)} UT’||A||o. Since @ is a solution of{x; h(y), x il X1+ +
xn} U I'[|Allo, we have that 0 satisfies h(y)0 L (x1 + - - -+ x,)0. Now, considering the
rewrite system R1 which has the rewrite rule h(x + y) — h(x) + h(y) and setting y L vi+

-+ -+ v, we have (x1 + - - - + x,)0 L (h(v1) + - - - + h(v,))8. Hence, 0 can be extended to a
substitution giving values for the new variables.
? ?
3. x=x14+- -+ xp x=y1+-+ym} UT'|A]lo.
We apply AC unification on {x xi4 X X=y1 4+ ym) and get a complete set
of AC unifiers and one of them corresponds to the substitution 6. The substitution 6 can be
extended to a substitution giving values for new variables.
4. {t<x)) U I[|Allo.
In this case, we apply the orient, and 6 becomes the solution to this problem.
5. {t=10)} U I'[|Allo.
Here, we apply the trivial rule to eliminate the equation ¢ < t.0f course, 6 becomes solution
of T||Allo.
?
6. {x=y)} U T'[|Al|o.
We apply VE1 and 0 becomes the solution to the resulting problem.
7. {x L 1)} U I'||Al|lo, where t ¢ V, x does not occur in ¢, and none of the other conditions

apply.
Here, we apply a sequence of VE2 steps until the set of equations empty. O
By induction on Lemma 10, we get

Theorem 11. Let I'||A||o be a set triple which is not in solved form, and 6 be a substitution such
that 0 =T'||Allo. Then there exists a sequence of inferences I'||Al|o :>JSACh V; (TillAilloy) and
an i and 6y whose domain is the variables in Var(I';) \ Var(I'), such that 06y = T';|| Ajl|oi.

We get the following corollary from the above theorem:
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Table 1. Tested results with bounded ACh-unification algorithm

Unification problem Real time Solution # Sol. Bound
thy) 2y +x) 674 ms 1 0 10
{thy) 2y +x} 15880 ms 1 0 20
{hly) Zx +x} 5ms Yes 1 10
{h(h0)) £ h(h(y)) 2ms Yes 1 10
x+n ix+yz} 3ms Yes 1 10
{v;x+y,véw+z,s;h(t)} 46 ms Yes 10 10
{v;)q +X2,V;X3 +X4,Xléh(y),X2;h(y)} 100 ms Yes 6 10
{h(h(x)) 2 v+w+y+2z} 224 ms Yes 1 10
{v;(h(x) +y),véw+z} 55ms Yes 7 10
{Fi,y) = hixy)) oms 1 0 10
{F0x1, y1) = Flxa, y2)) 1ms Yes 1 10
{v;xl +X2,V;X3 + Xa} 17ms Yes 7 10
{F0, 1) £ g, ya)) oms 1 0 10
{h(y) £ x,y £ hix)) oms 1 0 10

Theorem 12 (Completeness). Let I" be a set of equations. Suppose that we get \/; (T'i|| Ai|o7) after
applying the rules from J scp, to T'||A||o exhaustively, that is,
I'l|Allo =>*3ACh \/; (Til|Ailloy), where for each i, none of the rules applicable on T';||Aj||o;. Let

Y ={o; | I'; =0}. Then for any ACh-unifier 6 of T, there exists a 0 € X, such that o iXacréF) 0.

5. Implementation

We have implemented the algorithm in the Maude programming language.! The implementation
of this inference system is available.> We chose the Maude language because it provides a nice
environment for expressing inference rules of this algorithm. The system specifications of this
implementation are Ubuntu 14.04 LTS, Intel Core i5 3.20 GHz, and 8 GB RAM with Maude 2.6.

We give a table to show some of our results. In the given table, we use five columns: unification
problem, real time, time to terminate the program in ms (milliseconds), solution either L for no
solution or yes for solutions, # Sol. for number of solutions, and bound «. It makes sense that the
real time keeps increasing as the given h-depth « increases for the first problem where the other
problems give solutions, but in either case the program terminates.

6. Conclusion

We introduced a set of inference rules to solve the unification problem modulo the homomor-
phism theory h over an AC symbol +, by enforcing a threshold x on the h-depth of any variable.
Homomorphism is a property that is very common in cryptographic algorithms. So, it is impor-
tant to analyze cryptographic protocols in the homomorphism theory. Some of the algorithms and
details in this direction can be seen in Anantharaman et al. (2010, 2012); Escobar et al. (2011).
However, none of those results perform ACh unification because that is undecidable. We believe
that our approximation is a good way to deal with it. We also tested some problems and the results
are shown in Table 1.
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Notes

1 http://maude.cs.illinois.edu/w/index.php/The_Maude_System.
2 https://github.com/ajayeeralla/Unification_ACh.
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