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ABSTRACT

An integrated artificial immune system-based scheme that can
operate over extended areas of the flight envelope is proposed in this
paper for the detection and identification of a variety of aircraft
sensor, actuator, propulsion, and structural failures/damages. A
hierarchical multi-self strategy has been developed in which
different self configurations are selected for detection and identifi-
cation of specific abnormal conditions. Data collected using a
motion-based flight simulator were used to define the self for a wide
area of the flight envelope and to test and validate the scheme. The
aircraft model represents a supersonic fighter, including model-
following direct adaptive control laws based on non-linear dynamic
inversion and artificial neural network augmentation. The proposed
detection scheme achieves low false alarm rates and high detection
and identification rates for all the categories of failures considered.

NOMENCLATURE

B state space system control matrix

DQEE, decentralised quadratic estimation error

e estimation error
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K,K,K, gains of a proportional-integral-derivative type
controller

Ky, K, K, gain matrices

L, M,N, non-linear terms of the moment equations
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specific neural network output

number of random centres

output quadratic estimation error

measured roll, pitch, and yaw rates, [rad/sec]
reference angular rates

neural estimates of angular rates that do not include
the respective gyro

neural estimates of angular rates that include the
respective gyro

roll-pitch cross correlation coefficient

yaw auto correlation coefficient

control vector

augmentation commands generated by artificial
neural networks

state vector, input vector

angular rate tracking error [rad/sec]

error associated with f

control surface deflections

Control surface commands

longitudinal stick displacement

lateral stick displacement

pedal displacement

set of parameters to be tuned by the learning
algorithm

Gaussian centre positions

pseudo-control

variances

detection time window
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1.0 INTRODUCTION

The timely detection of abnormal flight conditions and reliable
automatic compensation can drastically increase the safety of
aircraft operations. Therefore, the availability of failure detection
and identification (FDI) schemes with high rates of success, with
comprehensive coverage over the entire flight envelope, and
integrating all aircraft sub-systems and operational modes is a
critical objective that has been widely acknowledged"™.

Research efforts in this area to date have focused on individual
classes of failures and isolated abnormal conditions at single
operational points. State estimation or observer-based schemes
have been widely proposed®? for actuator FDI relying on Kalman
or other classes of filters. Artificial neural networks (NN) have
been extensively used’*' to solve the FDI problem for aerospace
systems. Alternative approaches for FDI and pilot awareness
enhancement based on inductive learning"? were also proposed.
The issue of sensor FDI has been addressed to a lesser extent,
since triple and quadruple physical redundancy of aircraft sensors
is a common practice. However, sensor FDI schemes based on NN
estimations of sensor outputs have been proposed’*'®. Research
regarding the dynamic impact and accommodation of structural
damage to main aircraft components (wing, horizontal tail) has
recently focused upon the development of fault-tolerant control
laws"” with indirect failure assessment through parameter identi-
fication without explicit FDI. The use of large networks of sensors
for global structural health monitoring has also been investi-
gated"¥. Regulations require that multiple engine aircraft be
capable of safe operation if one engine fails. In such situations, a
detection scheme could provide useful information that is
necessary for the pilot and the control system regarding the occur-
rence of the failure, location, and evaluation of the effect on
reducing the flight envelope.

The attempt to integrate FDI for a large diversity of aircraft
sub-systems and over extended areas of the flight envelope poses
significant challenges. From a failure accommodation point of
view, the differentiation between — for example — a sensor and an
actuator failure is a critical task because different types of
compensation are necessary in each case. If the specific signal
associated with the sensor failure is used in the control laws, it
might be challenging for a pilot to distinguish between sensor and
actuator failures. Furthermore, very often, it is important but
difficult to determine — within each of the two categories — which
particular element has failed. Such issues related to the integration
of FDI for different classes of failure have only been addressed on
a limited basis"® and comprehensive and systematic method-
ologies have yet to be developed.

The complexity and extremely high dimensionality of the FDI
problem for aircraft sub-systems require adequate tools. In

particular, the multi-dimensionality of the parameter space
associated with the dynamic response of the aircraft at abnormal
conditions exposes the FDI process to specific issues with
potential negative impact. Recently, a new concept inspired from
the biological immune system was proposed for aerospace systems
FDI"?. The Artificial Immune System (AIS)-based fault
detection operates in a similar manner to its biological counterpart
— according to the principle of self/non-self discrimination — when
it distinguishes between entities that belong to the organism (self)
and entities that do not (non-self). All appropriate parameters
must be identified that are capable of capturing the dynamic signa-
tures of each type of failure considered. Therefore, these
parameters characterise/define the ‘self” — or normal conditions —
and, for that matter, the non-self — or the abnormal conditions.
The concept of immunity-based fault detection originates from the
idea that an abnormal situation can be declared when a current
configuration of ‘features’ or ‘identifiers’ matches with a configu-
ration from a pre-determined set — detectors — known NOT to
correspond to a normal situation.

An integrated set of methodologies for AIS-based detection,
identification, and evaluation of a wide variety of aircraft sensor,
actuator, propulsion, and structural failures/damages has been
developed®” at West Virginia University (WVU) within NASA’s
Aviation Safety Program. As part of this effort, the development
of an integrated high-performance AIS-based FDI scheme using a
hierarchical multi-self strategy is presented in this paper. The
scheme is capable of detecting and identifying several categories
of sub-system abnormal conditions over an extended area of the
flight envelope. The effectiveness of the approach in terms of high
detection rate and low number of false alarms for the four
categories of failures is tested using data from the WVU motion-
based flight simulator. The aircraft model represents a supersonic
fighter including model-following direct adaptive control laws
based on non-linear dynamic inversion and artificial neural
network augmentation®?.

A brief review of the AIS paradigm and its application is
presented in Section II. The general framework for the devel-
opment and testing of the AIS-based FDI scheme is discussed in
Section III including aircraft sub-system failure modelling,
adaptive control laws, and motion-based flight simulator tests for
self definition and performance evaluation. The design of the AIS,
including data processing and detector generation and optimi-
sation, is described in Section IV. The design process of the
proposed AlS-based FDI scheme is outlined in Section V. Test
results, analysis, and evaluation of the FDI scheme performance
are presented in Section VI. Finally, some conclusions are
summarised in Section VII followed by acknowledgements and a
bibliographical list.
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Figure 1. Artificial immune system-based abnormal condition detection.

https://doi.org/10.1017/5S0001924000005352 Published online by Cambridge University Press


https://doi.org/10.1017/S0001924000005352

PERHINSCHI ET AL AIRCRAFT FAILURE DETECTION AND IDENTIFICATION OVER AN EXTENDED FLIGHT ENVELOPE USING AN... 45

2.0 THE ARTIFICIAL IMMUNE SYSTEM
PARADIGM FOR FAULT DETECTION

The mechanisms and processes of the biological immune system are
the inspiration for the AIS as a new artificial intelligence technique
for fault detection™?. In living organisms, specialised cells — T-
cells®® — are generated such that they do NOT match (negative
selection®)) specific ‘features’ of the organism cells, coded as
strings of proteins and polysaccharides. However, they can match
intruding agents and mark them for destruction. Applying this
paradigm to aircraft sub-system FDI requires that a set of adequate
‘features’ be defined. These ‘features’ can include various sensor
outputs, state estimates, statistical parameters, or any other infor-
mation expected to be relevant to the behaviour of the system and
able to capture the signature of abnormal situations. Extensive
experimental data are necessary to determine the ‘self” or the hyper-
space of normal conditions. Adequate numerical representations of
the self/non-self must be used and the data processed such that they
are manageable, given the computational and storage limitations of
the available hardware. The artificial antibodies — the detectors —
must then be generated and optimised. This process may be repeated
to generate several sets of detectors for different self configurations.
At this point, the obtained selves can be organised and classified
based on the capability of each one to detect and identify every type
of failure. Finally, a detection logic must be designed for real-time
operation with high detection rates and a low number of false
alarms. The block diagram of the general AIS design process®” for
fault detection is presented in Fig. 1.

3.0 FRAMEWORK FOR FDI SCHEME
DEVELOPMENT AND TESTING

3.1 Description of the failure modelling

Four types of failures were modelled to support the development and
testing of the FDI scheme: actuator, sensor, propulsion, and struc-
tural failures/damages. A brief description of the modelling approach
is presented next.

3.1.1 Actuator failure and control surface damage
modelling

Within this category, failure on left or right individual stabilator,
aileron, or rudder — since the aircraft considered is equipped with a
dual fin — have been considered. Two types of control surface failure
are modelled: stuck aerodynamic control surface and physically
damaged aerodynamic control surface. The first failure type corre-
sponds to an actuator mechanism failure and results in a locked
surface; in fact, at the failure occurrence, the control surface remains
fixed in the current position/deflection or moves to a pre-defined
position and remains fixed there. A failure involving a blockage of
the control surface at a fixed deflection does not alter the aerody-
namic properties of the control surface. However, each surface in a
pair (left and right) will have different deflections and the resulting
moments and forces are computed individually. The second failure
type corresponds to a physical destruction and/or deformation of the
control surface. It consists of a deterioration of the aerodynamic
control power of the control surface starting at the failure occurring
moment. A control failure that involves physical damage of the
control surface may alter the aerodynamic properties in manners that
can be both qualitative (affecting the nature of the aerodynamic
phenomena involved) and quantitative (affecting the magnitude of
characteristic parameters). More details and complete models are
presented in the references®’?®.
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3.1.2 Sensor failure modelling

Failures of the gyros on the three channels have been considered
within this category because their outputs are used within the control
laws. The simulated sensor failure implemented consists of an output
bias. The transition to the biased sensor output can be instantaneous
(step bias) or over a certain transient (drifting bias). Different
transients as well as different sizes of the bias can be defined. Thus,
two types of sensor failures are implemented: large step bias and
large fast drifting bias in the angular rate sensors®.

3.1.3 Aerodynamic surface damage modelling

For the purpose of this paper, only the damage of the wing is
modelled separately. Damages to other aecrodynamic surfaces may be
considered as failures of the respective actuators (loss of aerody-
namic control power). A simple model of wing damage is developed
considering both aerodynamic and gravimetric effects. The failure
type corresponds to a total or partial physical destruction and/or
deformation of the wing and different percent values along the wing
can be selected as damage affected area.

3.1.4 Engine failure modelling

Simple models for the following engine failures/malfunctions have
been implemented: stuck throttle, thrust runaway, and power/thrust
reduced control efficiency. The ‘stuck throttle’ failure implies
normal operation of the engine but no response to power lever
actuation. The ‘thrust runaway’ failure models a malfunction of the
fuel control system, which causes the increase of the fuel flow to
maximum and the increase of the thrust as a result. This is modelled
by increasing the throttle to maximum with first order dynamics and
time constant set-up by the user. Finally, the ‘power/thrust reduced
control efficiency’ is modelled by scaling down the throttle input by
a constant factor selected by the user. For this paper, only the latter
type of engine failure is considered.

3.2 Aircraft model and adaptive control laws

The aircraft aerodynamic model used was derived from a non-linear
model of a high performance military aircraft distributed by NASA
to academic institutions in 1990 within a student design compe-
tition®. This generic model was customised through the addition of
the aerodynamics modelling of canard surfaces for the purpose of
simulating the NASA IFCS F-15 research aircraft®”. The aerody-
namic and thrust characteristics are provided through 42 look-up
tables. The look-up tables have been subdivided to isolate the contri-
bution of individual aerodynamic surfaces, control surfaces, and
engines in order to be able to simulate structural damage, control
surface failure, and engine malfunction.

The direct adaptive control laws use a ‘model following’ architecture
based on non-linear dynamic inversion (NLDI) augmented with
artificial neural networks (NN). This architecture, presented in Fig. 2,
has shown capabilities for compensating tracking errors while internal
parameters including the NN gains and output remain bounded®”. It
should be noted that this particular control laws architecture is not
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Figure 2. General scheme of the NLDI+NN control laws.
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mandatory, in general, for the FDI scheme proposed in this paper.
However, parameters computed within these control laws were deter-
mined to possess very good detection capabilities and were used as
identifiers.

Consider the aircraft equations of motion in the general state
variable form given by:

X; =X,

%=/ (%u)
%= g (%) R
X,

where x = is the state vector, u is the control vector, and x, is the

X5
vector of controlled variables. Let us define the pseudo-control as:

=x,=/f (x,u) ..

Since, in general, f is non-invertible, an invertible approximation f°
can be used to determine the controls u necessary to achieve v:

u=/,"(x,v) )

The error associated with the approximation is then expressed as:

A =f(x,u) - f(x,u) @)

With these notations, combining Equations (2) and (4), the system in
Equation (1) can be re-written as:

3.‘1 =X .
{izAﬂf(x,u) O

Furthermore, let®”:

Jxu) = KX, — X)) + K, (Xarer = X2) T Kp(Xarer = X3) T Xorer — Oy

-(6)
If the tracking error (7E) is defined as:

X]r::f—xl 7
XZrL‘f—XZ Y ( )
then the error dynamics will result:
0
e+| [(vy —A)
vl LI .(®)

Next, the gain matrices K, K,, and K;, can be calculated with the
goal of ensuring asymptotic stability of the error system.

For our specific case, let the controlled state variables be the roll,
pitch, and yaw angular rates, that is x, = [pgr]". Within the NLDI
control laws, longitudinal and lateral stick (3, ) and pedal
(B4irypq) displacements are first converted into angular rate

peda
commands:

. 0 I
e_[{KfoKI~{KVHVK

p com = k/alslallllLk

qcum - g klon long;y e (9)

P = Sk, By, +Sin(0))

Next, first and second order reference models are used to determine
the desired aircraft response in terms of angular rates and their deriv-
atives such that Level 1 handling qualities are ensured®” if tight
command tracking is achieved. The reference models provide
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filtered reference angular rates (p,.9,.s",) and reference angular
accelerations (pm,,,q,‘,,r,e) using first order roll rate and second order
pitch and yaw rate transfer functions:

pref(s) = ;pcnm (S)

s+ Troll
2
g (s) _ ﬂ)}lpif(‘h q (S) (10)
ref \S) =73 2 com o
s+ zépit“hw”pitch +w"pitch
2
wntl]w
Tref (S) 2 2 Teom (‘5)
42 0, FO,

The inputs to the dynamic inversion (P,94,,r,) are computed using the
expression:

pc U Upad
QC = U - U e (1 1)
i“' U Urad

where (Up,sUyguisUry ) are augmentation commands generated by
adaptive NNs in order to compensate for the tracking errors e, e, e,.
These TEs are used to provide proportional, integral, and derivative
compensation. Pseudo—controls in terms of angular acceleration

commands (U,, U,, U,) are evaluated using:

K,
U, K+"+Kse+sp

K,
Uq = Pq s dgq g

K
U =K, + = +K, S |e, s,

.(12)

P ref

where K,, K, and K, are the constants of a proportional-integral-
derivative type controller, respectively. These gains are determined
to achieve adequate stability and performance characteristics at
closed loop conditions with the assumption that the inversion is
perfect or, equivalently, the NN compensation is perfect. Dynamic
inversion is then used to determine the necessary control surface
deﬂections (0,,9.,0,). Initially, control surface commands

(B agpsOecomOreon) are obtained with the following equation:
Samm p ¢ L]
:B*I q _1\4l (13)
8rm”, fc - Nl

L,, M,, and N, are the non-linear terms of the moment equations and B is
the state space system control matrix computed at one particular flight
condition. Finally, the control surface actual deflections are computed
from §,,,,.9..,,9.,, according to a control allocation algorithm.

An improved Radial Basis Function (RBF) NN to produce the
compensation terms U,,,,U,,, and U,, in Equation (11) has been
implemented for the purpose of this paper: the Extended Minimal
Resource Allocation Network®” (EMRAN). The EMRAN features a
growing and pruning mechanism allowing the allocation of
additional neurons in regions of the state space where the mapping
accuracy is poor while avoiding the excessive growth of the
network. Only the parameters of the most activated neurons are
updated; therefore, the computational effort is minimised for this
class of neural augmentation. For Gaussian basis functions, the
estimate is computed with the expression:

x,0) = zwiij] ... (14)
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where x is the input vector, 0 is the set of parameters to be tuned by
the learning algorithm including the weight w, the Gaussian centre
positions p, and the variances 6. A new neuron is initiated if three
distinct criteria are simultaneously satisfied: the estimation error, the
windowed estimation error, and the distance from the input to the
nearest centre must each be larger than selected thresholds. If one of
the criteria is not met, the tuning parameters are updated using the
relationship:
Pk

6(k+1)=6(k)—nm -e(k) ...(15)
(k)

where e(k) is the estimation error and 7 is the learning rate.

3.3 Flight simulator experiment

The experimental data were generated in the WVU 6 degrees-of-
freedom (DOF) motion-based flight simulator. The Motus 600 Flight
Simulator was interfaced with an external computer on which the
customised WVU IFCS F-15 research aircraft model was run within
the Matlab/Simulink environment to drive the entire simulator
system. This offers a very realistic flight simulation environment
allowing ‘true’ motion cues and high quality visual cues.

To define the self as completely and accurately as possible,
adequate coverage of the state space must be achieved. Extensive
experimental flight data is necessary to provide sufficient infor-
mation to ‘train’ the AIS system by generating antibodies capable to
recognise between normal and abnormal situations with high rate of
success. Different flight scenarios were performed over a wide area
of the flight envelope, defined based on nine specific reference
points (see Fig. 3) for Mach numbers between 0-6 and 0-9 and
altitudes between 9,000ft and 31,000ft. Flight tests start at steady
state flight condition #1 and continue to cover the nine points as
described by the arrows in Fig. 3. For example, one flight test starts
at #1, the aircraft is accelerated at constant altitude to point #4,
descended at constant speed to point #5, and then returned to point
#4 and #1. A total of eight such tests are necessary to cover the
testing flight envelope. The data from these tests are used to develop
the failure detection and identification scheme. Additional tests at
intermediate points (A, B, C, and D in Fig. 3) were performed to be
used as validation data.

The set of flight scenarios, lasting between 10 and 20 minutes
each, were designed to include steady state flight conditions, transi-
tions between steady state conditions, and mild to moderate
manoeuvers such as doublets, co-ordinated turns, and turns at
progressive bank angles. These flight tests were first performed

a4 9« - 2 > 3 31000
4
k) 6096 g 1 20000, )
2743 » . € < , 5 3000
0.6 0.75 09

Figure 3. Testing flight envelope.

various failure scenarios considering only one failure at a time, for
development and testing purposes. Additional test data were also
collected to be used for validation. The data from the simulator were
acquired at a rate of 50Hz. The simulated failures tested for the
purpose of this paper are outlined in Table 1.

4.0 DESIGN OF THE AIS FOR FDI SCHEME
DEVELOPMENT

4.1 Definition of self-characterising variables

A critical element for the success of the AIS-based FDI scheme is
the selection of the appropriate parameters (features) to capture the
dynamic signature of each and every type of failure. These
parameters characterise the ‘self” — or normal conditions and — for
that matter — the ‘non-self’, or the abnormal conditions. The
candidate parameters for self/non-self definition can, in general, be
grouped in the following five categories®”: aircraft state variables,
pilot input variables, stability and control derivatives, variables
generated within the control laws, and derived variables. They can
be instantaneous samples or time histories over constant or variable
windows. After a preliminary analysis®® of the detection potential of
a large number of candidate features, the following parameters were
selected for further use within the FDI scheme:

® angular rate tracking errors on all three channels x;:

under normal flight conditions. Then, they were repeated under X=X — X,y ...(16)
Table 1
Simulated failures
Failure Category Failure Type Description
Stabilator Blockage of the left or right stabilator at 8deg and 2deg
Actuator Aileron Blockage of the left or right aileron at 8deg and 2.5deg
Rudder Blockage of the left or right rudder at 8deg and 4deg
Sensor Large Step Bias (LSB) Step bias of 10 deg/s and 5 deg/s in the roll and pitch
Large Fast Drifting Bias (LFDB) rate sensors and 3 deg/s and 1 deg/sec in the yaw rate sensor
Loss of 15% of the left or right wing,
Structural Wing damage to produce loss of affecting the ‘efficiency’ of the aileron control surface.
aerodynamic properties and mass Loss of 6% of the left or right wing without affecting
the ‘efficiency’ of the aileron control surface.
Engine Loss of power/thrust Loss of 98% and 60% of the thrust of the left or right engine.
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where x = p, g, or r (roll, pitch, or yaw rate) and x,, is the
reference rate determined within the model-following control laws
directly from pilot input to meet first or second order responses as
required for good handling qualities.
® sclected aircraft states such as sideslip angle (B) and longitu-
dinal acceleration (a,).

® NN output on all three channels (angular accelerations)
NNt = [NNoupr NNy NNouis] = [Upais Usaas Uradl .37

® Main quadratic estimation error (MQEE) parameter!'*'?:

MQEE(k) = %[(p(k) ~ P (0 +(400) = Gy (B)) + (7 (k) =7 (0))' |

... (18)

where p(k), q(k), and r(k) are measurements of angular rates at
sample k£ and P, (k)9 ,n(k), 7\ (k) and are neural estimates of the
angular rates based on sensor measurements including the respective
gyro, over a specified time window.

® Output quadratic estimation error (OQEE) parameter™'?:

OQEE(k) = %[(ﬁl)NN (k) . i)MNN (k))2 + (é/)mv (k) - éMNN (k))z + (fI)NN (k) - ’:MNN (k))2:|

...(19)

where P:),W (k). 4,y (k),and rpyy (k) are neural estimates of the angular
rates based on sensor measurements that do NOT include the
respective gyro, over a specified time window.

® Decentralised quadratic estimation error (DQEE)
parameter*'?:
1,.
DQEEx(k)=5(x])NN(k)—x(k))2, xX=p,q,r . (20)

The parameters defined in Equations (16) through (20) were
grouped in five feature configurations for self definition, as
presented in Table 2. Self#1 includes the NN outputs in terms of roll,
pitch, and yaw rates. Self#2 considers additionally the DQEE
parameter for the three angular accelerations. Self#3 consists of the
NN outputs and the angular rate tracking errors on the three
channels. Self#4 is the same as Self#2 plus the MOEE and OQEE
parameters for the roll, pitch and yaw rate channels. Since the
Self#2, #3, and #4 contain parameters that are based on NN estima-
tions of sensor outputs, it is expected that these configurations
capture the malfunction of the sensors. Finally, Self#5 includes the
NN output of the yaw gyro channel, the sideslip angle, and the longi-
tudinal acceleration of the aircraft.

Table 2
Feature configurations for self definition
Self Number Features Solution Space
Dimension
Self#1 NNy 3
Self#2 NN,,,.and DQEE, 6
Self#3 NN, and x; 6
Self#4 NN,,... MQEE, OQEE and DQEE, 8
Self#5 NN,,.,, P and a, 3

4.2 Representation of self

A process that is of absolute importance for the AIS is the matching
between the detectors and the explored data (data subject to the
detection process). This is the equivalent of the biological matching

https://doi.org/10.1017/5S0001924000005352 Published online by Cambridge University Press

between the antibodies and antigens, which is the basis for the
recognition and selective elimination mechanism of intruding agents.
In general, the matching rules rely on metrics for comparison and a
logic to produce a binary output — match or not-match. They depend
on the type of data representation. Data representation has an
important impact on algorithm effectiveness and performance. It
determines the possible matching rules, the detector generation
mechanisms, and the detection process. In this paper, a real-valued
vector representation is implemented. Within the real-valued vector
representation, each data item is a vector of real numbers®”. The
matching rules and the measure of difference or similarity are based
on the numeric elements of the vector, which are implicit in the
Euclidian distance between the components tested®”. With this type
of representation, a condensed data version using a reduced number
of parameters can be achieved by replacing clusters of data by
circumscribed geometrical hyper-bodies. The characteristics (shape)
of these bodies have an impact on the efficiency of the detector
generation process and on the detection itself. They determine how
well the non-self is covered, how many detectors are necessary, and
how intensive the computational process is. For the purpose of this
paper, only hyper-sphere shapes for the self/non-self are considered.

4.3 Generation of detectors

Existing algorithms have been evaluated, customised, and integrated
within an evolutionary algorithm (EA)-based design tool for detector
generation and optimisation®®. The two-phase EA achieves optimi-
sation of the detector set for good detection performance and compu-
tational effectiveness. However, for the purpose of this paper only
the first phase was considered. An enhanced negative selection
algorithm for real-valued representation with variable detector radius
(ENSA-RV) has been designed and implemented.

Starting with an initial set of candidate detectors, located
randomly in the non-self of an n-dimensional hyper-space, the
algorithm performs a selection process based on two criteria: no
overlapping with the self and a desired predetermined coverage of
the non-self. At every iteration, the radius of each detector is
computed using the distance between the candidate detector and the
nearest self cluster. Since a minimum radius r, is permitted for
detectors, the distance between centres must be greater than or equal
to the sum of r, and the radius of the cluster r,. Because a better
coverage is achieved when a minimum overlapping among detectors
is allowed, an overlapping measure w; of a detector with respect to
the others is calculated during the maturation process®”. For an
overlapping threshold value w,,, every detector is selected as mature
if the condition w;, < w,, is satisfied. Eventually, if w, = 0, that
particular detector is selected to have a number of N, = 2n clones
around it. The centre of the first clone is placed at a distance equal to
one radius and along a random direction. The remaining clone
centres are generated at 90° angles with respect to the first one in n-1
orthogonal planes. If 0 <w, < w,,, only one centre clone is generated
at a direction opposite to the nearest element (mature detector or
cluster self). For this operation, an updating rule is used to determine
how far the clone element is located at every iteration. Additionally,
the NMOV smallest rejected detectors are selected to be moved in
opposite direction of the mean centre of the k-nearest elements. The
same updating rule used in the detector cloning operation is used in
the detector movement step as well. Finally, a set of NRD random
centres is inserted; the radius of the mature detectors calculated, and
the coverage and overlapping computed. The process can be stopped
after a prescribed number of iterations, when a prescribed maximum
number of acceptable detectors has been reached, or when a desired
coverage of the non-self has been achieved. The algorithm can
optimise the requirements for no overlapping among non-self
detectors and self and minimum un-covered areas in the non-self.

The five sets of features presented in Table 2 were used to define
the ‘self” as a set of hyper-spherical clusters. Corresponding
detectors were generated in each case.
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5.0 IMMUNITY-BASED DETECTION AND
IDENTIFICATION SCHEME

5.1 Integration of self patterns

The capabilities of the four different sets of features for the detection
of every type of failure have been analysed. The quantitative evalu-
ation has been defined by using two specific metrics. Assuming
typical binary outcomes, the results of the detection can be
categorised as:

® TP — True Positives: abnormal data points detected as abnormal

® TN — True Negatives: normal data points not detected as
abnormal

® FP — False Positives: normal data points detected as abnormal

® FN - False Negatives: abnormal data points not detected as
abnormal

The detection rate (DR) is defined as the ratio between abnormal
data points detected as abnormal divided by the total amount of
abnormal data points:

P

R=——"x100 ..2D
TP+ FN

The false alarm rate (F4) is defined as the ratio between normal data
points detected as abnormal divided by the total amount of normal
data points:

FP

e TN+FPx100 - (22
The detection performance for every self and failure has been deter-
mined and is presented in Table 3 in terms of detection rate for high
magnitude failures and false alarms. The results represent the
averages over different tests around the flight envelope. Note that
every self presents at least one acceptable performance for one of the
failures considered. For instance, the Self#1 shows a poor detection
for the sensor, aileron, and engine failures, but an acceptable
detection for all other failures with very low false alarms. The fact
that different selves favour the detection of particular types of
failures is used in this paper to develop an integrated scheme where
different self configurations ensure overall high detection rate and
low number of false alarms.

5.2 Detection and identification scheme using a hierar-
chical multi-self strategy

The Hierarchical Multi-Self (HMS) strategy scheme relies on the
assumption that within a class of failures, differences between failed
elements may be captured by different numbers and/or types of
‘features’ as compared to the ones necessary to detect the class.
Thus, a specific set of parameters could favour the identification of
some particular failures better than others. The method avoids using
one large dimensional self for centralised detection and/or identifi-
cation and instead divides the process into several components, each
supported by lower dimensional selves. This approach requires
building failure specific ‘selves’ and identification of low dimension
spaces for hierarchical ‘selves’ definitions. As shown in Fig. 4, the
online detection and identification process is performed using two
main components. The first one uses an integrated block of self
patterns which performs the detection phase. The second component,
where the identification phase is performed, attempts to ensure the
correct identification of categories and sub-categories of failures at
different levels.

Detection is considered to be the process leading to declaring that
an abnormal condition in any of the sub-systems is present. During
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this phase, sets of current values of the features measured in flight at
a certain sampling rate are compared against the detectors that have
been generated for every self configuration as shown in Fig. 5. A
detection parameter ( is calculated, which represents the number of
consecutive points over a window  that trigger detectors, summed
over all selves. If { is within a certain range, a failure warning is
issued, but if { exceeds an upper bound, a failure is declared and the
identification phase starts.
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Table 3
Detection performance of different self configurations
Nominal
Failure Test Data Test Data
Self Detection Rates (%) False
# detectors
Configuration Alarms (%)
Actuator Failure Sensor Failure Structural Engine
New data
Stabilator Aileron Rudder LSB LFDB Failure Failure
1-A: 0-60
p: 19-52 | p: 2467
L:99-96 L:99-96 L:93-01 L:99-80 L:3313 1-B: 1-17
SELF#1 875 q: 1537 | q: 1567
R: 9897 R: 9996 R: 8876 R: 9998 R: 3322 1-C: 093
r: 53:92 | r: 62-48
1-D: 1-05
1-A: 2-13
p: 9247 p: 84-03
L: 9998 L: 99-96 L:96:14 L:99-86 L:32:12 1-B: 125
SELF#2 1331 q: 95-32 q: 78-:07
R:99-98 R: 100 R: 8841 R:99-74 R: 40-06 1-C: 0-08
1: 9377 . 9558
1-D: 0-96
1-A: 0
p: 951 p: 2:60
L: 98-62 L:99-98 L:62-59 L: 100 L: 1510 1-B: 0-01
SELF#3 325 q: 98-98 q: 99-57
R: 100 R:99-97 R:43-85 R: 100 R: 771 1-C: 0
r: 89:76 | r:91-00
1-D: 0
1-A: 0-61
p: 9572 p: 97-82
L:92:97 L:99-98 L: 74-90 L: 9892 L: 24-44 1-B: 1-24
SELF#4 918 q: 6636 | q: 5899
R:99-30 R: 100 R: 53-00 R: 100 R: 15-36 1-C: 0-22
1: 94-84 1: 97-88
1-D: 1-30
1-A: 0-74
p: 240 p: 0-66
L on. L: 083 L: 66-43 L: 39-59 L:17-19 1-B: 0-01
SELF#5 512 L:90-66 q: 161 q:0-18
R: 417 R:69-39 R: 5115 R:25-25 1-C: 1-14
R:36:94 3175 | 13175
1-D: 0-04
Table 4
Detection performance of the HMS strategy
Nominal
Failure Test Data
Test Data
Detection Rates (%)
False Alarms
(Convention: x-x = Magnitude — Subsystem fail)
(%)
Actuator Failure Sensor Failure Structural Engine
New data
Stabilator Aileron Rudder LSB LFDB Failure Failure
2-L: 956 5-p: 954
2-L:99-8 4-L:91-4 10-p: 97-6 6-L: 99-3 60-L: 3616 | 1-A:2-08
5-L: 100 10-p: 97-1
8-L: 100 8-L: 99-2 10-q: 100 15-L: 100 98-L: 6275 | 1-B: 192
8-L: 100 5-q: 99-8
2-R: 100 4-R: 859 1-r: 973 6-R: 99-8 | 60-R: 1607 | 1-C: 1-57
2-R: 935 10-q: 100
8-R: 100 8-R: 97-7 3-r: 100 15-R: 100 98-R: 60-71 | 1-D: 1-59
8-R: 100 3-r: 100
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Table 5
Pre-ldentification performance of the HMS strategy

Failure Category (Identification Rates (%))
Failure Type
Stabilator | Aileron Rudder Sensor Structural Engine Unknown
2deg-L: Stabilator 98-16 0 0 0 0 0 3-41
8deg-L: Stabilator 96-58 0 0 0-09 0 0 1-73
2deg-R: Stabilator 96-41 0 0 0 0 0 2:30
8deg-R: Stabilator 97-69 0 0 2:26 0-98 0 0-34
2-5deg-L: Aileron 0-32 99-10 0 0-02 0-53 0-02 0
8deg-L: Aileron 0-83 96-29 0 0-07 2-8 0 0
2-5deg-R: Aileron 0 98-37 0 0-24 1-25 0-12 0
8deg-R: Aileron 0 100 0 0 0 0 0
4deg-L: Rudder 0 4-85 92-83 2:23 0-07 0 0
8deg-L: Rudder 0 0-09 91-03 8-85 0-008 0 0
4deg-R: Rudder 0 0-62 98-05 1-26 0-04 0 0
8deg-R: Rudder 0 0-47 98-61 09 0 0 0
5-p: LSB 0 0-41 0 94-74 0-14 4-32 0-37
10-p: LSB 0 0-33 0 95-76 0-08 1-26 2-55
5-q: LSB 1-36 0 0 97-56 0 1-07 0
10-q: LSB 0 0 0 100 0 0 0
1-r: LSB 0-04 1-45 0 94-35 0-39 3-33 0-41
3-r: LSB 0 0 0 99-66 0 0-33 0
6-L: Structural 0 3-03 0 0-10 96-83 0 0-02
15-L: Structural 1-15 3:25 0 0 94-21 0 1-37
6-R: Structural 0-15 1-93 0 0 9779 0 0-10
15-R: Structural 0-07 229 0 0 9691 0 0-70
60%-L: Engine 0 8 0 1 6-16 84-83 0
100%-L: Engine 0 0-71 0 4-03 0-32 94-92 0
60%-R: Engine 0 21-66 0 0-45 6:06 71-81 0
100%-R: Engine 0 177 0 423 0-15 93-83 0
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Within the non-self detectors, sub-sets can be identified to corre-
spond to specific categories of abnormal conditions for identification
purposes. The approach implies the use of the negative selection
strategy and a priori knowledge of specialised detectors®”. However,
positive selection can also be applied to determine the sets of
specialised detectors or identifiers for known failures for which data
is available. Such information can be obtained from tests,
simulation, or analysis. Thus, the identification phase of the HMS is
based on identifiers instead of detectors. This implies that it is not
necessary to use for identification the same antibodies used in the
detection phase (called detectors). For detection, the detectors are
designed with a variable size in such a way that they cover the
largest volumes of the non-self space as possible. The bigger the
detectors are, the smaller the detection time. However, bigger
detectors may not be convenient during the identification phase,
since they can be activated for two or more types of failure, so they
need to be redefined using a finer resolution. The process of
selecting the identifiers is performed by applying the positive
selection method to the flight tests at failure conditions. In this way,
the candidate identifiers are labeled according to the type of failure
and will be selected as identifiers when the activation is guaranteed
only for that particular failure. With this approach, the number of
false identifications is reduced considerably.

The identification phase is performed in two steps:

®  Pre-identification. The failure is attributed to one of the four
categories: control surface, sensor, structural, or engine failure.
As shown in Fig. 6, the category is determined based on the
number of times each set of identifiers is activated for a
particular failure category. The preliminary result is compared
with the output of the other identifier sets. The most repetitive
result will be considered as the identified category.

Identification. If the failure is classified as actuator failure, the
failure is identified to be a left or right stabilator, aileron, or
rudder failure. If pre-identified as a sensor failure, it is
identified to be a roll, pitch, or yaw rate sensor failure. If pre-
identified as a structural failure, the abnormal condition may be
identified as affecting the left or right wing. Finally, if a
propulsion failure was declared, it must now be determined if it
affects the left or the right engine. The identification is
performed by analysing which of the identifiers have been
activated. The identifiers have been labeled previously to
represent specific sub-categories of failures through an off-line
process based on positive selection strategy performed
repeatedly on selves at each failure sub-category. The identifi-
cation decision is taken based on a majority vote.

¥ Self#l Sel t#2

120 7
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To test the detection and identification capabilities of the proposed
HMS strategy, the five selves outlined in Table 3 have been
combined in an integrated scheme as described in Fig. 5. The results
are presented and analysed in the next section.

6.0 TEST RESULTS, ANALYSIS, AND
EVALUATION OF THE FDI SCHEME
PERFORMANCE

6.1 Detection performance of the HMS strategy

The detection outcome is a binary output produced at the sampling
rate of S50Hz based on a moving time window of width @ = 10
seconds for each self and a relative detection threshold of 30%,
which represents the number of consecutive points over the window
that trigger detectors, summed over all selves. With these
parameters, the detection time for all cases considered was less or
equal to 0-06s. The results are summarised in Table 4 for different
magnitudes of failures and represent the average over different
points in the flight envelope.

As compared to the results presented in Table 3 for
individual/isolated detector sets, the HMS approach improves signif-
icantly the detection performance for all type of failures. For the
stabilator, aileron, yaw gyro, and structural failures, for example, the
detection rate reaches 100%. Not only the detection rate is improved;
the false alarms are also reduced significantly.

Note that the engine failure is the only one that presents a lower
detection rate. In fact, none of the five selves outlined in the Table 3
achieves a very good detection performance for this type of failure.
This is due to the fact that the available identifiers possibly relevant
to engine operation such as sideslip angle and longitudinal acceler-
ation included in self #5 are not sufficient to capture the signature of
this failure and additional measurements of engine internal
parameters must be used. A more detailed engine model providing
such information was not available for the purpose of this paper.

As shown in the results, the good detection performance of the
HMS is recorded over a wide area of the flight envelope. Note that
validation data includes flight tests to the points A, B, C, and D as
shown in Fig. 4. The low number of false alarms recorded implies
that the nine points selected to define the testing area of the flight
envelope are sufficient and no additional test at intermediate points
are necessary to train the AIS.

Selfi#d B Self#5 MBHMS

100

Loss of 15% of Left
Wing

Loss of 98% of Power
Thrustin Left Engine

Types of Failures

Figure 7. Detection rate of different self definitions compared with the proposed HMS strategy.
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Table 6
Identification Performance of the HMS strategy

a. Actuator Sub-System Failures

Failure Type L R: L R:
Stabilator | Stabilator | Aileron | Aileron
2deg-L: Stabilator 100 0 - -
8deg-L: Stabilator 100 0 - -
2deg-R: Stabilator 0 100 -- --
8deg-R: Stabilator 0 100 - -
2-5deg-L: Aileron -- -- 100 0
8deg-L: Aileron -- - 100 0
2-5deg-R: Aileron -- -- 0 100
8deg-R: Aileron -- -- 0 100
b. Sensor Sub-System Failures
Failure Type p: LSB q: LSB r: LSB
S5deg/sec-p: LSB 100 0 0
10deg/sec-p: LSB 100 0 0
Sdeg/sec-q: LSB 2:03 97-97 0
10deg/sec-q: LSB 1°6 98-40 0
1deg/sec -r: LSB 0 0 100
3deg/sec -1: LSB 0 0 100
c. Structural Sub-System Failures
Failure Type L: Structural R: Structural
6%-L: Structural 100 0
15%-L: Structural 100 0
6%-R: Structural 0 100
15%-R: Structural 0 100
d. Engine Sub-System Failures
L: Engine R: Engine
60%-L: Engine 100 0
100%-L: Engine 98-75 1-25
60%-R: Engine 0 100
100%-R: Engine 0 100
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Figure 8. False alarms of different self definitions
compared with the proposed HMS strategy.

In general, these results confirm the fact that better detection
performance can be achieved by using an integrated self scheme
instead of considering individual self configurations.

6.2 Identification performance of the HMS strategy

Once a failure condition is declared by the detection phase scheme,
the identification phase starts to perform a pre-classification
according to the four category failures considered. Tables 5 and 6
summarise the results for the identification of different types of
failures using a new set of flight validation data different from the
one used for training. Note that unknown abnormal conditions have
been considered as well. This unknown condition is declared when
some antibodies are activated but they do not belong to any of the
identifiers set. It should be noticed that the rudder failure was
considered only during the pre-identification process. This is
because the effect of this type of failure on the dynamics of the
aircraft is practically invariant with the component failed, left or
right. Therefore, the accommodation tasks related to this failure can
be considered the same for either of the two sides. This makes the
actual identification of this type of failure irrelevant.

These results show excellent failure pre-identification and identifi-
cation achieved using the HMS strategy. Figures 7 through 9
summarise the main results in terms of detection and pre-identifi-
cation performance for some types of failures. Figure 7 presents a
comparison between the selves outlined in Table 2 and the HMS
scheme for high magnitude failures. Note that the HMS achieves
high detection rate for all failure cases while keeping low false
alarms, as shown in Fig. 8. The use of HMS provides potential
benefits as an alternative to individual ‘self’ configurations. In
addition, Fig. 9 shows that the HMS is capable of high identification
performance for a variety of failure categories.

Although the performance results of the HMS have been obtained
using a hyper-sphere self/non-self representation, the approach can
be expanded to other hyper-shapes such as hyper-cubes, hyper-
ellipse, or even the combination of them. Thus, the HMS can
produce a flexible scheme and extract the best characteristics of
different feature definitions and integrate them to improve detection
performance characteristics.

In this paper, all the variables used to create the selves are defined
in the time domain. It is expected that including frequency domain
identifiers could improve the access to the fingerprints of certain
failure classes. The HMS would permit the development of such
hybrid detector spaces within the same scheme.

All the analysis presented in this paper is based on data generated
from flight simulation tests. However, the authors have performed
preliminary tests of a similar FDI scheme using actual flight data
from a reduced-size unmanned aeroplane®”, which confirmed the
promising capabilities of the proposed approach. The on-line compu-
tational effort is reduced allowing for real-time operation without
special algorithms or equipment. It is envisioned that the AIS
paradigm in combination with the HMS can successfully be used for
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Figure 9. Pre-identification performance of the proposed HMS strategy.

numerous real-time aerospace applications such as providing
increased situational awareness for pilots, control, or monitoring
systems, aircraft system health management, augmentation of
adaptive flight control laws, and monitoring and control of space
exploration systems.

7.0 CONCLUSIONS

An integrated artificial immune system-based scheme for the
detection and identification of aircraft sub-system failures has been
developed and implemented using a novel hierarchical multi-self
strategy. Testing on a 6-DOF motion-based flight simulator for a
wide region of the flight envelope demonstrated the effectiveness of
the HMS for aircraft FDI.

Based on the observation that reduced size sets of specific identi-
fiers can typically capture the fingerprint of numerous
individual/isolated failures, the implementation of the HMS allows
consistent and comprehensive integration and substantial flexibility
for easy expansion and updating when additional information
becomes available.

The detection and identification capabilities have been demon-
strated in terms of low false alarm and high detection and identifi-
cation rates for different aircraft actuator, sensor, propulsion, and
structure failures/damages. The results confirm the fact that using an
integrated multiple-self approach instead of considering self configu-
rations separately can significantly improve the detection perfor-
mance while ensuring that the multi-dimensionality of the feature
space remains manageable.

The results presented in this paper demonstrate that the proposed
HMS within the AIS paradigm for aircraft FDI is able to mitigate
multi-dimensionality issues, distinguish between numerous types of
failure, and achieve robustness with respect to failure severity and
difference in flight conditions over large regions of the flight
envelope.

The proposed approach can potentially have a significant impact
in the areas of failure detection and adaptive flight control systems
by providing the tools for a comprehensive/integrated solution to the
problem of aircraft sub-system FDI.

Recommendations for future work include the development of
hybrid identifier sets (in the time domain and frequency domain), the
investigation of robustness with actual flight data, and the analysis of
the interaction with the human pilot.
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