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Understanding the behaviour of particles entrained in a fluid flow upon changes in
flow direction is crucial in problems where particle inertia is important, such as the
erosion process in pipe bends. We present results on the impact of particles in a
T-shaped channel in the laminar–turbulent transitional regime. The impacting event
for a given system is described in terms of the Reynolds number and the particle
Stokes number. Experimental results for the impact are compared with the trajectories
predicted by theoretical particle-tracing models for a range of configurations to
determine the role of the viscous boundary layer in retarding the particles and
reducing the rate of collision with the substrate. In particular, a two-dimensional model
based on a stagnation-point flow is used together with three-dimensional numerical
simulations. We show how the simple two-dimensional model provides a tractable
way of understanding the general collision behaviour, while more advanced three-
dimensional simulations can be helpful in understanding the details of the flow.

Key words: multiphase and particle-laden flows, particle/fluid flow, pipe flow boundary
layer

1. Introduction
When particles are dispersed in a fluid flowing in a channel, and the direction of

motion changes abruptly, particle collisions with the constraining surface may occur.
For instance, if we consider a pipe flow through an elbow or T-shaped section, where
particles are dispersed in the fluid, particle inertia can play a role in leading to an
impact that can potentially produce damage of the surface. Such solid particle erosion
(SPE) is a well-known phenomenon in industrial piping systems (see, for example,
Levy 1995). A wide range of experimental and computational studies have been
performed on piping systems including both straight sections and bends to evaluate the
damage caused by SPE. One such technique utilizes jet impingement on a surface in
which, for example, the influence on the strike angle or substrate and erodent material
may be considered. An alternative approach to study erosion at high impact speeds is
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to perform a ‘pot erosion test’, in which a rotor spins in a pot filled with the slurry
containing the erodent under investigation. A more detailed account of SPE work
comprising experimental and computational approaches is presented in table 1.

In all of the indicated literature the principal goal is to evaluate the damage to the
boundaries, and hence the results depend strongly on the chosen material and/or on
the erosion model applied. In this paper we approach this problem in a more general
way, by focusing experimentally and theoretically on the specific particle path towards
the wall that leads to an impact, rather than the actual damage caused. In particular,
we consider high-Reynolds-number laminar, particle-laden flows within a T-junction,
which are characterized by the particle size and density, the details of the flow field
and the system geometry. We evaluate particle trajectories by direct visualization of a
range of experiments, and from their traces collect information on local direction and
speed, final strike angle and position.

There is a wealth of literature describing the flow within similar geometries for a
variety of Reynolds numbers, defined by Re = ρf UL/µ, where ρf and µ denote the
fluid density and viscosity, respectively, U the mean flow velocity and L the typical
cross-section of the channel. However, the majority of this work focuses on much
smaller devices, often with different arrangements of inlets and outlets, for example
the flow in a microfluidic L-bend, T-channel or fork-shaped element (Haller, Woias
& Kockmann 2009; Kockmann & Roberge 2011). The simplest study of particle
collisions arises in the settling of dense particles in a static fluid. Such configurations
allow the determination of the restitution coefficient, that is, the ratio between the
rebound and the impact velocity (see, for example, Li, Hunt & Colonius 2012). These
results are influenced by the type, asperity and shape of the surface and impacting
particle (Sommerfeld & Huber 1999; Chun & Ladd 2006; Yang & Hunt 2008). The
introduction of a flow field, as examined in this paper, clearly has a dramatic effect on
the observed impact behaviour.

Early work in the area of inertial impactors (i.e. devices used for particle size
analysis) attempted to identify the parameter space for which particles will impact
a flat wall. In these studies, gas–particle flow through a nozzle with circular cross-
section, or an infinitely long slit (i.e. the two-dimensional counterpart of the T-junction
geometry considered in our work) has been analysed (Marple & Liu 1974; Rader
& Marple 1985). This previous work isolated the particle Stokes number and the
Reynolds number of the flow as the principal dimensionless parameters that dictate
whether particles impact or not. However, Marple and coworkers did not determine
a simple regime map for when particle–wall collisions occur, and focused on large
density ratios ρ = ρp/ρf only (ρp denotes the particle density). More recent work
has considered the simulation of gas–particle flow in more complex three-dimensional
geometries (see, for example, Vinchurkar, Longest & Peart 2009) although, again,
simple regimes for particle–wall collisions have not been established.

Many studies consider the fluid mixing that arises in small T-shaped junctions where
two miscible liquids enter the lateral branches of a T-junction, meeting and eventually
mixing as they flow together in the converging channel towards the outlet (see, for
example, Wong, Ward & Wharton 2004; Adeosun & Lawal 2009; Dreher, Kockmann
& Woias 2009). Another flow configuration often used to study mixing phenomena
is that in which the two inlets meet perpendicularly to each other at the T-junction
and then move towards the outlet, which has been studied, for example, by Bruecker
(1997) using three-dimensional particle image velocimetry. Although the geometry is
essentially the same as the conventional T-junction we consider in this paper, the flow
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configuration is completely different for mixing applications and particle–wall impacts
are not considered.

The advent of greater computational power has enabled the recent extension of
modelling techniques to general particle behaviour within turbulent flow regimes (see,
for example, Guha 2008; Toschi & Bodenschatz 2009, for a comprehensive review).
At high Reynolds numbers, in the range 8 × 103 < Re < 1 × 105, experiments and
simulations on impact and rebounding particles reveal that the particle behaviour and
rebounding flow pattern near the wall is mainly dominated by particle inertia (Tu
2000; Tu et al. 2004).

The aim of our work here is to consider a scenario in which a dispersion of particles
is made to flow in a high-Reynolds-number laminar flow while abruptly changing
direction at a T-junction. The majority of the literature related to the study of similar
flow regimes focuses attention on an inviscid flow (see, for example, Benchaita et al.
1983). Our paper extends the work in the field of particle impact to consider a
spectrum of flow regimes in larger T-junction configurations that allow for the size of
the viscous boundary layer, adjacent to the wall, to be non-negligible when compared
with the size of a particle. Consequently, the viscous boundary layer may have an
appreciable effect on the particle behaviour and impact dynamics. In addition we
obtain insight into the key parameters that govern whether a particular configuration
will generate wall impacts by considering a fully three-dimensional simulation of
the flow behaviour. We exploit observations made about the flow field to derive a
reduced two-dimensional model that is used to show that, for a given T-junction
set-up, the system behaviour may be captured by three key dimensionless parameters,
which describe respectively the flow field, the entrained-particle characteristics and
the system geometry. The two-dimensional model is validated against both the three-
dimensional simulations and the experimental observations. Finally, the theory is used
to present phase diagrams that capture the features of any laminar flow field, viscous
boundary layer and particle character to determine whether a system configuration will
give rise to particle impacts, providing a significantly reduced characterization of this
complex problem.

2. Experimental set-up

To study the influence of inertia on the particle–wall collisions, an aqueous
dispersion of particles of different sizes and materials are injected into a flow in a
transparent polycarbonate T-shaped channel with a square section of lateral dimensions
L= 0.48 cm. In particular, we vary the particle-to-fluid density ratio in the range 1–4.5
by choosing beads made of polymethyl methacrylate (PMMA, with particle density
ρp = 1180 kg m−3), ordinary silica glass (SiO2, ρp = 2500 kg m−3), ZrO2/SiO2 glass
(ρp = 3800 kg m−3) and high-density barium titanate (TiBa) glass (ρp = 4500 kg m−3).
In addition, we cover more than an order of magnitude in particle radii ranging over
a = 10–350 µm (see table 2). A sketch of the set-up used in the experiments is
provided in figure 1(a). The flow is driven by a centrifugal pump (ViaAqua 3300) and
the flow enters the device from the top and exits laterally via two outlets. Owing to the
symmetry, the flow rate at one of the outlets is exactly half of the flow rate at the inlet.

The fluid used is a mixture of deionized water and glycerol (Sigma-Aldrich) in
order to vary the viscosity (µ) and density (ρf ) of the fluid to cover a wide range of
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FIGURE 1. (Colour online) (a) A sketch of the experimental set-up. (b) A schematic of
the T-shaped channel with the lateral size of the square-section channel, L, and the viscous
boundary-layer thickness, δ. (c) A high-speed image of the impact zone where pure water is
seeded with 97 µm radius TiBa glass particles (Re= 6500). (d) A plot showing a sequence of
particle positions that depicts the trajectories of the impacting particles as obtained from the
MATLAB routine.

Material ρp (kg m−3) a (µm)

Ti Ba glass a 4500 21, 50 d, 69 d, 97, 163 d

ZrO2/SiO2
b 3800 350

SiO2
b 2500 75, 128, 175

PMMAc 1180 10

TABLE 2. Characteristics of the particles used in the experiments. a The particles were
supplied by MO-SCI Specialty Products L.L.C., b the particles were supplied by GlenMills
Inc., c the particles were supplied by Microbeads Spheromers CA 20, d the particle size
tested but not shown in the experimental results below.

Reynolds numbers, Re, defined as

Re= ρf UL

µ
, (2.1)

where U is the volume-averaged fluid velocity at the inlet. The glycerol–water ratios
used, the respective densities and viscosities of the fluids, the average fluid speed that
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Glycerol (%) ρf (kg m−3) µ (Pa s) Ua (m s−1) Re

0 997 0.00089 1.21 6500
10 1021 0.00114 1.17 5000
20 1045 0.0015 1.09 3600
30 1071 0.0021 1.06 2600
40 1097 0.0032 1.01 1700
50 1124 0.005 0.91 980
60 1151 0.0087 0.76 480
70 1178 0.017 0.47 160

TABLE 3. Characteristics of the fluid used in the experiments. a Average velocity
corresponding to the highest flow rate achievable under these conditions.

could be attained at the highest flow rate and the associated channel Reynolds numbers
are shown in table 3.

A typical experiment is conducted by recording high-speed images (up to 35 000
fps) of the impacting particles using a high-speed camera (Vision Research, Phantom
v7.3) and by tracing the particle trajectories using an in-house MATLAB code. An
example of the results obtained from the image analysis is given in figure 1(d),
where we show the measured trajectories of an ensemble of particles impacting the
bottom surface of the T-shaped channel. The particles may be traced by performing
the experiments with the camera focused in the plane z = 0, i.e. at the centre of the
channel. Our MATLAB routine is designed to track only particles that are perfectly in
the focal plane and, as we are using an objective with a wide aperture (i.e. a Sigma
105 mm F2.8 EX DG Macro), the majority of the measured trajectories are based on
particles that are exactly in the z = 0 plane. In our case the depth of field (DOF) can
be evaluated with the following approximate formula valid for close-up imaging:

DOF≈ 2Nc
m+ 1

m2
(2.2)

where N is the f -number of the lens used, c is the so-called circle-of-confusion and m
is the magnification of the lens. In our case N = 2.8, c ≈ 0.014 mm (as the Phantom
v7.3 camera we are using has a 17.6× 13.2 mm2 sensor size) and m= 1 for the macro
lens we are using at the minimum focus distance. With these figures we obtain a
DOF≈ 0.16 mm.

Our particle-tracing approach provides two-dimensional information on the
instantaneous position, speed, and direction of each particle and, in the case of a
collision, it is possible to obtain information on the strike speed and angle. While we
cannot measure the third (i.e. depth) component of the particle velocity (and, hence,
the true strike angle), we argue that this velocity component is of relatively little
importance, since the velocity components in the main flow direction are much larger
than that in the spanwise direction. This feature is especially true when looking at the
midplane of the T-junction, as shown in the next section.

A key parameter in determining the influence of hydrodynamic effects on whether
a particle will impact a surface is the thickness of the viscous boundary layer on the
lower boundary, which is given by δ =√µ/ρf γ̇ , where γ̇ is the reference shear rate.
While the shear rate will be a function of position in the T-junction, here we choose
γ̇ = U/L, so that δ = L/

√
Re provides an approximate value for the boundary-layer

thickness.
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A second parameter in the problem is the ratio of the radius of an entrained
particle, a, to the lateral size of the T-junction, L, which we define as ε = a/L.
In the experiments conducted here, ε is small and so the influence of the particle
motion on the fluid flow is negligible. However, the ratio of the particle size to the
boundary-layer thickness, α, is given by

α = a

δ
= ε√Re, (2.3)

which, since the Reynolds number can be large, is not necessarily small. In the
experiments conducted here α ranges between 10−2 and 10, and thus the viscous
boundary layer can have an appreciable effect on the particle trajectories.

3. Modelling strategy to derive the flow field
By performing direct numerical simulations (DNS) of the Navier–Stokes equations,

we are able to obtain a detailed three-dimensional description of the flow field as
a function of the Reynolds number. Since we are unable to measure accurately
experimentally the particle motion in the direction of the channel’s depth, this
approach provides a better understanding for the detailed flow field and particle
trajectories. In addition, we exploit observations from the simulations that allow us
to develop a simplified two-dimensional model.

We study a dimensionless system, whereby lengths are non-dimensionalized with the
lateral pipe size, L, velocities with the average fluid velocity, U, and time with L/U.
The corresponding dimensional quantities (indicated by an asterisk) are

x∗ = Lx, u∗ = Uu, t∗ = L

U
t. (3.1)

In the following subsections, we present the three-dimensional modelling approach and
the reduced two-dimensional model used to describe the flow field.

3.1. Three-dimensional modelling
First, three-dimensional simulations were performed using OpenFOAM, an open-
source, transient numerical algorithm to solve the Navier–Stokes equations for an
incompressible fluid flow. A suitably fine computational grid (1.4 million cells) was
employed to ensure appropriate resolution of the boundary layer near the impacting
region of the incoming fluid. The details of this numerical approach are summarized in
the Appendix.

Typical streamlines based on the results of the numerical simulations are sketched
in figure 2(a), which illustrate the complex (laminar) flow features that develop at
even moderately large Reynolds numbers. The swirl of the flow in the form of two
counter-rotating vortices increases gradually with increasing Reynolds number and the
flow becomes more complex, with two large vortices arising near the impingement
region and two smaller vortices above them (see figure 2a). The highest streamwise
velocity in the centre plane (z= 0) is located in the range of x = 0.8 and x = 1.1. The
location of the highest streamwise velocity moves closer to the wall (and, hence, the
characteristic boundary-layer thickness decreases) with increasing Re (see figure 3(f )
for a comparison of the velocity profiles at x = 0.8). For Reynolds numbers Re . 540,
fluid parcels initially in the plane z = 0 remain in the plane, i.e. the z-component of
the fluid velocity is zero, and the flow is approximately symmetric about the xy-plane,
see, for example, figure 2(b). Furthermore, the streamlines in the three-dimensional
simulations suggest that those particles that lie in the plane z = 0 are the most likely
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FIGURE 2. (Colour online) (a) Three-dimensional streamlines (coloured by the magnitude of
the fluid velocity) and isocontours of the pressure field (shaded regions) based on a DNS of
the flow in a T-junction (Re= 500). (b) Streamlines in the yz-plane of a T-junction.

to impact the lower surface, while particles out of this plane will become entrained in
vortices. These features motivate our simplified model in the next section.

The flow pattern in the plane z = 0 is shown for various Reynolds numbers in
figure 3. At low Reynolds numbers, for example Re = 10 (figure 3a), streamlines
are parallel and the velocity profile in the two outlet channels is nearly symmetric.
For Reynolds numbers up to Re = 540, we observe a steady flow (see results for
Re= 100 and 500 in figure 3(b,c). In figure 3(d,e) typical results for an unsteady flow
behaviour are shown. Clearly, streamlines originating at z > 0 are then able to cross
the xy-midplane of the channel and velocity fluctuations are generally O(1).

Despite the many complex flow features uncovered by the Navier–Stokes solver,
it is clear from the simulations (figure 2b) that considering particles in the plane
z = 0 will capture the most significant dynamical information on particles that are
most likely to impact the lower wall of the T-junction, up to moderately high
Reynolds numbers. These simulations motivate us to examine a reduced, tractable two-
dimensional formulation of the system that is more amenable to parameter analysis. In
the following subsection we establish a simpler two-dimensional model, where we also
neglect the presence of the lateral walls. Our model will allow us to obtain a limit
curve that separates the parameter regime where particle–wall collisions occur from
that where no collisions are observed.

3.2. Two-dimensional modelling

In reducing the dimensionality of the system to focus on the particles in the z = 0
plane, which are most likely to impact on the channel wall, we may approximate the
T-junction flow as a two-dimensional extensional flow in the xy-plane (see figure 1b
for the coordinate geometry). In this model, we assume that the flow field near
the lower boundary may be approximated by a stagnation-point flow, as studied, for
example, by Benchaita et al. (1983). However, unlike in this work where the size of
the viscous boundary layer is assumed to be small in comparison with the particle size,
here we cannot neglect the effect of the viscous boundary layer. We therefore consider
a model that also incorporates this effect and investigate the implications and results
of this flow feature on the predicted particle behaviour. However, as discussed in § 2,
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FIGURE 3. (Colour online) Contour plot of the instantaneous streamwise (i.e. x) velocity
component at the centre of the channel (z = 0), as well as streamlines starting at z = 0.3
for various Reynolds numbers (streamlines in (d,e) piercing the plane z = 0 are not shown):
(a) Re = 10; (b) Re = 100; (c) Re = 500; (d) Re = 600; (e) Re = 2000. (f ) Velocity profile at
x= 0.8, z= 0.

since the particles are much smaller than the channel geometry (i.e. ε� 1) we assume
they will not influence the fluid flow.

We assume that particles enter the midplane z = 0 at position x0 = (x0, y0) in
Cartesian coordinates into a viscous two-dimensional stagnation-point flow, which is
given by the Hiemenz solution (Hiemenz 1911),

u= xf ′
(√

Rey
)
, v =− 1√

Re
f
(√

Rey
)
, (3.2)

where f satisfies (primes denote derivatives)

f ′′′ + ff ′′ − (f ′)2 + 1= 0, (3.3a)
f (0)= f ′(0)= 0, f ′→ 1 as y→∞. (3.3b)

The Reynolds number represents a measure of the relative thickness of the viscous
boundary layer, which scales with 1/

√
Re as displayed in figure 4. As y→∞, u→ x

and v→−y which corresponds to the solution for an inviscid stagnation-point flow.
We assume that the particles enter with velocity u0 = (0, v0(x0, y0)), where v0 < 0.
The choice of the parameter y0 corresponds to the entry point for the particles and
here we choose y0 = 1 so that the effect of the stagnation-point flow is observed at
a distance of one pipe cross-sectional length from the impacting wall (this value is
also taken by Benchaita et al. (1983)). We note that the Hiemenz solution equation
(3.2) for the flow field may be generalized to three dimensions by the Homann flow
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FIGURE 4. (Colour online) Streamlines for the Hiemenz viscous stagnation-point flow (3.2)
for Re = 1 (solid, shown in blue online) and Re = 100 (dashed, shown in red online), which
illustrates the effect of the viscous boundary layer.

solution (Homann 1936), but here we are concerned only with the two-dimensional
solution, which captures the flow behaviour relevant to our analysis of impact.

4. Particle trajectories
There are various forces that contribute to the motion of the particles suspended

in a flowing fluid. Whilst the viscous drag force will tend to guide particles along
streamlines, other forces, for example those arising as a result of particle inertia and
lift, will cause the particles to deviate from the streamlines. As a result, appropriate
force models must be chosen since we cannot resolve the details of the flow around
individual particles. There are several potentially relevant forces that we detail below.

The principal force exerted on a particle is the drag due to the viscous resistance
of the surrounding fluid. Specifically, for a given flow field the particles experience a
dimensional drag force, F∗D (where we recall that ∗ denotes a dimensional quantity),
which we assume to be (approximately) quadratic in nature, as in Benchaita et al.
(1983),

F∗D =
CD

2
ρfπa2(u∗ − ẋ∗p)|u∗ − ẋ∗p|, (4.1)

where x∗p denotes the dimensional particle position, dots denote time derivatives and
CD is the drag coefficient. For example, the Khan–Richardson model expresses the
force on a particle for a large dynamic range of Reynolds numbers, 10−2 < Re < 105

(Richardson et al. 2002) and has the form

CD = 2(1.849Re−0.31
p + 0.293Re0.06

p )
3.45
, (4.2)

where Rep is the particle Reynolds number, defined by

Rep =
2aρf |u∗ − ẋ∗p|

µ
. (4.3)
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We may use this definition to allow us to write the particle Reynolds number in
terms of the Reynolds number and the dimensionless fluid and particle velocity via

Rep = 2εRe|u− ẋp|. (4.4)

The dependence of the drag coefficient on the local particle and fluid velocity means
that we first solve for the flow and then determine the drag coefficient, CD, using (4.2)
a posteriori.

Other potentially relevant forces experienced by the particles within the bulk fluid
flow are: the drag due to a mean pressure gradient acting on the surface of the particle,

F∗p =− 4
3πa3

∇
∗p∗, (4.5)

where p∗ is the dimensional fluid pressure (Clift, Grace & Weber 1978); added mass
forces, which originate from the acceleration of the surrounding fluid (Clift et al.
1978),

F∗a =
2
3
πa3ρf

d
dt∗
(u∗ − ẋ∗p); (4.6)

lift due to stresses induced by fluid and/or particle rotation (Rubinow & Keller 1961),

F∗l = CLρfπa3(u∗ − ẋ∗p)× ω∗, (4.7)

where ω∗ is the angular velocity of the particle relative to the fluid and CL is the
corresponding lift coefficient; and gravity,

F∗g = 4
3πa3(ρp − ρf )g, (4.8)

where g is the acceleration due to gravity.
As the particles approach the wall, they also experience lubrication forces due to

the viscous flow between the particle surface and a surrounding surface, in both
the normal and tangential directions to the wall. We determine the normal force
experienced via the model proposed by (Goldman, Cox & Brenner 1967),

F∗n =−6πµa2
ẏ∗p

(y∗p − a)
ey, (4.9)

where ey denotes the unit vector in the y∗-direction, perpendicular to the wall. As
y∗p→ a and the particle approaches the wall (recalling that x∗ denotes the coordinate of
the centre of the particle so when y∗p = a the particle is touching the wall), the normal
force diverges, indicating that a particle can never strike a perfectly smooth wall. In
practice, however, both the surfaces of the wall and the particle are not perfectly
smooth. In our model we therefore classify a strike when the particle comes within
a distance y∗p = a + b, where b is a characteristic roughness of the wall (we assume
the particles to be perfectly smooth here). The corresponding dimensionless parameter
β = b/L characterizes the roughness of the wall. However, in our experiments, since
we are concerned only with the effect of varying the particle type within our T-
junction set-up, this parameter is a constant for all experiments. The typical wall
roughness of the polycarbonate channel used in our experiments is 5 µm, which leads
to a roughness parameter β = 1× 10−3 which we use for all our simulations.
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The tangential force experienced by a particle in the proximity of a wall, F∗t , is
approximated by (Pasol et al. 2011),

F∗t =−
16πµa

5
log

(
a

y∗p − a

)
ẋ∗pex, (4.10)

when y∗ − a� a and the particle is much closer to the wall than its radius. Here ex
and ez denote, respectively, unit vectors in the x∗ and z∗ directions. To ensure that this
force tends to zero as we move away from the wall we use a suitable representation
that captures the force close to the wall while matching to the required far-field
behaviour, which leads to the uniformly valid tangential force

F∗uni,t =−
16πµa

5
log

(
1+ a

y∗p − a

)
ẋ∗pex. (4.11)

The resulting dimensionless equation that governs the particle trajectories is thus
given by

St ẍp = CD

2
(u− ẋp)|u− ẋp| − 4

3
ε∇p+ 2

3
ε

d
dt
(u− ẋp)+ εCL(u− ẋp)× ω

+ 4
3
ε

Fr2

(
ρp

ρf
− 1
)
ĝ− 6√

Re

ẏp

(
√
Reyp − α)

ey

− 16

5α
√
Re

log

( √
Reyp√

Reyp − α

)
ẋpex, (4.12)

where p is the dimensionless fluid pressure, scaled with ρf U2, and ĝ is a unit vector in
the direction of gravity. Here we define

St = 4
3
ρp

ρf

a

L
(4.13)

as a characteristic Stokes number that represents the ratio of particle inertia to the fluid
drag force; particles deviate progressively from streamlines with increasing Stokes
number. In (4.12) the parameter Fr = U/

√
Lg is the Froude number and reflects the

relative importance of inertial to gravity forces. Since ε � 1 we neglect the force
terms on the right-hand side corresponding to pressure, added mass, lift and gravity
so that the important forces on the particle are only the drag force and the lubrication
forces experienced by the particle in the proximity of an external wall.

As described above, the force relation (4.12) may be solved for a given flow field
to determine the particle Reynolds number, and thus the drag coefficient via (4.2).
Typical values of Rep/Re in the regime we consider are in general 10−1 . Rep/Re. 1;
figure 5 considers the variation of |u− ẋp| with time for a sample particle trajectory in
different flow fields as it transits the T-junction.

Recalling that the flow profile and drag coefficient depend only on Re, that we have
neglected all terms involving ε, and that we consider a constant wall roughness β, we
find that the trajectories of the particles depend on three independent parameters:
Re, St and α, representing the effect of the surrounding flow field, the nature
of the particles and the relationship between particle size and the flow conditions,
respectively.

The particle trajectories are determined by solving (4.12) via an Adams–Bashforth
multistep method in Mathematica R©, with the flow conditions set by either the two-
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FIGURE 5. (Colour online) Plot of |u− ẋp| versus t for a particle with St = 0.35 travelling in
a flow characterized by Re = 100 in the presence of a viscous boundary layer with α = 0.9
(dotted), 1 (dot-dashed) and 1.1 (solid). On the right-hand side we show a sketch of a particle
following its trajectory (black dashed line) moving at a speed xp while surrounded by a
fluid flowing at a local velocity u (colour coded in the image), at three different times. The
streamlines for the centre plane, z= 0, are also sketched (white solid lines).

dimensional Hiemenz stagnation-point flow model (3.2) or the flow profile obtained
from the three-dimensional simulations. In both cases the particle tracing provides
information on whether or not a dispersion of particles, characterized by their Stokes
number, St , will collide with the bottom surface of a T-junction with wall roughness
given by β, in a channel flow characterized by the Reynolds number, Re, and the ratio
of the particle size to depth of the viscous boundary layer, α.

5. Model predictions
Before using the reduced two-dimensional model equations (3.2) and (4.12) to make

predictions on the possibility of a collision we first validate the theory. This step is
achieved by comparing the predictions on the effect of the viscous boundary layer with
the results of two sets of experiments. First, we compare the predicted speed at impact
versus the position of impact, and the corresponding experimental results obtained
from the high-speed camera data as shown in figure 6(b). Both results show a strike
velocity that increases monotonically with the strike position: vs ∝ x2

s for |xs| . L and
vs ∝ xs for |xs| & L. Although the scaling of the impact velocity with the lateral (i.e.
x) distance cannot be directly inferred from the flow data displayed in figures 3 and
4, a similar behaviour is expected considering the presence of the viscous boundary
layer. Moreover, the theoretical and experimental predictions are in good agreement.
We emphasize this agreement since the set-up comes with no fitting parameters, with
all system parameters being determined explicitly for a given experiment.

Second, we find that the inclusion of the viscous boundary layer has a significant
effect on the trajectories of particles that are comparable with or smaller than the
thickness of the boundary layer, corresponding to solutions for which α is not too
large. In figure 6(c) and its inset, we observe an approximately linear dependence
of the impact position, xs, on the initial position, x0, of the particle. Cases are
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FIGURE 6. (Colour online) (a) Sketch of the T-junction, the coordinates for initial position,
x0, and strike position, xs, are shown. (b) Wall impact speed, vs, versus impact position,
xs, for a = 97 µm TiBa glass in pure water, U = 1.2 m s−1 (Re = 6400), α = 2.3. (c) The
dependence of the impact position, xs, on the initial position, x0, of the particle. The solid line
indicates the model prediction and the symbols are experimental data; main plot: a = 97 µm
TiBa glass in 70:30 water:glycerol mixture, U = 1.06 m s−1 (Re = 2600), α = 1.4. Inset:
a= 97 µm TiBa glass in pure water, U = 1.2 m s−1 (Re= 3000), α = 2.3.

presented for two different values of α and, despite the experimental data being more
scattered, good agreement with the theoretical predictions is still evident. In particular,
as predicted by the theory, when α decreases the slope of the predicted curve and
of the distribution of the experimental data points increases, which means that the
presence of the viscous boundary layer changes the particles’ trajectories and so results
in impact positions more distant from the initial position at the inlet. As above, no
fitting parameters were used in the comparison shown in the plot.

Having validated the mathematical model we now turn our attention to the
dependence of the system behaviour on the dimensionless parameters that characterize
the wall-impact problem. In figure 7(a) we present a phase-plane prediction in terms
of the Stokes and Reynolds numbers. The results of the two-dimensional analysis
illustrate an idealized divide into two zones: an ‘impact zone’, where particles will
collide with the wall, and a ‘non-impact zone’, where particles injected into the
flow will not touch the surface of the channel perpendicular to the inlet flow. The
limit curve is validated by comparison with the more comprehensive three-dimensional
simulations, which, for a given simulation, provides predicted points on this data curve,
for Re= 10 and Re= 100 (shown by the + symbols). The agreement is excellent and,
crucially, validates the predictions of the simplified two-dimensional model. It is clear
that to determine the limit curve from three-dimensional simulations would require
many simulations, being both computationally expensive and time consuming. We
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FIGURE 7. (a) Limiting curve in Re–St space dividing the impact and non-impact zone
predicted by the two-dimensional Hiemenz flow field. The data points (+) show the limiting
Stokes number for a given Reynolds number predicted by the fully three-dimensional model
for simulations with Re = 10 and Re = 100. (b) Limiting curve in ε–St space divides the
impact and non-impact zone (where ε = α/√Re and Re= 10).

thus conclude that the two-dimensional model for particles within the two-dimensional
Hiemenz viscous stagnation-point flow, (3.2), and the force-law (4.12), provides a
simple way of determining the continuous limit curve that separates the regions
of impact and non-impact of the entrained particles that is not offered by the full
three-dimensional simulations or the corresponding experiments.

In figure 7(b) the two-dimensional theory is used to examine the effect of particle
size on limit-curve prediction, by considering the dependence of ε = α/√Re on St .
This demonstrates that the particle size has only a weak influence on the impact
predictions, which is consistent with our assumption that the particles do not influence
the surrounding flow.

Finally, it only remains to compare the predictions made with the experimental data.
The data is analysed via a MATLAB particle-tracing code to identify whether an
impact occurs. From this data we define three categories for an individual particle’s
behaviour: ‘impacting’, when a particle clearly rebounds off the wall, that is, the
rebound velocity away from the wall exceeds zero; ‘not impacting’, when a particle
maintains a distance from the wall without collision; and ‘barely impacting’, when
particles just graze the surface of the T-shaped channel and then proceed to the outlets.

In figure 8 we introduce the concept of impacting efficiency, E, to characterize more
precisely the likelihood for particles to impact (under the assumption that particles
are uniformly distributed over the inlet channel). Specifically, E is defined as the
proportion of particles entering in a uniform distribution over −1 6 x 6 1 that impact
on the channel wall. In particular, figure 8 shows the influence of the viscous boundary
layer on the efficiency of the strike. The results generalize the work of Marple & Liu
(1974) and Rader & Marple (1985) and corroborate a sharp transition from E = 0 to
E = 1 as we vary St over a narrow range. As expected, an increase in the thickness of
the viscous boundary-layer depth relative to the particle size (that is, with a decrease
in α) leads to a decrease in the efficiency of strike. The steepness of these curves
indicates that an empirical categorization of a flow configuration in which particles
are impacting is only weakly dependent on the choice of the impacting efficiency,
E, that is made. Indeed, the value of impacting efficiency chosen to separate the
three classifications of impacting, barely impacting and not impacting was verified
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FIGURE 8. Impacting efficiency, E versus St for α = 1, 2, 3, 4.

empirically via visual inspection of each movie to have only a weak effect. As a result,
here we choose to categorize a complete system configuration as ‘impacting’ if the
number of particles that are observed to rebound exceeds 25 % of the total (that is,
an impacting efficiency, E, of 0.25), ‘not impacting’ if this ratio is less than 1 %, and
‘barely impacting’ for the region in between.

We use the observation of relative weak dependence of system behaviour upon
particle size made in figure 7(b) to express Re in terms of α via the relation
α = ε√Re, holding ε fixed. This allows the entire parametric dependence of the
system to be collapsed onto a single phase plane for α versus St , using the two-
dimensional flow equation (3.2) and (4.12), where the parameter α captures the
effect of the viscous boundary layer and the flow regime. The resulting limiting
curve predicted by the two-dimensional particle-tracing model is compared with the
full set of experimental data in figure 9 with ε = 0.01. The agreement between the
two-dimensional model prediction and experimental results is extremely good, with
any discrepancies most likely to be arising as a result of a combination of the three-
dimensionality of the flow, which is reflected in the more complex three-dimensional
numerical simulations, the level of ambiguity in classification of a strike from the
experimental data, and the fact that some experiments may be taken slightly out of
the z = 0 midplane. We thus conclude that the reduced two-dimensional viscous-flow
model accurately captures the features required to determine whether a particle will
impact on the channel wall.

These results thus suggest that this reduced two-dimensional analysis provides
insight and a route to quick-scenario testing to determine whether or not an
impact will occur for a range of applications. The results are particularly
important in scenarios in which time constraints prohibit more lengthy full three-
dimensional computational simulations, such as in situations where flow conditions are
continuously being altered.
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FIGURE 9. Phase plane α versus St . All of the experiments are divided into three
main categories: particles ‘impacting’ (closed symbols), particle ‘not impacting’ (open
symbols) and particle ‘barely impacting’ (half-filled symbols). The symbols identify the
kind of particles used: a = 10 µm PMMA (�), a = 21 µm TiBa (�), a = 75 µm SiO2
(�), a = 97 µm TiBa glass (4), a = 128 µm SiO2 (O), a = 175 µm SiO2 (©) and a =
350 µm ZrO2/SiO2 (⊕). For each system investigated the figure shows seven experimental
results obtained for water:glycerol ratios of 100:0, 90:10, 80:20, 70:30, 60:40, 50:50, 40:60
and 30:70. The solid line represents the two-dimensional model limiting curve that divides the
phase plane into ‘impact zone’ and ‘non-impact’ zones. The theoretical curve is determined
by fixing ε = 0.01 and varying Re through Re= (α/ε)2.

6. Closing remarks
The impact of particles entrained in a fluid with the wall in a T-shaped channel have

been considered. A series of experiments were conducted for a broad range of system
and particle configurations to investigate the effect of the presence of the viscous
boundary layer on the resulting impacts on the channel.

Three-dimensional numerical simulations described the flow field and particle-
tracing models enabled the tracking of entrained particles within the flow to determine
those that will impact on the channel surface. By exploiting the system symmetry a
simplified two-dimensional extensional-flow model was proposed. Comparison of this
model with full three-dimensional simulations showed that the model characterizes
the typical behaviour well and provides a tractable way of predicting the possibility
of a collision for any given system configuration. The two-dimensional model was
further validated by comparison with simple experimental observations and shown to
agree well. The theory elucidated three key parameters on which the particle collisions
depend: the Reynolds number, Re, which characterizes the flow field; the Stokes
number, St , which describes the particle characteristics; and a parameter that relates
the particle size to the depth of the viscous boundary layer, α.

We found that the regime of experimental interest gave rise only to a weak
dependence of the system behaviour on the ratio of particle radius to T-junction
cross-section. This allowed us to use the two-dimensional model to collapse the entire
system behaviour onto a single phase plane for two parameters, α versus St . The
result provides a continuous limiting curve that separates the phase space in which
a particle and flow configuration would lead to an impact and those for which an
impact would not occur, and the role of the viscous boundary layer in this behaviour.
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The two-dimensional model thus provides a simple but accurate characterization of the
behaviour of entrained particles that are most likely to impact on a channel wall within
a T-junction flow.

The result of our work provides an easy tool to predict whether or not a particle
will produce an impact and can be incorporated with a specific erosion model to
determine the rate at which damage occurs. This study may be generalized to a range
of situations involving a dispersion of particles in a constrained geometry.

The ability to assess the possible damage induced by SPE, especially in a sensitive
environment such as the cooling pipe system of a nuclear power plant, where
typically the coolant of the system cannot be replaced often, is crucial (Crockett &
Horowitz 2010). Determining whether a flow field may be potentially dangerous in the
presence of a dispersion of particles by simply evaluating a particular combination
of dimensionless numbers represents a significant advantage over more complex
computational fluid dynamics simulations. In particular, the reduced two-dimensional
model presented here provides a limiting curve that immediately identifies the region
of potential danger. Thus, such models provide a route to quick-scenario testing that
is not offered by three-dimensional simulations, which require long computational
time and are discrete, providing only information for a single, specific condition.
Knowing the complete impact phase plane greatly simplifies the task of risk evaluation
in scenarios where changes in the operating conditions render long computations
impractical.
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Appendix. Three-dimensional numerical simulations
We performed computational studies of single-phase flow in a T-junction using

a finite-volume Navier–Stokes solver on unstructured meshes. Such solvers are a
standard tool, e.g. for the analysis of the flow in microreactors (Kockmann & Roberge
2011). We used the open-source package OpenFOAM (Jasak 1996), which is widely
used in industry and academia, and has demonstrated its parallel performance on
various large-scale computer clusters. OpenFOAM can be seen as a mature tool for
DNS of fluid flows in complex geometries, e.g. it has been applied recently to study
turbulent channel flows (van Haren 2011). As DNS aims to resolve all details of
the flow, it requires an extremely high spatial and temporal resolution during the
numerical simulation. Specifically, we tested various computational grids for the flow
at Re = 600, with cell counts between 375 000 and 2 million cells, with refined grids
near the walls to capture the large gradients of the streamwise velocity component
especially near the bottom wall. Also, a small enough time step was used to ensure
a Courant number of Co < 0.3 in order to accurately capture the transients of the
flow. These settings lead to typical simulation times of O(10) days for O(100)
dimensionless time units that are needed to obtain a sufficiently large data set to
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characterize unsteady flow features (steady flow was observed up to Re ≈ 540). All
simulations were performed in parallel on a Quad-Core CPU cluster. Based on our
results for various grid spacings and numerical settings, we are confident that the
results of our DNS for flows in T-junctions up to Re = 600 are independent of
numerical resolution effects within an error tolerance of approximately 5 %. DNS
results reported for higher Reynolds numbers are connected to somewhat larger
inaccuracies, since the boundary-layer thickness becomes smaller and discretization
errors increase.

Our DNS were used (i) to obtain a qualitative understanding of the flow field (an
example is shown in figure 2(a)) and (ii) to extract data (instantaneous and time-
averaged pressure and velocity distributions) for each point in the three-dimensional
computational domain. The latter was realized by extracting the results in two-
dimensional slices, and subsequently resampling the data on a regular grid in
MATLAB; sampling was performed using MATLAB’s ‘griddata’ functionality using
spline interpolation. The data was then imported into Mathematica R© to track particles
dispersed in the flow as described in § 4.
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