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Abstract We consider the inverse connection problem consisting of determining a gauge field on Rd

from its non-abelian Radon transform along oriented straight lines. The determination is considered
modulo gauge transformations. Our results include: global uniqueness theorems for d � 3, new local
uniqueness theorems for d = 2, constructive proofs (i.e. proofs containing reconstruction procedures),
counterexamples to the global uniqueness for d = 2, a reduction to the attenuated X-ray transform.
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1. Introduction

We consider a collection a = (a1, . . . , ad), where

ai, i = 1, . . . , d, are sufficiently regular functions on R
d taking

their values in M(n, C), sufficiently rapidly vanishing at infinity,

}
(1.1)

for example,

ai ∈ Cα,1+ε(Rd, M(n, C)), i = 1, . . . , d, for some α > 0 and ε > 0 (1.1a)

(where α is the degree of regularity and 1 + ε is the vanishing rate at infinity in terms of
O(|x|−1−ε) (in a sense depending on α) as |x| → ∞), where we use the notation of § 2.
We say also that a is a gauge field on R

d.
Let η denote the trivial vector bundle with the base R

d and the fibre C
n. The gauge

field a generates the following GL(n, C)-connection on η: for this connection the covariant
gradient ∇ = (∇1, . . . ,∇d) of the sections of η is given by

∇iψ(x) =
(

∂

∂xi
+ ai(x)

)
ψ(x), i = 1, . . . , d, x ∈ R

d, (1.2)

where ψ is a section of η.
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Concerning the definition of a connection on a bundle and related definitions and facts
see [1].

Let TS
d−1 denote the space of all oriented straight lines in R

d. The manifold TS
d−1

can be given by the formula (3.17). The aforementioned gauge field a determines the map
S : TS

d−1 → GL(n, C), where S(γ) for fixed γ ∈ TS
d−1 is the operator of the parallel

transport of the fibre C
n along γ (from −∞ to +∞ on γ) according to the connection

given by (1.2) (in terms of the covariant gradient). This definition implies that S is the
scattering matrix for the equation

θ∇ψ(x, θ) = 0, x ∈ R
d, θ ∈ S

d−1, (1.3)

where S
d−1 is the unit sphere in R

d, θ is a spectral parameter, ∇ is the covariant gradient
given by (1.2), ψ ∈ L∞(Rd, M(n, C)) for fixed θ. That is

S(x, θ) = lim
s→+∞

ψ+(x + sθ, θ), (x, θ) ∈ TS
d−1, (1.4)

where TS
d−1 is given by (3.17), ψ+(·, θ) is the solution of (1.3) specified by

lim
s→−∞

ψ+(x + sθ, θ) = I for x ∈ R
d, (1.5)

where I is the n × n identity matrix.
We say also that S is the non-abelian Radon transform along oriented straight lines

(or the non-abelian X-ray transform) of the gauge field a. Note that S is invariant under
gauge transformations of the form

a → a′ = (a′
1, . . . , a

′
d), (1.6)

where

a′
i = g−1aig + g−1∂ig, ∂ig(x) =

∂g(x)
∂xi

, i = 1, . . . , d, x ∈ R
d,

g is a sufficiently regular function on R
d taking its values in

GL(n, C), sufficiently rapidly approaching I at infinity.

}
(1.7)

For example, the transform S of a gauge field a satisfying (1.1a) and the property
(1.1a) itself are invariant under gauge transformations of the form (1.6), where

g takes its values in GL(n, C),

g − I ∈ C0,ε(Rd, M(n, C)), ∂ig ∈ Cα,1+ε(Rd, M(n, C)), i = 1, . . . , d.

}
(1.7a)

We consider now the following inverse scattering (or inverse connection) problem.

Problem. Given the transform S of a gauge field a with the property (1.1), find a

modulo the gauge transformations (1.6), (1.7) (for example, under the conditions (1.1a),
(1.7a)).
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This problem was considered recently in [16] for the compactly supported case. In
addition, related problems were being investigated in many works (see [5,9,10,12,18–
20]). Below in the introduction we give, in particular, some comments in this connection.

Let a+
ω , ω ∈ S

d−1, denote a′ related with a satisfying (1.1) by (1.6) for g = ψ+(·, ω).
In the present paper we obtain, in particular, the following results (formulated using

the notation of § 2).

(I) For d � 3, we show that a gauge field a satisfying (1.1a), α = 2, is determined
modulo the gauge transformations (1.6), (1.7a) by its transform S. In addition, the
proof contains a reconstruction procedure of a+

ω from S, ε and an upper bound
for

∑d
i=1 ‖ai‖2,1+ε for any ω ∈ S

d−1. We give, in a parallel way, similar results for
a gauge field a satisfying (3.4 b) for i = 1, . . . , d, α = 2 and preassigned r. (See
Theorem 6.1 and Corollary 6.1.)

(II) For d = 2, we show that a gauge field a satisfying (1.1a) and such that

2∑
i=1

‖ai‖α,1+ε,ρ

is small enough with respect to ρ for fixed α, ε and ρ is determined modulo the
gauge transformations (1.6), (1.7a) by its transform S. In addition, we give a recon-
struction procedure of a+

ω from S for any ω ∈ S
1. We give, in a parallel way, similar

results for a gauge field a satisfying (3.4 b) for i = 1, 2, d = 2. (See Theorem 5.2
and Corollary 5.3.)

(III) For d = 2, for any α > 0 and ε > 0 we show by explicit examples that, in general, a
gauge field a satisfying (1.1a) and considered up to (1.6), (1.7a) is not determined by
its transform S. In the examples in question n = 2, a1 ≡ 0, a2 is a rational function
on R

2 taking its values in su(n), S ≡ I and a considered up to (1.6), (1.7a) (as
well as up to the gauge transformations (1.6), where g ∈ C1(R2, GL(n, C))) differs
from a′ ≡ (0, 0). (See Theorem 7.1.)

Note also that, for d = 1, a gauge field a satisfying (1.1a) is determined up to (1.6),
(1.7a) from its transform S. In addition, a+

ω ≡ 0 for any initial a.
We emphasize that in the aforementioned global (for d � 3) and local (for d = 2)

constructive uniqueness results obtained under the assumptions (1.1a) (with α = 2 for
d � 3) we deal with the least possible vanishing rate at infinity (by assuming that
ε > 0 only) in the sense that under the assumptions (1.1a), where α > 0 and ε = 0,
the transform S is not defined, in general (even for α = +∞ and n = 1). In addition,
the aforementioned examples of item (III) show that the global uniqueness under the
assumptions (1.1a) for d = 2 fails (even for α = +∞) for any fixed ε ∈ ]0, +∞[.

The scheme of the proof of the aforementioned results for d � 3 contains the following
the most principle components.

(a) The key point is that S determines a+
ω (in a constructive way if an upper bound

for a suitable norm of a is known). The other is a corollary. (See Theorem 6.1,
Remark 6.1 and Corollary 6.1.)
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(b) We show that S determines a+
ω , first, for d = 3 and then, as a corollary, for d > 3.

(c) For d = 3 we show, first, that S determines a+
ω on R

3\Bτ , where Bτ = {x ∈
R

3 | |x| < τ} and τ is large enough in such a way that a restricted to each two-
dimensional plane X ⊂ R

3\Bτ is small enough in a suitable sense. We do it using
the aforementioned results of item (II) for d = 2. Further, as an intermediate step,
for any t > 0, we show that S and a+

ω on R
3\Bt determine the non-abelian X-ray

transform S+
ω,(t) of the field a+

ω,(t) coinciding with a+
ω on Bt and being identically

zero on R
3\Bt. Further, using also that (a+

ω,(t))
+
ω = a+

ω,(t), we show that S deter-
mines a+

ω on R
3\Bτi

, where τi, i = 1, . . . , k, is a suitable finite sequence such that
τk = 0, τj < τi for j > i, τ1 = τ . (See Propositions 6.1–6.3 and Proof of Theorem 6.1
for d = 3.)

This proof is given in detail in § 6. From the comments of Uhlmann on this paper, we
learned that the idea to use local uniqueness results for d = 2 to get global uniqueness
results for d = 3 is not new in the sense that such an idea was used earlier (see § 3 of [4])
in proving that the attenuated X-ray transformation (being linear and involving no gauge
invariance considerations) is injective for the regular compactly supported case for d = 3.
In § 8 we obtain the attenuated X-ray transform as a reduction of the non-abelian Radon
transform.

To obtain the aforementioned results for d = 2 of item (II) we proceed from a formal
method of [12] for solving (by means of Riemann conjugation problems) the inverse
scattering problem for the equation

(ζ∂z̄ − ζ−1(∂z + B) + A)ψ = 0, (1.8)

where ζ is a spectral parameter, ζ ∈ C, |ζ| = 1, A, B are sufficiently regular functions
on C taking their values in M(n, C), sufficiently rapidly vanishing at infinity, sufficiently
small in a suitable sense, ψ ∈ L∞(C, M(n, C)) for fixed ζ, ∂z = ∂/∂z, ∂z̄ = ∂/∂z̄, z, z̄ are
the standard coordinates on C. Note that, at least, on a formal level the equation (1.3)
for d = 2 and sufficiently small a1, a2 can be taken to the form (1.8) with A ≡ 0 using
a gauge transformation and a change of variables. We generalize the aforementioned
formal method of [12] to the case of the equation (1.9) for d = 2 and sufficiently small
a0, a1, a2 and justify the resulting version of the method by a proper analysis. Our
results and proofs in this connection are given in detail in § 3 (for d = 2), § 4 and § 5.
In particular, for the equation (1.9) for d = 2, under our smallness assumptions, the
transform S determines the collection a in its gauge setting a+

ω (denoting a′ given by
(1.10) for g = ψ+

0 (·, ω), where ψ+
0 denotes the function ψ+ for the equation (1.9) with a0

replaced by zero) for any ω ∈ S
1 by the following scheme:

(a) S (written as S⊥ according to (4.76 a)) determines Q⊥
+,±, Q⊥

−,± via Riemann con-
jugation problems according to Propositions 5.1 and 5.2;

(b) Q⊥
±,−, Q⊥

±,+ determine R by the formulae (4.83), (4.84);

(c) R (written using complex notation) determines ψ̃± via a Riemann conjugation
problem according to Propositions 5.3 and 5.4;
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(d) ψ̃± determine the collection a in its gauge setting ã (given by (5.4 b)–(5.4 e), (5.5)
using complex notation) according to Proposition 5.3;

(e) ã determines a+
ω by (5.32 c), (5.32 d).

In addition, the Riemann conjugation problems of inverse scattering arise from the
equations (4.50)–(4.53), (4.85), (4.86) of Propositions 4.1 and 4.2 of direct ‘scattering’
with complex spectral parameter.

Note that results on inverse scattering for (1.8) are given in [12] in the framework of
the inverse scattering method for solving a (2 + 1)-dimensional system suggested in [12]
as a reduction of the self-dual Yang–Mills equation in 2 + 2 dimensions.

To obtain the aforementioned examples for d = 2 of item (III) we use results of [19] and
subsequent results of [18] concerning soliton solutions of an integrable (2+1)-dimensional
system suggested in [19] as a reduction (different from the reduction of [12]) of the self-
dual Yang–Mills equation in 2+2 dimensions. The results of [18,19] in question include,
actually, some results on inverse spectral problem for the equation (1.3) for d = 2, a1 ≡ 0
and complexified θ ∈ Σ = {θ ∈ C

2 | θ2 = 1}. In addition, the scattering matrix S defined
by (1.4), (1.5) is not considered in [18,19]. See § 7 for details.

Concerning the most recent results (obtained before [14]) on solving the aforemen-
tioned system of [19] by the inverse spectral method involving the spectral problem (1.3)
for d = 2, a1 ≡ 0 see [5]. The scattering matrix S defined by (1.4), (1.5) is not considered
in [5].

In the present paper we consider also the inverse scattering problem for the equation

θ∇ψ(x, θ) + a0(x)ψ(x, θ) = 0, x ∈ R
d, θ ∈ S

d−1, (1.9)

where θ is a spectral parameter, ∇ is the covariant gradient given by (1.2), a0 is of the
same functional space that ai, i = 1, . . . , d, ψ(·, θ) ∈ L∞(Rd, M(n, C)). We say that the
equation (1.9) (as well as the equation (1.3)) is the X-ray connection equation.

The scattering matrix S for (1.9) is defined by (1.4), where ψ+(·, θ) is now the solu-
tion of (1.9) specified by (1.5). We say also that S is the non-abelian Radon trans-
form along oriented straight lines (or the non-abelian X-ray transform) of the collection
a = (a0, a1, . . . , ad). The scattering matrix S for (1.9) is invariant under gauge transfor-
mations of the form

a = (a0, a1, . . . , ad) → a′ = (a′
0, a

′
1, . . . , a

′
d), (1.10)

where
a′

i = g−1aig + g−1∂ig, i = 1, . . . , d, a′
0 = g−1a0g,

and g is a function satisfying (1.7).
We show that aforementioned results of items (I), (II) for the case of the equation (1.3)

admit a direct generalization to the case of the equation (1.9).
To explain a geometric sense of the equation (1.9), consider the Minkowski space

R
d+1
1,d with the coordinates (t, x), t ∈ R, x ∈ R

d. For any oriented straight line γ in R
d,

γ = (y, θ) ∈ TS
d−1, we consider the family l(γ, p), p ∈ R, of light rays in R

d+1
1,d :

l(γ, p) = {(t, x) ∈ R
d+1
1,d | t = 2−1/2s + p, x = 2−1/2sθ + y, s ∈ R} (1.11)
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(up to orientation) and it is assumed that the orientation of l(γ, p) is given by the vector
2−1/2(1, θ), p ∈ R. The scattering matrix S(γ) for the equation (1.9) for fixed γ ∈ TS

d−1

is the operator of the parallel transport along l(γ, p) (from −∞ to +∞ on l(γ, p), for an
arbitrary p ∈ R) of the fibre C

n of the trivial vector bundle over R
d+1
1,d according to the

GL(n, C)-connection with the covariant gradient ∇ = (∇0,∇1, . . . ,∇d) of the sections
given by

∇0ψ(t, x) =
(

∂

∂t
+ a0(x)

)
ψ(t, x),

∇iψ(t, x) =
(

∂

∂xi
+ ai(x)

)
ψ(t, x),


 i = 1, . . . , d, (t, x) ∈ R

d+1
1,d . (1.12)

Consider now the scattering matrix S for (1.9) under the additional condition that
ai, i = 0, 1, . . . , d, take values in M(n, C) for the case n = 1. In this case the following
formula holds:

S(γ) = exp(−Pa(γ)), (1.13 a)

Pa(γ) def=
∫

γ

d∑
i=1

ai dxi +
∫

γ

a0 ds, (1.13 b)

s is a natural parameter on γ, γ ∈ TS
d−1. Thus, the scattering matrix S for (1.9) for

the case n = 1 is reduced to the abelian Radon transform along oriented straight lines
Pa of a collection a. For the case when ai ≡ 0, i = 1, . . . , d, and for the case when
a0 ≡ 0, explicit inversion formulae and a characterization of the image (in terms of
differential equations for d � 3) for the transformation P are given in the literature (see,
for example, [6,7,13]). One can generalize these results for the case when the both a0

and
∑d

i−1 ai dxi are present in (1.13 b). (An inversion way for the latter case is given
in [17].) In addition, concerning the characterization of the image of the non-abelian
Radon transformation along oriented straight lines of collections a, for n � 2, one can
obtain results in this direction, for d � 3, using methods of [8–10].

Consider now the scattering matrix S for (1.9) under the additional assumptions that

n = 2, ai ≡ 0, i = 1, . . . , d, a0 =

(
µ f

0 0

)
.

In this case the following formula holds

S(γ) =

(
exp(−Pµ(γ)) −Pµf(γ)

0 1

)
, γ ∈ TSd−1, (1.14)

where P is the classical X-ray transformation of the transmission tomography, Pµ is the
attenuated X-ray transformation of the emission tomography (see § 8 for details).

In the present paper, in §§ 3–6, the results are given for the case A, that is under the
assumptions (3.4 a) (with additional specifications), and, in a parallel way, for the case
B, that is under the assumptions (3.4 b) (with additional specifications). Our motivation
to consider the case B consists of the following.
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(1) To prove the results of § 6 for the case A for d = 3, we use, in particular, results of
§§ 3–6 for the case B for d ∈ {2, 3}.

(2) The results for the case B and, say, for a0 ≡ 0 can be interpreted as results on an
inverse connection problem for the trivial vector bundle over D with the fibre C

n,
where D = B̄r = {x ∈ R

d | |x| � r}. In addition, one can generalize these results
for the case when

D ⊂ R
d is a strictly convex (in the strong sense)

compact domain with smooth boundary.

}
(1.15)

Note that our counterexamples to the global uniqueness for d = 2 (mentioned above
and given in details in § 7) are not compactly supported. The global uniqueness problem
of inverse scattering for the equation (1.3), (1.9) with sufficiently regular compactly
supported coefficients remains open for d = 2.

Earlier, the problem of determining a G-connection on a vector bundle over a sim-
ple compact Riemannian manifold (M, g̃), from the known parallel transport operator
between every two boundary points of M along the geodesic (of the metric g̃) joining these
points was considered in [16], at least, for the case when the fibre is C

n and G = U(n).
In addition, the determination is considered up to an automorphism of the bundle which
is identical on the boundary ∂M (i.e. up to a gauge transformation). The main result
of [16] on this problem is the uniqueness theorem under small norms assumptions (i.e. a
local uniqueness theorem). In [16], the proof of this result contains no reconstruction
procedure. As an example of a simple compact Riemannian manifold one can take a
domain D satisfying (1.15) with the Euclidean metric. Therefore, the main result of [16]
includes a result on the aforementioned inverse connection problem for the trivial vector
bundle over D satisfying (1.15) with the fibre C

n.
The work [16] was preceded by [20]. The work [20] deals with the problem of deter-

mining an n × n matrix function on a compact simply connected planar domain with
smooth boundary from its multiplicative integrals along a family of curves (with suit-
able properties) joining boundary points. The main result of [20] on this problem is
the uniqueness theorem under small norm assumptions and a related stability estimate.
In [20], the proof of this result contains no reconstruction procedure. (Although, in prin-
ciple, proceeding from this result and using considerations with epsilon chains one can
propose some reconstruction procedure of a function of a compact subclass.) As an exam-
ple of a domain with a curves family satisfying the assumptions of [20] one can take a
domain D satisfying (1.15) with the family of geodesics of the Euclidean metric in D.
Therefore, the main result of [20] includes a result on the inverse scattering problem for
the equation (1.9) for d = 2, a1 ≡ 0, a2 ≡ 0.

The present work was stimulated by [16]. In the present work we deal only with the
case of parallel transport (or multiplicative integration) along Euclidean geodesics. For
this case the progress of the present work in compare with [16, 20] includes: global
uniqueness theorems for d � 3, new local uniqueness theorems for d = 2, constructive
proofs (i.e. proofs containing reconstruction procedures), no restrictions by the limits
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of the compactly supported case, counterexamples to the global uniqueness for d = 2
and, for example, a pure geometric interpretation of the inverse scattering problem for
the equation (1.9). Presentation of the attenuated X-ray transform as a reduction of the
non-abelian X-ray transform (according to the formulae (1.14), (8.5)) is also a new result
of the present work.

Note now that non-abelian Radon transformation of gauge fields on R
d along oriented

straight lines discussed in the present paper is a real version of the non-abelian Radon
transformation of gauge fields on C

d (or R
d) along complex straight lines discussed in [10],

at least, for d = 4. In addition, the latter transformation taken along complex light lines,
only, is called the Radon–Penrose transformation. The non-abelian Radon transform
along complex straight lines of a gauge field a = (a1, . . . , ad) on R

d satisfying (1.1)
is actually some ∂̄-‘scattering’ data for the equation (1.3) with complexified θ ∈ Σ =
{θ ∈ C

d | θ2 = 1}. The work [10] contains, in particular, a global uniqueness theorem
(which remains valid for d � 2) and a reconstruction procedure on determination of a
gauge field from its non-abelian Radon transform along complex straight lines and a
characterization of the image for this transformation. It should be noted, in addition,
that by its construction the non-abelian Radon transform of a gauge field along complex
straight lines contains the condition of unique solvability of inverse problem equations. In
contrast, the non-abelian Radon transform of a gauge field along (real) oriented straight
lines has a completely transparent real geometric sense. As a result, in particular, for
the case of determination of a gauge field from its non-abelian Radon transform along
(real) oriented straight lines there are counterexamples to the global uniqueness for d = 2
and the proof of the global uniqueness theorems for d � 3 is rather complicated from
technical point of view.

Note, finally, that the spectral problem (1.3) (including the case of complexified θ ∈
Σ = {θ ∈ C

d | θ2 = 1}) arises as a high energy limit of the Schrödinger equation in
an external Yang–Mills field (see [2,8–10]). (In addition, the spectral problem (1.9) for
n = 1 arises as a high energy limit of the wave equation with first order perturbation
in [17].) Using the global uniqueness theorem (of the present paper) on inverse scattering
for (1.3) for d � 3, one can obtain a global uniqueness theorem on inverse scattering for
the Schrödinger equation in an external Yang–Mills field at high energies for d � 3.

The present paper (without results of § 8) corresponds to the preprint [14].

2. Functional spaces and related notation

We consider
Cα,σ(D,V) = {f ∈ C [α](D,V) | ‖f‖α,σ < +∞}, (2.1)

where α � 0, σ � 0, [α] is the integer part of α, D is an open domain or the closure of
an open domain in R

d (for example, D = R
d), V is a subset in Mm×n, where Mm×n is

the space of m × n matrices with complex elements, Ck(D,V), k ∈ N ∪ 0, is the space of
k-times continuously differentiable functions on D with values in V,

‖f‖α,σ = ‖f‖α,σ,1, (2.2)
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where

‖f‖0,σ,ρ = sup
x∈D

(ρ + |x|)σ|f(x)|, (2.3)

‖f‖α,σ,ρ = max(‖f‖0,σ,ρ, ‖f‖′
α,σ,ρ), 0 < α � 1,

‖f‖′
α,σ,ρ = sup

x∈D,
x+y∈D,

|y|�1

(ρ + |x|)σ|y|−α|f(x + y) − f(x)|, 0 < α � 1,


 (2.4)

‖f‖α,σ,ρ = max
(
‖f‖β,σ,ρ, max

|J|=β
‖∂Jf‖α−β,σ,ρ

)
for β � α � β + 1, β ∈ N (2.5)

(where ∂J = ∂|J|/∂xJ1
1 . . . ∂xJd

d , J ∈ (N ∪ 0)d, |J | =
∑d

i=1 Ji), where ρ > 0,

|c| = max
1�i�m,
1�j�n

|cij | for c ∈ Mm×n. (2.6)

Let D be an open domain or the closure of an open domain in C, α � 0, σ � 0,
V ⊆ Mm×n and f be a function on D with values in V. Then we write f ∈ Cα,σ(D,V) if
and only if fR ∈ Cα,σ(DR,V), where DR = {x ∈ R

2 | x1 + ix2 ∈ D}, fR(x) = f(x1 + ix2)
for x ∈ DR (the notation f = f(z) does not mean that f is a holomorphic function in z),
and, by definition, ‖f‖α,σ,ρ = ‖fR‖α,σ,ρ, ρ > 0.

We consider also

Cα,σ(XY ,V) = {f ∈ C(X, V) | ‖f‖α,(Y ),σ < +∞}, (2.7)

where 0 � α < 1, σ � 0, X = R
d, Y is a non-zero subspace in X, V ⊆ Mm×n,

‖f‖α,(Y ),σ = ‖f‖α,(Y ),σ,1, (2.8)

where

‖f‖0,(Y ),σ,ρ = ‖f‖0,σ,ρ = sup
x∈X

(ρ + |x|)σ|f(x)|, (2.9)

‖f‖α,(Y ),σ,ρ = max(‖f‖0,σ,ρ, ‖f‖′
α,(Y ),σ,ρ), 0 < α < 1,

‖f‖′
α,(Y ),σ,ρ = sup

x∈X,
y∈Y,
|y|�1

(ρ + |x|)σ|y|−α|f(x + y) − f(y)|, 0 < α < 1,


 (2.10)

where ρ > 0.
Note that

Cα,σ(X, V) = Cα,σ(XX ,V),

‖f‖α,σ = ‖f‖α,(X),σ, ‖f‖α,σ,ρ = ‖f‖α,(X),σ,ρ, ‖f‖′
α,σ,ρ = ‖f‖′

α,(X),σ,ρ,

where 0 � α < 1, σ � 0, X = R
d, f ∈ C(X, V). We use the following abbreviation

‖f‖0 = ‖f‖0,0 for f ∈ C(D,V).
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We consider the following special subsets of Mn×n:

GL(n, C) = {c ∈ Mn×n | det c 
= 0},

U(n) = {c ∈ Mn×n | cc∗ = I}, u(n) = {c ∈ Mn×n | c∗ = −c},

SU(n) = {c ∈ U(n) | det c = 1}, su(n) = {c ∈ u(n) | tr c = 0},

}

where c∗ = c̄T, I is the n × n identity matrix. The space Mn×n is denoted also as
M(n, C).

3. Direct scattering for the X-ray connection equation

Consider the X-ray connection equation

θ∂xψ + v(x, θ)ψ = 0, x ∈ R
d, θ ∈ S

d−1, (3.1)

where S
d−1 = {θ ∈ R

d | θ2 = 1}, θ is a spectral parameter,

∂x =
(

∂

∂x1
, . . . ,

∂

∂xd

)
, θ∂x =

d∑
i=1

θi
∂

∂xi
, (3.2)

v(x, θ) = a0(x) +
d∑

i=1

θiai(x), (3.3)

ai, i = 0, 1, . . . , d, satisfy (3.4 a) or (3.4 b), ψ satisfies (3.6):

ai ∈ Cα,1+ε(Rd,Mn×n), i = 0, 1, . . . , d, (3.4 a)

for some α > 0 and some ε > 0 or

ai(x) = χ+(r − |x|)bi(x), x ∈ R
d,

bi(x) ∈ Cα,0(Rd,Mn×n), i = 0, 1, . . . , d,

}
(3.4 b)

for some α > 0 and some r � 0, where

χ+(s) =

{
1 for s > 0,

0 for s � 0;
(3.5)

ψ ∈ L∞(Rd,Mn×n) for fixed θ, (3.6)

where d ∈ N, n ∈ N. For a collection u = (u0, u1, . . . , ud), ui ∈ Cα,σ(Rd,Mn×n),
i = 0, 1, . . . , d, we use the notation

‖u‖α,σ,ρ =
d∑

i=0

‖ui‖α,σ,ρ, ‖u‖α,σ,1 = ‖u‖α,σ, ‖u‖α,0 = ‖u‖α, (3.7)

where α � 0, σ � 0, ρ > 0 and for ‖ui‖α,σ,ρ, i = 0, 1, . . . , d, we use the definition given
in § 2.
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For θ ∈ S
d−1 we consider the solutions ψ±(·, θ) of (3.1) specified by the conditions

lim
s→−∞

ψ+(x + sθ, θ) = I, (3.8 a)

lim
s→+∞

ψ−(x + sθ, θ) = I, (3.8 b)

where I is the n × n identity matrix, x ∈ R
d.

We consider the function

S(x, θ) = (ψ−(x, θ))−1ψ+(x, θ), x ∈ R
d, θ ∈ S

d−1. (3.9)

(The fact that detψ− 
= 0 follows from (3.40) for ψ = ψ− and (3.8 b).)
We use the following terminology (going back to the scattering theory for the Schrö-

dinger equation): the functions ψ± are the wave functions and the function S is the
scattering matrix for the equation (3.1).

The following formulae hold:

θ∂xS(x, θ) = 0, (3.10)

S(x, θ) = lim
s→+∞

ψ+(x + sθ, θ), (3.11)

S(x, θ) = T exp
∫ +∞

−∞
−v(x + tθ, θ) dt, (3.12)

ψ+(x + sθ, θ) = T exp
∫ s

−∞
−v(x + tθ, θ) dt, (3.13 a)

ψ−(x + sθ, θ) =
(

T exp
∫ +∞

s

−v(x + tθ, θ) dt

)−1

, (3.13 b)

where x ∈ R
d, θ ∈ S

d−1, T denotes t-ordering (see, for example, Part II, § 25 of [1]).
The formula (3.10) follows from (3.1) for ψ = ψ± and (3.9). The formula (3.11) follows

from (3.8 b), (3.9), (3.10). The formulae (3.13) follow from the equation (3.1) written as(
d
ds

)
ψ(x + sθ, θ) + v(x + sθ, θ)ψ(x + sθ, θ) = 0 (3.14)

for ψ = ψ± and the conditions (3.8). The formula (3.12) follows from (3.11), (3.13 a).
Due to (3.10),

S(x, θ) = S(πθx, θ), θ ∈ S
d−1, x ∈ R

d, (3.15)

where

πθ is the orthogonal projector of R
d on the subspace Xθ = {x ∈ R

d | xθ = 0}. (3.16)

Due to (3.15), S on R
d × S

d−1 is uniquely determined by S on TS
d−1, where

TS
d−1 = {(x, θ) | x ∈ R

d, θ ∈ S
d−1, xθ = 0}. (3.17)
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We interpret TS
d−1 as the set of all rays in R

d. As a ray γ we understand a straight line
with fixed orientation. If γ = (x, θ) ∈ TS

d−1, then γ = {y ∈ R
d | y = x + tθ, t ∈ R}

(up to orientation) and θ gives the orientation of γ. The scattering matrix S(x, θ) at
fixed (x, θ) ∈ TS

d−1 is uniquely determined by a0(x) and
∑d

i=1 ai(x) dxi restricted to
the ray γ = (x, θ) (as to the straight line) and by the orientation of γ. To obtain this
statement we use the equation (3.14) for ψ = ψ± and the formulae (3.8), (3.9) at fixed
(x, θ) ∈ TS

d−1.
The functions ψ±(·, θ) satisfy the following integral equations

ψ+(·, θ) = I − D−θvθψ
+(·, θ), ψ+(·, θ) ∈ L∞(Rd,Mn×n), (3.18 a)

ψ−(·, θ) = I + Dθvθψ
−(·, θ), ψ−(·, θ) ∈ L∞(Rd,Mn×n), (3.18 b)

where

D∓θvθf = D∓θ(vθf), (3.19)

vθf(x) = v(x, θ)f(x), (3.20)

Dθϕ(x) =
∫ +∞

0
ϕ(x + tθ) dt, (3.21)

where θ ∈ S
d−1, x ∈ R

d. Due to Lemma A.4, the equations (3.18) are uniquely solvable
by the method of successive approximations.

The following formula holds:

S(·, θ) = I − Pθvθψ
+(·, θ), (3.22)

where
Pθvθf = Pθ(vθf), (3.23)

vθ is defined by (3.20),

Pθϕ(x) =
∫ +∞

−∞
ϕ(x + tθ) dt, (3.24)

where θ ∈ S
d−1, x ∈ R

d. The formula (3.22) follows from (3.18 a), (3.11).
We use the following terminology: the operator Dθ defined by (3.21) is the divergent

beam transform at fixed direction θ ∈ S
d−1; the operator Pθ defined by (3.24) is the

X-ray transform at fixed direction θ ∈ S
d−1.

Proposition 3.1A. Let ai, i = 0, 1, . . . , d, satisfy (3.4 a). Let a = (a0, a1, . . . , ad). Then
we have the following estimates:

(1) if 0 < α � 1, then
ψ±, S ∈ C(Rd × S

d−1, GL(n, C)), (3.25)

max(|ψ±(x, θ) − I|, |(ψ±(x, θ))−1 − I|) � exp(nc1(ρ, ε,±θ, x)‖a‖0,1+ε,ρ) − 1,

(3.26 a)
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max(|ψ±(x + y, θ) − ψ±(x, θ)|, |(ψ±(x + y, θ))−1 − (ψ±(x, θ))−1|)
� 21+ε(exp(21+εnc1(ρ, ε,±θ, x)‖a‖α,1+ε,ρ) − 1)|y|α, (3.26 b)

max(‖ψ±(·, θ)‖α,0, ‖(ψ±(·, θ))−1‖α,0) � 21+ε exp(23+εnε−1ρ−ε‖a‖α,1+ε,ρ),
(3.26 c)

|S(x, θ) − I| � exp(2nc7(ρ, ε, |πθx|)‖a‖0,1+ε,ρ) − 1, (3.27 a)

|S(x + y, θ) − S(x, θ)| � 21+ε(exp(22+εnc7(ρ, ε, |πθx|)‖a‖α,1+ε,ρ) − 1)|y|α;
(3.27 b)

(2) if 1 � α � 2, then
ψ±(·, θ) ∈ C1(Rd, GL(n, C)), (3.28)

|∂jψ
±(x, θ)| � nc1(ρ, ε,±θ, x)‖a‖1,1+ε,ρ exp(8nε−1ρ−ε‖a‖0,1+ε,ρ), (3.29 a)

‖∂jψ
±(·, θ)‖α−1,0 � 25+3εnε−1ρ−ε‖a‖α,1+ε,ρ exp(24+εnε−1ρ−ε‖a‖α−1,1+ε,ρ);

(3.29 b)

(3) if α = 2, then
ψ±(·, θ) ∈ C2(Rd, GL(n, C)), (3.30)

where c1(ρ, ε, θ, x), c7(ρ, ε, s) are given by (A.6), (A.27), x, y ∈ R
d, |y| � 1, θ ∈

S
d−1, ρ > 1, ∂j = ∂/∂xj , j = 1, . . . , d.

Let

Dr,δ,θ = D1
r,δ ∪ D2

r,δ,θ, (3.31 a)

D1
r,δ = {x ∈ R

d | |x| � r − δ}, (3.31 b)

D2
r,δ,θ = {x ∈ R

d | |x| � r + δ, |πθx| � r − δ}, (3.31 c)

where 0 < δ < r, θ ∈ S
d−1.

Proposition 3.1B. Let ai, i = 0, 1, . . . , d, satisfy (3.4 b). Let b = (b0, b1, . . . , bd). Then
we have the following estimates:

(1) if 0 < α � 1, then
ψ±, S ∈ C(Rd × S

d−1, GL(n, C)), (3.32)

max(|ψ±(x, θ) − I|, |(ψ±(x, θ))−1 − I|) � exp(nc3(|πθx|, r)‖b‖0) − 1, (3.33 a)

max(‖ψ±(·, θ) − I‖β,(Xθ),0, ‖(ψ±(·, θ))−1 − I‖β,(Xθ),0)

� exp(2nr‖b‖β,0) − 1 + nc4(r)‖b‖β,0 exp(4nr‖b‖β,0),

0 < β � min( 1
2 , α), (3.33 b)

|S(x, θ) − I| � exp(nc3(|πθx|, r)‖b‖0) − 1, (3.34 a)

|S(x + y, θ) − S(x, θ)| � (exp(2nr‖b‖β,0) − 1 + nc4(r)‖b‖β,0 exp(4nr‖b‖β,0))|y|β ,

0 < β � min( 1
2 , α); (3.34 b)
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(2) if 1 � α � 2, then
ψ±(·, θ) ∈ C1(Dr,δ,θ, GL(n, C)), (3.35)

|∂jψ
±(x, θ)| � χ+(

√
r2 − (πθx)2 ± θx)χ+(r − |πθx|)
× 2r(1 + (r2 − (πθx)2)−1/2)n2‖b‖1,0 exp(4nr‖b‖0), (3.36 a)

‖∂jψ
±(·, θ)|Dr,δ,θ

‖β,0 � const.(n, β, ‖b‖α,0, r, δ), 0 � β � min( 1
2 , α − 1); (3.36 b)

(3) if α = 2, then
ψ±(·, θ) ∈ C2(Dr,δ,θ, GL(n, C)), (3.37)

where c3(s, r), c4(r) are given by (A.13), (A.15), the constant of (3.36 b) also can be
given explicitly, x, y ∈ R

d, |y| � 1, θ ∈ S
d−1, 0 < δ < r, ∂j = ∂/∂xj , j = 1, . . . , d.

We obtain Propositions 3.1A and 3.1B using (3.8), (3.9), (3.11), (3.18), Lemmas A.4a,
A.4b and the following general facts about the equation (3.1):

(i) if ψ ∈ L∞(Rd,Mn×n) satisfies (3.1) for fixed θ, then

θ∂x det ψ + tr v(x, θ) det ψ = 0, x ∈ R
d, θ ∈ S

d−1; (3.38)

(ii) if ψ ∈ L∞(Rd, GL(n, C)) satisfies (3.1) for fixed θ, then

θ∂xψ−1 − ψ−1v(x, θ) = 0,

θ∂x(ψ−1)T − (v(x, θ))T(ψ−1)T = 0, x ∈ R
d, θ ∈ S

d−1.

}
(3.39)

More precisely, the proof of Propositions 3.1A and 3.1B consists of the following.

(1) Using (3.8), (3.38) for ψ = ψ± we obtain that

det ψ±(x, θ) = exp
(

∓
∫ +∞

0
tr v(x ∓ tθ, θ) dt

)

= 0, x ∈ R

d, θ ∈ S
d−1. (3.40)

(2) The estimates (3.26), (3.33) for ψ± (not yet for (ψ±)−1) follow from the equa-
tions (3.18) (which we solve by the method of successive approximations) and the
estimates (A.43), (A.44), (A.49), (A.50).

(3) To obtain (3.25), (3.32) for ψ± we use the proof of (3.26), (3.33) for ψ± and the
formulae (3.40), (A.47), (A.54). The properties (3.25), (3.32) for S follow from
(3.25), (3.32) for ψ± and (3.9).

(4) The fact that ψ± are specified by (3.8), the properties (3.25), (3.32) for ψ±, the
equation (3.39) for ψ = ψ±, the equality ‖ − fT‖s1,s2,s3 = ‖f‖s1,s2,s3 and the
estimates (3.26), (3.33) for ψ± imply the estimates (3.26), (3.33) for (ψ±)−1.

(5) The estimates (3.27), (3.34) follow from (3.26), (3.33) for ψ+ and (3.11).
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(6) For the case 1 � α, using (3.18) we obtain that ∂jψ
±(·, θ) are solutions (given by

the method of successive approximations) of the following equations

∂jψ
+(·, θ) = f+

j (·, θ) − D−θvθ∂jψ
+(·, θ),

∂jψ
−(·, θ) = f−

j (·, θ) + Dθvθ∂jψ
−(·, θ),

}
(3.41)

where

f±
j (x, θ) = ∓

∫ +∞

0

∂v(x ∓ tθ, θ)
∂xj

ψ±(x ∓ tθ, θ) dt, (3.42)

where x ∈ R
d, θ ∈ S

d−1, j ∈ {1, . . . , d}. In addition, for the case of the conditions
(3.4 b), the following is valid:

∂v(x, θ)
∂xj

= 2δ(r2 − x2)xju(x, θ) + vj(x, θ),

vj(x, θ) = χ+(r − |x|)∂u(x, θ)
∂xj

, u(x, θ) = b0(x) +
d∑

i=1

θibi(x);




(3.43)

f±
j (x, θ) = f±

j,1(x, θ) + f±
j,2(x, θ), (3.44 a)

f±
j,1(x, θ) = ∓

∫ +∞

0
vj(x ∓ tθ, θ)ψ±(x ∓ tθ, θ) dt, (3.44 b)

f±
j,2(x, θ) = g±

1 (x, θ)m±
j,1(πθx, θ) + g±

2 (x, θ)m±
j,2(πθx, θ), (3.44 c)

m±
j,1(πθx, θ) = ∓((πθx)j −

√
r2 − (πθx)2θj)

× u(πθx −
√

r2 − (πθx)2θ, θ)ψ±(πθx −
√

r2 − (πθx)2θ, θ)√
r2 − (πθx)2

,

m±
j,2(πθx, θ) = ∓((πθx)j +

√
r2 − (πθx)2θj)

× u(πθx +
√

r2 − (πθx)2θ, θ)ψ±(πθx +
√

r2 − (πθx)2θ, θ)√
r2 − (πθx)2

,




(3.44 d)
g±
1 (x, θ) = χ+(r − |πθx|)χ+(±(

√
r2 − (πθx)2 + θx))I,

g±
2 (x, θ) = χ+(r − |πθx|)χ+(±(−

√
r2 − (πθx)2 + θx))I;

}
(3.44 e)

∂jψ
±(x, θ) = ϕ±

j (x, θ) + µ±
1 (x, θ)m±

j,1(πθx, θ) + µ±
2 (x, θ)m±

j,2(πθx, θ), (3.45)

where ϕ±
j (·, θ), µ±

1 (·, θ), µ±
2 (·, θ) are the solutions (given by the method of successive

approximations) of the following equations

ϕ±
j (·, θ) = f±

j,1(·, θ) ∓ D∓θvθϕ
±
j (·, θ), (3.46)

µ±
1 (·, θ) = g±

1 (·, θ) ∓ D∓θvθµ
±
1 (·, θ),

µ±
2 (·, θ) = g±

2 (·, θ) ∓ D∓θvθµ
±
2 (·, θ),

}
(3.47)
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and (as a corollary of the equations (3.18) and (3.47), the method of successive
approximations and the identities vθg

+
1 (·, θ) = vθI, vθg

+
2 (·, θ) ≡ 0, vθg

−
1 (·, θ) ≡ 0,

vθg
−
2 (·, θ) = vθI)

µ+
1 (·, θ) − g+

1 (·, θ) = ψ+(·, θ) − I, µ+
2 (·, θ) = g+

2 (·, θ),
µ−

1 (·, θ) = g−
1 (·, θ), µ−

2 (·, θ) − g−
2 (·, θ) = ψ−(·, θ) − I.

}
(3.48)

(7) The estimates (3.28), (3.29) follow from the equations (3.41), the formula (3.42),
the estimates (3.26 a), (3.26 c), (A.43), (A.46), Remark A.1a and the inequality

(exp(nc1(ρ, ε,±θ, x)‖a‖0,1+ε,ρ) − 1)23/2ε−1ρ−ε

� c1(ρ, ε,±θ, x)(exp(n23/2ε−1ρ−ε‖a‖0,1+ε,ρ) − 1).

The estimates (3.35), (3.36) follow from (3.44 d), (3.44 e), (3.45), (3.46), (3.48),
(3.1) for ψ = ψ±, (3.33), (A.49)–(A.52) and Remark A.1b.

(8) The proof of (3.30), (3.37) is similar to the proof of (3.28), (3.35).

In this paper we also use the following statement.

Statement 3.1. Let the assumptions (3.4 a) or (3.4 b) be valid and ai, i = 0, 1, . . . , d,
take values in u(n). Then ψ± take values in U(n).

Proof of Statement 3.1. If ψ ∈ L∞(Rd, GL(n, C)) satisfies (3.1) for fixed θ then

θ∇x(ψ−1)∗ − (v(x, θ))∗(ψ−1)∗ = 0, x ∈ R
d, θ ∈ S

d−1. (3.49)

Statement 3.1 follows from (3.49) for ψ = ψ±, the fact that ψ± are specified by (3.8),
the definition (3.3) and the definitions of u(n) and U(n). The proof is completed. �

4. Direct ‘scattering’ for the two-dimensional X-ray connection equation with
complex spectral parameter

Consider the two-dimensional X-ray connection equation

θ∂xψ + v(x, θ)ψ = 0, x ∈ R
2, θ ∈ Σ, (4.1)

where

Σ = {θ ∈ C
2 | θ2 = θ2

1 + θ2
2 = 1}, (4.2)

∂x =
(

∂

∂x1
,

∂

∂x2

)
, θ∂x = θ1

∂

∂x1
+ θ2

∂

∂x2
, (4.3)

v(x, θ) = θ1a1(x) + θ2a2(x) + a0(x), (4.4)

ai, i = 0, 1, 2, satisfy (3.4 a) or (3.4 b) for d = 2, ψ satisfies (3.6) for d = 2, θ ∈ Σ.
Consider

S
1 = {θ ∈ R

2 | θ2 = 1}.
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In (4.1) the spectral parameter θ is complex, in general, and it is real if and only if it
belongs to S

1. The equation (4.1) for θ ∈ S
1 is the equation (3.1) for d = 2.

For θ ∈ Σ\S
1 we consider the solution ψ(·, θ) of (4.1) defined as the solution of the

following integral equation (provided that it is uniquely solvable):

ψ(·, θ) = I − Gθvθψ(·, θ), ψ(·, θ) ∈ L∞(R2,Mn×n), (4.5)

where

Gθvθf = Gθ(vθf), (4.6)

vθf(x) = v(x, θ)f(x), (4.7)

Gθϕ(x) =
∫

R2
G(x − y, θ)ϕ(y) dy, (4.8)

G(x, θ) =
sgn(Re θ1 Im θ2 − Re θ2 Im θ1)

−2πi(θ2x1 − θ1x2)
, (4.9)

θ∂xG(x, θ) = δ(x), (4.10)

where θ ∈ Σ\S
1, x ∈ R

2.

Statement 4.1. Under assumptions (3.4 a) or (3.4 b) for d = 2, for θ ∈ Σ\S
1, a function

ψ with the properties

ψ ∈ C(R2,Mn×n), ψ(x) → I as |x| → ∞ (4.11)

is a solution of (4.1) if and only if it is a solution of (4.5).

We obtain this statement using (4.10) and Lemma A.10.
For θ ∈ S

1 we consider the solutions ψ±(·, θ) of (4.1) defined as the solutions of the
following integral equations (provided that they are uniquely solvable):

ψ+(·, θ) = I − G+,θvθψ+(·, θ), ψ+(·, θ) ∈ Cβ,0(R2,Mn×n),

ψ−(·, θ) = I − G−,θvθψ−(·, θ), ψ−(·, θ) ∈ Cβ,0(R2,Mn×n),

}
(4.12)

where
0 < β � α under assumptions (3.4 a),

0 < β � min(1
2 , α) under assumptions (3.4 b),

}
(4.13)

G±,θvθf = G±,θ(vθf), (4.14)

vθf(x) = v(x, θ)f(x), (4.15)

G±,θϕ(x) = lim
0<ε→0

Gω(±ε)ϕ(x), (4.16)

ω(ε) =
√

1 + ε2θ + iεθ⊥ ∈ Σ\S
1 for ε 
= 0,√

1 + ε2 > 0 for ε ∈ R, θ⊥ = (−θ2, θ1) for θ = (θ1, θ2),
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G±,θϕ(x) =
∫

R2
G±(x − y, θ)ϕ(y) dy, (4.17)

G±(x, θ) =
±1

2πi(θ⊥x ∓ i0θx)
, (4.18)

θ∂xG±(x, θ) = δ(x), (4.19)

where θ ∈ S
1, x ∈ R

2. Note that the functions ψ± defined by (4.12) differ (in general)
from the wave functions ψ± (for d = 2) defined in § 3.

The following formulae hold:

G±(x, θ) = p.v.
±1

2πiθ⊥x
+ 1

2δ(θ⊥x) sgn(θx), (4.20)

G±,θϕ(x) = 1
2 (D−θϕ(x) − Dθϕ(x)) ± 1

2i
HP⊥

θ ϕ(θ⊥x), (4.21)

G±,θvθf(x) = 1
2 (D−θvθf(x) − Dθvθf(x)) ± 1

2i
HP⊥

θ vθf(θ⊥x), (4.22)

where Dθ, Pθ are defined by (3.21), (3.24), d = 2,

P⊥
θ f(s) = Pθf(sθ⊥), θ ∈ S

1, s ∈ R, (4.23)

and H is the Hilbert transform:

Hg(s) =
1
π

p.v.

∫
R

g(t)
s − t

dt, s ∈ R. (4.24)

We use the formula (4.22) in order to obtain the estimates for G±,θvθ given in Lemma A.8.
These estimates are necessary for us in order to deal with the integral equations (4.12),
(4.5).

In addition to the variables x ∈ R
2, θ ∈ Σ, we use also the variables z ∈ C, λ ∈ C,

where
z = x1 + ix2, z̄ = x1 − ix2, λ = θ1 + iθ2,

θ1 = (λ + λ−1)/2, θ2 = (λ − λ−1)/(2i).

}
(4.25)

In the variable λ the surface Σ is C\0 and the circle S
1 is

T = {λ ∈ C | |λ| = 1}. (4.26)

We use also the following notation

D+ = {λ ∈ C | |λ| < 1}, D̄+ = D+ ∪ T,

D− = {λ ∈ C̄ | |λ| > 1}, D̄− = D− ∪ T,

}
(4.27)

where C̄ = C ∪ ∞ = CP 1.
Using the variables z, λ, we write aforementioned ai(x), v(x, θ), ψ(x, θ), G(x, θ), Gθ,

vθ, where x ∈ R
2, θ ∈ Σ, and ψ±(x, θ), G±(x, θ), G±,θ, where x ∈ R

2, θ ∈ S
1, as ai(z),

v(z, λ), ψ(z, λ), G(z, λ), Gλ, vλ, where z ∈ C, λ ∈ C\0, and ψ±(z, λ), G±(z, λ), G±,λ,
where z ∈ C, λ ∈ T .
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In the variables z, λ the equations (4.1), (4.5), (4.12) take the form (4.28), (4.31),
(4.36), the formulae (4.3), (4.6)–(4.9), (4.14)–(4.16) take the form (4.29), (4.32)–(4.35),
(4.37)–(4.39):

(λ∂z + λ−1∂z̄)ψ + v(z, λ)ψ = 0, z ∈ C, λ ∈ C\0, (4.28)

where ∂z = ∂/∂z, ∂z̄ = ∂/∂z̄,

v(z, λ) = λa−(z) + λ−1a+(z) + a0(z), (4.29)

a−(z) = (a1(z) − ia2(z))/2, a+(z) = (a1(z) + ia2(z))/2; (4.30)

ψ(·, λ) = I − Gλvλψ(·, λ), ψ(·, λ) ∈ L∞(C,Mn×n), (4.31)

where

Gλvλf = Gλ(vλf), (4.32)

vλf(z) = v(z, λ)f(z), (4.33)

Gλϕ(z) =
∫

C

G(z − ξ, λ)ϕ(ξ) dξR dξI, ξR = Re ξ, ξI = Im ξ, (4.34)

G(z, λ) =
sgn(1 − |λ|)

2πi(i/2)(λz̄ − z/λ)
, (4.35)

where z ∈ C, λ ∈ C\(0 ∪ T );

ψ±(·, λ) = I − G±,λvλψ±(·, λ), ψ±(·, λ) ∈ Cβ,0(C,Mn×n), (4.36)

where β satisfies (4.13),

G±,λvλf = G±,λ(vλf), (4.37)

vλf(z) = v(z, λ)f(z), (4.38)

G±,λϕ(z) = lim
0<ε→0

G(1∓ε)λϕ(z), (4.39)

where z ∈ C, λ ∈ T . The following formulae hold:

∂

∂λ̄
Gλvλf(z) = 0, λ ∈ C\(T ∪ 0), (4.40)

lim
λ→0

Gλvλf(z) = Ca+f(z), (4.41)

lim
λ→∞

Gλvλf(z) = C̄a−f(z), (4.42)

where

Ca+f = C(a+f), C̄a−f = C̄(a−f), (4.43)

a±f(z) = a±(z)f(z), (4.44)

Cϕ(z) = − 1
π

∫
C

ϕ(ξ)
ξ − z

dξR dξI, (4.45)

C̄ϕ(z) = − 1
π

∫
C

ϕ(ξ)
ξ̄ − z̄

dξR dξI, (4.46)

where ai, i = 0, 1, 2, satisfy (3.4 a) or (3.4 b), d = 2, f ∈ L∞(C,Mn×n), z ∈ C.
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Due to (4.41), (4.42), the equation (4.31) for λ = 0 takes the form (4.47) and for λ = ∞
takes the form (4.48):

ψ+,0 = I − Ca+ψ+,0, ψ+,0 ∈ L∞(C,Mn×n), (4.47 a)

ψ−,0 = I − C̄a−ψ−,0, ψ−,0 ∈ L∞(C,Mn×n). (4.48 a)

Under assumptions (3.4 a) or (3.4 b) for d = 2, the following statements are valid:
a function ψ+,0 is a solution of (4.47 a), if and only if

∂z̄ψ+,0 + a+(z)ψ+,0 = 0, ψ+,0 ∈ C(C,Mn×n), ψ+,0(z) − I → 0 as |z| → ∞;
(4.47 b)

a function ψ−,0 is a solution of (4.48 a), if and only if

∂zψ−,0 + a−(z)ψ−,0 = 0, ψ−,0 ∈ C(C,Mn×n), ψ−,0(z) − I → 0 as |z| → ∞.

(4.48 b)
These statements are similar to Statement 4.1.

Proposition 4.1A. Let ai, i = 0, 1, 2, satisfy (3.4 a), 0 < α < 1, d = 2, a = (a0, a1, a2)
and

δ = nc18(α, ε, 0, ε′′)ρε′′−ε‖a‖α,1+ε,ρ < 1, (4.49)

for some ε′′ ∈ ]0, ε[, where c18(α, ε, ε′, ε′′) is the constant of Lemma A.8a. Then the
equation (4.5) for θ ∈ Σ\S

1, (4.12) for θ ∈ S
1, (4.31) for λ ∈ C\(T ∪ 0), (4.36) for λ ∈ T ,

(4.47), (4.48) are uniquely solvable and the following formulae hold:

∂

∂λ̄
ψ(z, λ) = 0 for λ ∈ C\(T ∪ 0), z ∈ C, (4.50)

ψ+(z, ·) ∈ C(D̄+, GL(n, C)), z ∈ C, (4.51 a)

where

ψ+(z, λ) def= ψ(z, λ) for λ ∈ D+\0, ψ+(z, 0) def= ψ+,0(z), (4.51 b)

ψ−(z, ·) ∈ C(D̄−, GL(n, C)), z ∈ C, (4.52 a)

where

ψ−(z, λ) def= ψ(z, λ) for λ ∈ D−\∞, ψ−(z,∞) def= ψ−,0(z), (4.52 b)

R(z, ·) ∈ C(T, GL(n, C)), (4.53 a)

where
R(z, λ) def= (ψ−(z, λ))−1ψ+(z, λ), z ∈ C, λ ∈ T, (4.53 b)

(λ∂z + λ−1∂z̄)R(z, λ) = 0, z ∈ C, λ ∈ T, (4.54)

max(‖ψ±(·, λ) − I‖α,0, ‖(ψ±(·, λ))−1 − I‖α,0) < δ(1 − δ)−1 for λ ∈ D̄±, (4.55)

‖R(·, λ) − I‖α,0 � 2δ(1 − δ)−1(1 + nδ(1 − δ)−1), λ ∈ T, (4.56)

‖R(z, ·) − I‖0 � δ(1 − δ)−1(2 + nδ(1 − δ)−1), z ∈ C, (4.57)

where in (4.50)–(4.57) we use the variables z, λ.
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Proposition 4.1B. Let ai, i = 0, 1, 2, satisfy (3.4 b), 0 < α < 1, d = 2, b = (b0, b1, b2)
and

δ = n2c21(β, ε, 0)(2 + r)εc4(r)(1 + c21(β, ε, 0)(2 + r)εc4(r))(‖b‖β,0)2 < 1 (4.58)

for β = min(1
2 , α) and some ε > 0, where c4(r) = 23/2r1/2 + 2r, c21(β, ε, ε′) is the

constant of Lemma A.8b. Then the equations (4.5) for θ ∈ Σ\S
1, (4.12) for θ ∈ S

1, (4.31)
for λ ∈ C\(T ∪ 0), (4.36) for λ ∈ T , (4.47), (4.48) are uniquely solvable, the formulae
(4.50)–(4.54) are valid and the following estimates hold:

max(‖ψ±(·, λ) − I‖β,0, ‖(ψ±(·, λ))−1 − I‖β,0) � p for λ ∈ D̄±, (4.59)

max(‖ψ±(·, θ) − I‖β,(Xθ),0, ‖(ψ±(·, θ))−1 − I‖β,(Xθ),0) � q for θ ∈ S
1, (4.60 a)

max(‖ψ±(·, λ) − I‖0, ‖(ψ±(·, λ))−1 − I‖0) � q for λ ∈ D̄±, (4.60 b)

‖R(·, λ) − I‖β,0 � 2p(1 + np), λ ∈ T, (4.61)

‖R(z, ·) − I‖0 � q(2 + nq), z ∈ C, (4.62)

where

p = µ + ν + δ(1 − δ)−1(1 + µ + ν), (4.63)

q = µ(1 − µ)−1, (4.64)

µ = nc21(β, ε, 0)(2 + r)εc4(r)‖b‖β,0 � δ1/2, (4.65)

ν = n‖b‖β,0, (4.66)

where in (4.59), (4.60 b), (4.61)–(4.66) we use the variables z, λ, in (4.60 a) we use the
variables x, θ; Xθ is defined in (3.16).

We obtain Propositions 4.1A and 4.1B, using (4.31), (4.36), (4.39), (4.40), (4.47),
(4.48), Statement 4.1, Lemmas A.8, A.9 and the following general facts about the equa-
tion (4.1):

if ψ ∈ L∞(R2,Mn×n) satisfies (4.1) for fixed θ, then

θ∂x det ψ + tr v(x, θ) det ψ = 0, x ∈ R
2, θ ∈ Σ; (4.67)

if ψ ∈ L∞(R2, GL(n, C)) satisfies (4.1) for fixed θ, then

θ∂xψ−1 − ψ−1v(x, θ) = 0,

θ∂x(ψ−1)T − (v(x, θ))T(ψ−1)T = 0.

}
(4.68)

More precisely, the proof of Propositions 4.1A and 4.1B consists of the following.

(1) Using Statement 4.1 and the equation (4.67) we obtain that

det ψ(x, θ) = exp
(

−
∫

R2
G(x − y, θ) tr v(y, θ) dy

)

= 0, (4.69)

where ψ is a solution of (4.5), θ ∈ Σ\S
1, G is given by (4.9).
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(2) The estimate (4.55) for ψ± − I follows from the equations (4.31), (4.36), (4.47 a),
(4.48 a) (which we solve by the method of successive approximations) and the esti-
mates (A.85), (A.96), (A.98), (A.100). To obtain the estimate (4.59) for ψ± − I we
use the equations

ψ(·, λ) = I − GλvλI + (Gλvλ)2ψ(·, λ) for λ ∈ C\(T ∪ 0), (4.70 a)

ψ±(·, λ) = I − G±,λvλI + (G±,λvλ)2ψ±(·, λ) for λ ∈ T, (4.70 b)

ψ+,0 = I − Ca+I + (Ca+)2ψ+,0, (4.70 c)

ψ−,0 = I − C̄a−I + (C̄a−)2ψ−,0, (4.70 d)

(which we solve by the method of successive approximations) and the estimates
(A.89), (A.91), (A.92), (A.101), (A.102), (A.104), (A.106).

(3) To obtain the properties (4.50)–(4.52) we use the proof of (4.55), (4.59) for ψ± − I

and the formulae (4.39), (4.40), (A.86), (A.94), (4.22), (A.4), (A.12), (A.25), (A.26),
(A.34), (A.35), (A.80), (4.69).

(4) To obtain (4.60) for ψ± − I we use (4.50)–(4.52), (4.36), (A.89) and the maximum
principle for holomorphic functions.

(5) Statement 4.1, the properties (4.51), (4.52), the equation (4.68) for a solution ψ

of (4.5), the equality ‖ − fT‖s1,s2,s3 = ‖f‖s1,s2,s3 and the estimates (4.55), (4.59),
(4.60) for ψ± − I imply the estimates (4.55), (4.59), (4.60) for (ψ±)−1 − I.

(6) The properties (4.53 a), (4.54) follow from (4.51 a), (4.52 a), (4.53 b), (4.1), (4.68).
The estimates (4.56), (4.57) follow from (4.53 b), (4.55). The estimates (4.61), (4.62)
follow from (4.53 b), (4.59), (4.60).

Under assumptions of Proposition 4.1A or Proposition 4.1B we consider

R(x, θ) = (ψ−(x, θ))−1ψ+(x, θ) (4.71)

(the formula (4.53 b) in the coordinates x, θ),

Q+,±(x, θ) = lim
s→±∞

ψ+(x + sθ, θ),

Q−,±(x, θ) = lim
s→±∞

ψ−(x + sθ, θ),


 (4.72)

where x ∈ R
2, θ ∈ S

1. The following formulae hold:

θ∂xR(x, θ) = 0 (4.73)

(the formula (4.54) in the coordinates x, θ),

θ∂xQ+,±(x, θ) = 0,

θ∂xQ−,±(x, θ) = 0,

}
(4.74)

S(x, θ) = Q+,+(x, θ)(Q+,−(x, θ))−1,

S(x, θ) = Q−,+(x, θ)(Q−,−(x, θ))−1,

}
(4.75)

where x ∈ R
2, θ ∈ S

1.
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Taking into account (3.15), (4.73), (4.74), we use the following notation

S⊥(p, θ) = S(pθ⊥, θ), (4.76 a)

R⊥(p, θ) = R(pθ⊥, θ), (4.76 b)

Q⊥
+,±(p, θ) = Q+,±(pθ⊥, θ), Q⊥

−,±(p, θ) = Q−,±(pθ⊥, θ), (4.76 c)

where p ∈ R, θ ∈ S
1.

The following formulae hold:

Q⊥
+,±(·, θ) = I − 1

2i
H∓P⊥

θ vθψ+(·, θ),

Q⊥
−,±(·, θ) = I +

1
2i

H±P⊥
θ vθψ−(·, θ),


 (4.77)

det Q⊥
+,±(·, θ) = exp

(
− 1

2i
H∓P⊥

θ tr v(·, θ)
)

,

det Q⊥
−,±(·, θ) = exp

(
1
2i

H±P⊥
θ tr v(·, θ)

)
,


 (4.78)

where
H±g(s) = Hg(s) ∓ ig(s), s ∈ R, (4.79)

H is defined by (4.24), P⊥
θ is defined by (4.23), θ ∈ S

1.
To obtain (4.77) we use (4.72), (4.12), (4.22), (3.20), (3.21), (3.24), (4.79). To obtain

(4.78) we use (4.72), (4.69), (4.51 a), (4.52 a), (4.16), (4.22), (3.20), (3.21), (3.24), (4.79).
There are the formulae

H±g(s) =
1
π

∫
R

g(t)
s ± i0 − t

dt, s ∈ R. (4.80)

We use the notation

C± = {s ∈ C | ± Im s > 0}, C̄± = C± ∪ R ∪ ∞. (4.81)

In addition to H±g(s) for s ∈ R, we consider

H±g(s) =
1
π

∫
R

g(t)
s − t

dt for s ∈ C±. (4.82)

Proposition 4.2A. Let the assumptions of Proposition 4.1A be valid. Then the following
formulae hold:

R(x, θ) = R⊥(xθ⊥, θ), (4.83)

R⊥(s, θ) = (Q⊥
−,−(s, θ))−1Q⊥

+,−(s, θ), (4.84 a)

R⊥(s, θ) = (Q⊥
−,+(s, θ))−1Q⊥

+,+(s, θ), (4.84 b)

Q⊥
+,+(s, θ)(Q⊥

+,−(s, θ))−1 = S⊥(s, θ), (4.85 a)

Q⊥
−,+(s, θ)(Q⊥

−,−(s, θ))−1 = S⊥(s, θ), (4.85 b)
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where x ∈ R
2, s ∈ R, θ ∈ S

1;

Q⊥
+,±(·, θ), Q⊥

−,∓(·, θ) ∈ C(C̄∓, GL(n, C)), θ ∈ S
1, (4.86 a)

∂

∂s̄
Q⊥

+,±(s, θ) = 0,
∂

∂s̄
Q⊥

−,∓(s, θ) = 0 for s ∈ C∓, θ ∈ S
1, (4.86 b)

where

Q⊥
+,±(s, θ), Q⊥

−,∓(s, θ) for s ∈ C∓ are defined by (4.77), (4.82), (4.86 c)

Q⊥
+,±(∞, θ) def= I, Q⊥

−,∓(∞, θ) def= I; (4.86 d)

S⊥(·, θ) ∈ C(R, GL(n, C)), (4.87 a)

‖S⊥(·, θ) − I‖α,ε′ � nε−12(7+5ε)/2ρε′−ε‖a‖α,1+ε,ρ exp(nε−125/2+ερ−ε‖a‖α,1+ε,ρ),
(4.87 b)

where θ ∈ S
1, 0 � ε′ � ε;

Q⊥
i,j(·, θ) ∈ C(R, GL(n, C)), (4.88 a)

max(‖Q⊥
i,j(·, θ) − I‖α,ε′ , ‖(Q⊥

i,j(·, θ))−1 − I‖α,ε′)

� nc18(α, ε, ε′, ε′′)ρε′′−ε‖a‖α,1+ε,ρ(1 − δ)−1, (4.88 b)

where i ∈ {−, +}, j ∈ {−, +}, θ ∈ S
1, 0 � ε′ < min(1, ε′′).

Remark. The estimates (4.87) are valid without the assumption (4.49).

Proposition 4.2B. Let the assumptions of Proposition 4.1B be valid. Then the formulae
(4.83)–(4.86) are valid and the following estimates hold:

S⊥(·, θ) ∈ C(R, GL(n, C)), (4.89 a)

‖S⊥(·, θ) − I‖β,ε � 2n(2 + r)εc4(r)‖b‖β,0 exp(4nr‖b‖β,0), (4.89 b)

Q⊥
i,j(·, θ) ∈ C(R, GL(n, C)), (4.90 a)

max(‖Q⊥
i,j(·, θ) − I‖β,ε′ , ‖(Q⊥

i,j(·, θ))−1 − I‖β,ε′)

� nc21(β, ε, ε′)(2 + r)εc4(r)‖b‖β,0(1 − δ1/2)−1, (4.90 b)

where i ∈ {−, +}, j ∈ {−, +}, θ ∈ S
1, ε � 0, 0 � ε′ < min(1, ε).

Remark. The estimates (4.89) are valid without the assumption (4.58).

The proof of Propositions 4.2A and 4.2B consists of the following.
The formulae (4.83)–(4.85) follow from (4.71)–(4.76).
The estimates (4.87) follow from (3.25), (3.27), (4.76 a). The estimates (4.88 a), (4.88 b)

for Q⊥
i,j −I and the properties (4.86), under assumptions of Proposition 4.1A, follow from

(4.55) for ψ± − I, λ ∈ T , (4.77), (4.78), (A.63), (A.73), (A.75). The proof of (4.88 b) for
(Q⊥

i,j)
−1 − I is similar to the proof of (4.55) for (ψ±)−1 − I.

The estimates (4.89) follow from (3.32), (3.33) (4.76 a). The estimates (4.90 a), (4.90 b)
for Q⊥

i,j −I and the properties (4.86), under assumptions of Proposition 4.1B, follow from
(4.60 a) for ψ± − I, (4.77), (4.78), (A.69), (A.70), (A.73), (A.74). The proof of (4.90 b)
for (Q⊥

i,j)
−1 − I is similar to the proof of (4.60 a) for (ψ±)−1 − I.
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5. Inverse scattering for the two-dimensional X-ray connection equation

Proposition 5.1. Let the assumptions of Proposition 4.1A or Proposition 4.1B be valid.
Then at fixed θ ∈ S

1 the scattering matrix S⊥(·, θ) on R uniquely determines Q⊥
+,±(·, θ)

on C̄∓ (as functions with the properties (4.85 a), (4.86 a), (4.86 b), (4.86 d)), Q⊥
−,±(·, θ)

on C̄± (as functions with the properties (4.85 b), (4.86 a), (4.86 b), (4.86 d)) and R(·, θ)
on R

2 (using (4.83), (4.84)).

The problem of finding Q⊥
+,±(·, θ) with the properties (4.85 a), (4.86 a), (4.86 b), (4.86 d)

from S⊥(·, θ) and the problem of finding Q⊥
−,±(·, θ) with the properties (4.85 b), (4.86 a),

(4.86 d) from S⊥(·, θ) are regular Riemann conjugation problems with fixed normaliza-
tion. It is well known that any regular Riemann conjugation problem with fixed normal-
ization has, at most, one solution (see [11]).

Proposition 5.2. Let the assumptions of Proposition 4.1A or Proposition 4.1B be valid.
Then the functions Q⊥

+,−(·, θ), Q⊥
−,−(·, θ) on R at fixed θ ∈ S

1 satisfy the equations

Q⊥
+,−(·, θ) − 1

2i
H+((S⊥(·, θ) − I)Q⊥

+,−(·, θ)) = I, (5.1 a)

Q⊥
−,−(·, θ) +

1
2i

H−((S⊥(·, θ) − I)Q⊥
−,−(·, θ)) = I (5.1 b)

(where we use the estimates (4.87)–(4.90), (A.74)). If, in addition,

nc15(α, ε′, 0)‖S⊥(·, θ) − I‖α,ε′ < 1 (5.2)

for some α ∈ ]0, 1[, ε′ > 0, then equations (5.1) are uniquely solvable in Cα,0(R,Mn×n)
by the method of successive approximations.

The deduction of (5.1) consists of the following. From (4.85) it follows that

Q⊥
+,+(·, θ) − I = Q⊥

+,−(·, θ) − I + (S⊥(·, θ) − I)Q⊥
+,−(·, θ), (5.3 a)

Q⊥
−,+(·, θ) − I = Q⊥

−,−(·, θ) − I + (S⊥(·, θ) − I)Q⊥
−,−(·, θ). (5.3 b)

Applying the operator H+ to the both sides of (5.3 a) and the operator H− to the both
sides of (5.3 b), using (4.86 a), (4.86 b), (4.86 d), (4.87)–(4.90) and properties of the Cauchy
integral we obtain (5.1 a), (5.1 b).

Proposition 5.2 completes Proposition 5.1 by an effective method for determination
of Q⊥

+,−, Q⊥
−,− and, as a corollary, of Q⊥

+,+, Q⊥
−,+ from S⊥, at least, under additional

assumption (5.2).
Under assumptions of Proposition 4.1A or Proposition 4.1B, we consider

ψ̃±(z, λ) = (g(z))−1ψ±(z, λ), λ ∈ D̄±, (5.4 a)

ã+(z) = (g(z))−1a+(z)g(z) + (g(z))−1∂z̄g(z), (5.4 b)

ã−(z) = (g(z))−1a−(z)g(z) + (g(z))−1∂zg(z), (5.4 c)

ã0(z) = (g(z))−1a0(z)g(z), (5.4 d)

https://doi.org/10.1017/S1474748002000166 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748002000166


584 R. G. Novikov

where
g(z) = ψ−,0(z), z ∈ C. (5.4 e)

The collection (ã+, ã−, ã0) is obtained from (a+, a−, a0) by the gauge transform given
by the function g(z) = ψ−,0(z).

From (4.48 b), (5.4 c), (5.4 e) it follows that

ã−(z) ≡ 0, z ∈ C. (5.5)

From the equation (4.28) for ψ±(z, λ), 0 < |λ|±1 � 1, and the formulae (5.4), (5.5) it
follows that ψ̃±(z, λ), 0 < |λ|±1 � 1, satisfy the equation

(λ∂z + λ−1∂z̄)ψ̃ + ṽ(z, λ)ψ̃ = 0, z ∈ C, λ ∈ C\0, (5.6)

where
ṽ(z, λ) = λ−1ã+(z) + ã0(z). (5.7)

Under assumptions of Proposition 4.1A, the following is valid:

ψ−,0 − I ∈ Cβ,ε′
(C,Mn×n), (5.8 a)

(ψ−,0)−1 − I ∈ Cβ,ε′
(C,Mn×n), (5.8 b)

∂z̄ψ−,0 ∈ Cα,ε′′
(C,Mn×n), (5.8 c)

ã0, ã+ ∈ Cα,ε′′
(C,Mn×n), (5.9)

where 0 < β < 1, 0 < ε′ < min(ε, 1), 0 < ε′′ < min(1 + ε, 2).
Under assumptions of Proposition 4.1B, the following is valid:

ψ−,0 − I ∈ Cβ,1(C,Mn×n), (5.10 a)

(ψ−,0)−1 − I ∈ Cβ,1(C,Mn×n), (5.10 b)

∂z̄ψ−,0 ∈ L∞(C,Mn×n), (5.10 c)

∂z̄ψ−,0 ∈ Cα,2(Ωr,δ,Mn×n), (5.10 d)

ã0, ã+ ∈ L∞(C,Mn×n), (5.11 a)

ã0, ã+ ∈ Cα,2(Ωr,δ,Mn×n), (5.11 b)

ã0(z) ≡ 0, ∂zã+(z) ≡ 0 for |z| > r, (5.11 c)

where 0 < β < 1, 0 < δ < r; Ωr,δ is defined by (A.120).
The property (5.8 a) follows from (4.48 a), (3.4 a), d = 2, (4.55) and Lemma A.10a.

The property (5.8 b) follows, for example, from (5.8 a) and the property detψ−,0 
= 0
(according to (4.52 a). The property (5.8 c) follows from (4.48 a), (3.4 a), d = 2, (5.8 a)
and Lemmas A.3 and A.11a. The property (5.9) follows from (5.4 b), (5.4 d), (5.4 e),
(3.4 a), d = 2, (5.8).

The property (5.10 a) follows from (4.48 a), (3.4 b), d = 2, (4.60 b) and Lemma A.10b.
The property (5.10 b) follows, for example, from (5.10 a) and the property detψ−,0 
= 0
(according to (4.52 a)). The properties (5.10 c), (5.10 d) follow from (4.48 a), (3.4 b), d = 2,
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(5.10 a) and Lemmas A.3 and A.11b. The properties (5.11) follow from (5.4 b), (5.4 d),
(5.4 e), (3.4 b), d = 2, (5.10), (4.48 b).

Under assumptions of Proposition 4.1A or Proposition 4.1B, from Proposition 3.1, the
formulae (5.4), (5.5) and properties (5.8)–(5.11), (4.48 b) it follows that the scattering
matrix for the equation (4.28), λ ∈ T , coincides with the scattering matrix for the
equation (5.6), λ ∈ T .

From (4.50)–(4.53), (5.4 a) it follows that at fixed z ∈ C,

ψ̃±(z, ·) ∈ C(D̄±, GL(n, C)), (5.12 a)

ψ̃+(z, λ) = ψ̃−(z, λ)R(z, λ), λ ∈ T, (5.12 b)(
∂

∂λ̄

)
ψ̃+(z, λ) = 0, λ ∈ D+, (5.12 c)(

∂

∂λ̄

)
ψ̃−(z, λ) = 0, λ ∈ D−\∞, (5.12 d)

ψ̃−(z,∞) = I. (5.12 e)

From (5.6) for ψ̃+(z, λ), 0 < |λ| � 1, (5.12 a), (5.12 c) it follows that

ã+(z) = −(∂z̄ψ̃+,0(z))(ψ̃+,0(z))−1, (5.13 a)

where
ψ̃+,0(z) = ψ̃+(z, 0). (5.13 b)

From (5.6) for ψ̃−(z, λ), 0 < |λ| � 1, (5.12 a), (5.12 d), (5.12 e) it follows that

ã0(z) = −∂zψ̃−,1(z), (5.14 a)

where
ψ̃−(z, λ) = I + λ−1ψ̃−,1(z) + O(λ−2) as λ → ∞. (5.14 b)

Proposition 5.3. Let the assumptions of Proposition 4.1A or Proposition 4.1B be valid.
Then at fixed z ∈ C the function R(z, ·) on T uniquely determines ψ̃±(z, ·) on D̄± (as
functions with the properties (5.12)). In turn, ψ̃± on C × D̄± uniquely determine ã0, ã+

on C (using (5.6) or (5.13), (5.14)).

The problem of finding ψ̃±(z, ·) with the properties (5.12) from R(z, ·) is a regular Rie-
mann conjugation problem with fixed normalization. Any regular Riemann conjugation
problem with fixed normalization has, at most, one solution (see [11]).

Proposition 5.4. Let the assumptions of Proposition 4.1A or Proposition 4.1B be valid.
Then the function ψ̃−(z, ·) on T at fixed z ∈ C satisfies the equation

ψ̃−(z, ·) − C−(ψ̃−(z, ·)(R(z, ·) − I)) = I, (5.15)

where

C−f(λ) = − 1
2πi

∫
T

f(ξ) dξ

ξ − λ(1 + 0)
, λ ∈ T. (5.16)
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If, in addition,
n‖R(z, ·) − I‖0 < 1, (5.17)

then the equation (5.15) is uniquely solvable in L2(T, Mn×n) by the method of successive
approximations.

The deduction of (5.15) consists of the following. From (5.12 b) it follows that

ψ̃+(z, ·) − I = ψ̃−(z, ·) − I + ψ̃−(z, ·)(R(z, ·) − I). (5.18)

Applying the operator C− to the both sides of (5.18), using (5.12 a), (5.12 c)–(5.12 e) and
properties of the Cauchy integral we obtain (5.15). Proposition 5.4 completes Proposi-
tion 5.3 by an effective method for determination of ψ̃− and, as a corollary, ψ̃+ from R,
at least, under additional assumption (5.17).

Propositions 5.1–5.4 imply the following result.

Theorem 5.1. Let the assumptions of Proposition 4.1A or Proposition 4.1B be valid.
Then the scattering matrix S⊥ on R × S

1 for the equation (4.1) uniquely determines ã0,
ã+ on C (and ψ̃± on C × D̄±).

Theorem 5.1 and the formulae (5.4), (4.48 a) imply the following corollary.

Corollary 5.1. Let the assumptions of Proposition 4.1A or Proposition 4.1B be valid
and, in addition, a− ≡ 0 on C. Then the scattering matrix S⊥ on R×S

1 for the equation
(4.1) uniquely determines a0, a+ on C.

Under assumptions (3.4 a) or (3.4 b), we consider further

ψ±,+
ω (x, θ) = (ψ±

0 (x, ω))−1ψ+(x, θ), (5.19 a)

ψ±,−
ω (x, θ) = (ψ±

0 (x, ω))−1ψ−(x, θ), (5.19 b)

a±
ω,i(x) = (ψ±

0 (x, ω))−1ai(x)ψ±
0 (x, ω) + (ψ±

0 (x, ω))−1 ∂

∂xi
ψ±

0 (x, ω), i = 1, . . . , d,

(5.19 c)

a±
ω,0(x) = (ψ±

0 (x, ω))−1a0(x)ψ±
0 (x, ω), (5.19 d)

where x ∈ R
d, θ, ω ∈ S

d−1, ψ±(x, θ) are the wave functions for the equation (3.1),
ψ±

0 (x, θ) are the wave functions for the equation

θ∂xψ0 + v0(x, θ)ψ0 = 0, x ∈ R
d, θ ∈ S

d−1, (5.20)

where

v0(x, θ) =
d∑

i=1

θiai(x). (5.21)

In addition, if a0 ≡ 0 on R
d, then v0 ≡ v, ψ±

0 ≡ ψ± on R
d × S

d−1.
From (5.19 c), (5.20) for ψ±

0 , (5.21) (and the property detψ±
0 
= 0) it follows that

d∑
i=1

ωia
±
ω,i(x) ≡ 0, x ∈ R

d. (5.22)
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From the equation (3.1) for ψ± and the formulae (5.19) it follows that ψ±,+
ω (x, θ),

ψ±,−
ω (x, θ) satisfy the equation

θ∂xψ±
ω + v±

ω (x, θ)ψ±
ω = 0, x ∈ R

d, θ ∈ S
d−1, (5.23)

where

v±
ω (x, θ) =

d∑
i=1

θia
±
ω,i(x) + a±

ω,0(x). (5.24)

In addition, the fact that ψ± and ψ±
0 are the wave functions for (3.1) and (5.20), respec-

tively, the estimate (3.26 a) or (3.33a) and the formulae (5.19 a), (5.19 b) imply that

lim
s→−∞

ψ±,+
ω (x + sθ, θ) = I, θ 
= ∓ω, (5.25 a)

lim
s→+∞

ψ±,−
ω (x + sθ, θ) = I, θ 
= ±ω, (5.25 b)

S(x, θ) = (ψ±,−
ω (x, θ))−1ψ±,+

ω (x, θ), (5.25 c)

where x ∈ R
d, θ, ω ∈ S

d−1, S(x, θ) is the scattering matrix for the equation (3.1).
Taking into account (5.25) we say that ψ±,+

ω , ψ±,−
ω are the wave functions for the

equation (5.23) and that the scattering matrix for (5.23) coincides with the scattering
matrix for (3.1).

Under assumptions (3.4 a), from (5.19 a), (5.19 b), (5.19 d) and Proposition 3.1A it
follows that

ψi,j
ω (·, θ) ∈ Cα,0(Rd, GL(n, C)), (5.26 a)

‖ψi,j
ω (·, θ)‖α,0 � A1(n, ρ, ε, ‖a‖α,1+ε,ρ), (5.26 b)

ai
ω,0 ∈ Cα,1+ε(Rd,Mn×n), (5.27 a)

‖ai
ω,0‖α,1+ε � A2(n, ρ, ε, ‖a‖α,1+ε,ρ), (5.27 b)

where i, j ∈ {−, +}, θ, ω ∈ S
d−1, the bounds A1, A2 can be written explicitly.

Under assumptions (3.4 b), from (5.19 a), (5.19 b), (5.19 d), Proposition 3.1B (and the
equations (3.1), (5.20) for ψ±, ψ±

0 ), it follows that

ψi,j
ω (·, θ) ∈ Cβ,0(Rd, GL(n, C)), (5.28 a)

‖ψi,j
ω (·, θ)‖β,0 � A3(n, ρ, β, ‖b‖α,0), (5.28 b)

ai
ω,0(x) = χ+(r − |x|)bi

ω,0(x), x ∈ R
d, (5.28 c)

bi
ω,0 ∈ Cβ,0(Rd,Mn×n), (5.29 a)

‖bi
ω,0‖β,0 � A4(n, ρ, β, ‖b‖α,0), (5.29 b)

where i, j ∈ {−, +}, θ, ω ∈ S
d−1, β = min(1

2 , α), the bounds A3, A4 can be written
explicitly.

Under assumptions (3.4 a) or (3.4 b), a±
ω,j , j = 1, . . . , d, are generalized functions (dis-

tributions), in general.
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Under assumptions (3.4 a), α ∈ [1, 2], from (5.19 c) and Proposition 3.1A it follows
that

a±
ω,i ∈ Cα−1,0(Rd,Mn×n), (5.30 a)

|a±
ω,i(x)| � c1(ρ, ε,±ω, x)A5(n, ρ, ε, ‖a‖α,1+ε,ρ), x ∈ R

d, (5.30 b)

‖a±
ω,i‖α−1,0 � A6(n, ρ, ε, ‖a‖α,1+ε,ρ), (5.30 c)

where i = 1, . . . , d, ω ∈ S
d−1, the coefficients A5, A6 can be written explicitly.

Under assumptions (3.4 b), the formula (5.19 c) and Proposition 3.1B imply the follow-
ing:

(1)

if 1 � α � 2, then a±
ω,i ∈ C(Dr,δ,ω,Mn×n), (5.31 a)

|a±
ω,i(x)| � χ+(

√
r2 − (πωx)2 ± (πωx)ω)χ+(r − |πωx|)

×(r2 − (πωx)2)−1/2A7(d, n, r, ‖b‖1,0), x ∈ R
d, (5.31 b)

‖a±
ω,i|Dr,δ,ω

‖β,0 � A8(d, n, r, δ, β, ‖b‖α,0), (5.31 c)

(2)
if α = 2, then a±

ω,i ∈ C1(Dr,δ,ω,Mn×n), (5.31 d)

where i = 1, . . . , d, ω ∈ S
d−1, δ ∈ ]0, r[, β ∈ [0, min( 1

2 , α − 1)], the coefficients A7, A8 can
be written explicitly.

Under assumptions of Proposition 4.1A or Proposition 4.1B, the following formulae
hold:

ψ±,+
ω (x, θ) = (ψ̃±

0 (x, ω))−1ψ̃+(x, θ), (5.32 a)

ψ±,−
ω (x, θ) = (ψ̃±

0 (x, ω))−1ψ̃−(x, θ), (5.32 b)

a±
ω,i(x) = (ψ̃±

0 (x, ω))−1ãi(x)ψ̃±
0 (x, ω) + (ψ̃±

0 (x, ω))−1
(

∂

∂xi

)
ψ̃±

0 (x, ω), i = 1, 2,

(5.32 c)

a±
ω,0(x) = (ψ̃±

0 (x, ω))−1ã0(x)ψ̃±
0 (x, ω), (5.32 d)

where x ∈ R
2, θ, ω ∈ S

1, ψ±,+
ω , ψ±,−

ω , a±
ω,i, i = 0, 1, 2, are defined by (5.19) for d = 2,

ãi, i = 0, 1, 2, are defined using (5.4 b)–(5.4 d), (4.30), ψ̃± are the wave functions for the
equation (5.6), ψ̃±

0 are the wave functions for the equation (5.6) with ã0 replaced by zero
(and we use (4.25)). The formulae (5.32) follow from (5.19) and the formulae

ψ̃±(x, θ) = (g(x))−1ψ±(x, θ), (5.33 a)

ψ̃±
0 (x, θ) = (g(x))−1ψ±

0 (x, θ), (5.33 b)

where
g(x) = ψ−,0(x), x ∈ R

2 (5.33 c)
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(where the function g is the same as in (5.4), but written now, using the coordinates
x ∈ R

2). The formulae (5.33) follow from (5.4 b)–(5.4 e), (5.5), (5.8)–(5.11) and the
definition of ψ̃±, ψ±, ψ̃±

0 , ψ±
0 .

Theorem 5.1 and the formulae (5.32) imply the following result.

Theorem 5.2. Let the assumptions of Proposition 4.1A or Proposition 4.1B be valid.
Then the scattering matrix S⊥ on R × S

1 for the equation (4.1) uniquely determines
ψ±,+

ω , ψ±,−
ω on R

2 × S
1, a±

ω,i, i = 0, 1, 2, on R
2 for any ω ∈ S

1.

If
d∑

i=1

ωiai(x) ≡ 0, x ∈ R
d, for some ω ∈ S

d−1, (5.34)

then

ψ±
0 (x, ω) ≡ I, x ∈ R

d, (5.35 a)

ψ±,+
ω (x, θ) ≡ ψ+(x, θ), ψ±,−

ω (x, θ) ≡ ψ−(x, θ), x ∈ R
d, θ ∈ S

d−1, (5.35 b)

a±
ω,i(x) ≡ ai(x), i = 0, . . . , d, x ∈ R

d. (5.35 c)

Theorem 5.2 and the formulae (5.34), (5.35) imply the following corollary.

Corollary 5.2. Let the assumptions of Proposition 4.1A or Proposition 4.1B be valid
and, in addition, (5.34), d = 2, holds. Then the scattering matrix S⊥ on R × S

1 for the
equation (4.1) and the vector ω uniquely determine ai, i = 0, 1, 2, on R

2.

Using Theorems 5.1 and 5.2, we obtain the following corollary.

Corollary 5.3. Let the assumptions of Proposition 4.1A or Proposition 4.1B be valid
for a collection a = (a0, a1, a2) and for a collection a′ = (a′

0, a
′
1, a

′
2). Let the scattering

matrix S⊥ for a coincides on R × S
1 with the scattering matrix S⊥ for a′. Then

ψ′(x, θ) = (h(x))−1ψ(x, θ), θ ∈ Σ\S
1, (5.36 a)

ψ′±(x, θ) = (h(x))−1ψ±(x, θ), θ ∈ S
1, (5.36 b)

a′
i(x) = (h(x))−1ai(x)h(x) + (h(x))−1

(
∂

∂xi

)
h(x), i = 1, 2, (5.36 c)

a′
0(x) = (h(x))−1a0(x)h(x) (5.36 d)

for
h(x) = (ψ′

−,0(x))−1ψ−,0(x), x ∈ R
2 (5.36 e)

(where we use the coordinates x, θ; ′ denotes the correspondence to a′). In addition: under
assumptions of Proposition 4.1A with fixed α and ε in (3.4 a),

h − I, h−1 − I ∈ C1+α,ε(R2,Mn×n), (5.37 a)

∂ih ∈ Cα,1+ε(R2,Mn×n), ∂i =
∂

∂xi
, i = 1, 2; (5.37 b)
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under assumptions of Proposition 4.1B with fixed α and r in (3.4 b),

h, h−1 ∈ C1+α(B̄r,Mn×n), (5.38 a)

h ≡ I on R
2\Br, (5.38 b)

where Br = {x ∈ R
2 | |x| < r}, B̄r = {x ∈ R

2 | |x| � r}.
If, in addition, ai, a

′
i, i = 0, 1, 2, take values in u(n), then h takes values in U(n).

We obtain (5.36) using Theorem 5.1 and the formulae (5.4). The final statement of
Corollary 5.3 follows from the formula

h(x) = (ψ′±
0 (x, ω))−1ψ±

0 (x, ω), ω ∈ S
1 (5.39)

(this formula follows from Theorem 5.2) and Statement 3.1. Using (3.25), (3.26 a), (5.39)
for different values of ω we obtain that

h − I, h−1 − I ∈ C0,ε(R2,Mn×n). (5.40)

Using (3.4 a), (5.36 c) and (5.40) we obtain (5.37). Using (3.32), (5.39) we obtain that

h, h−1 ∈ C(R2,Mn×n). (5.41)

Using (3.4 b), (5.36 c) and (5.41) we obtain (5.38 a). Using (3.33 a), (5.39) for all ω ∈ S
1

we obtain (5.38 b).

6. Inverse scattering for the X-ray connection equation in dimension d � 3

Let S denote the scattering matrix for the collection a = (a0, a1, . . . , ad) (i.e. for the
equation (3.1) with the coefficients a0(x), a1(x), . . . , ad(x)).

Theorem 6.1. For d � 3 the following statements are valid.

(1) Let a0 satisfy (3.4 a), 0 < α < 1, ai ≡ 0, i = 1, . . . , d. Then S on TS
d−1 uniquely

determines a0 on R
d.

(2) Let a0 satisfy (3.4 b), 0 < α < 1, ai ≡ 0, i = 1, . . . , d. Then S on TS
d−1 uniquely

determines a0 on R
d.

(3) Let a0 ≡ 0, ai, i = 1, . . . , d, satisfy (3.4 a), α = 2. Then S on TS
d−1 uniquely

determines a±
ω,i, i = 1, . . . , d, on R

d for any ω ∈ S
d−1.

(4) Let a0 ≡ 0, ai, i = 1, . . . , d, satisfy (3.4 b), α = 2. Then S on TS
d−1 and r of (3.4 b)

uniquely determine a±
ω,i, i = 1, . . . , d, on R

d for any ω ∈ S
d−1.

Remark 6.1. In Theorem 6.1 we do not assume that the following is known: α and ε

of (3.4 a) in item (1); α and r of (3.4 b) in item (2); ε of (3.4 a) in item (3). However,
the a priori knowledge of the following is necessary for the reconstruction procedure
contained in the proof of the relevant item: α, ε and an upper bound for ‖a‖α,1+ε for
the case of item (1); α and an upper bound for ‖b‖α,0 for the case of item (2); ε and an
upper bound for ‖a‖2,1+ε for the case of item (3); an upper bound for ‖b‖2,0 for the case
of item (4), where a = (a0, a1, . . . , ad), b = (b0, b1, . . . , bd).
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To prove Theorem 6.1 we use, in particular, Proposition 6.1, Statement 6.1, Proposi-
tion 6.2 and Proposition 6.3 given below.

Let

Xν,s = {x ∈ R
3 | νx = s}, ν ∈ S

2, s ∈ R, (6.1)

TS
1(Xν,s) = {γ ∈ TS

2 | γ lies in Xν,s}. (6.2)

Let
δa(n, β, ε, ε′′, z, N) = nc18(β, ε, 0, ε′′)(1 + z)ε′′−ε2(2+ε)/2N, (6.3 a)

where n ∈ N, 0 < β < 1, 0 < ε′′ < ε, z � 0, N � 0.
Let

δb(n, β, ε, z, N) = 2n2c21(β, ε, 0)(2 + z)εc4(z)(1 + c21(β, ε, 0)(2 + z)εc4(z))N2, (6.3 b)

where n ∈ N, 0 < β � 1
2 , ε > 0, z � 0, N � 0.

(We remind the reader that c18, c21, c4 are defined in Appendix A.)

Proposition 6.1A. Let ai, i = 0, 1, 2, 3, satisfy (3.4 a), d = 3 and a = (a0, a1, a2, a3).
Let ν ∈ S

2, s ∈ R and
δa(n, β, ε, ε′′, |s|, ‖a‖β,1+ε) < 1 (6.4 a)

for some β and ε′′ such that 0 < β < 1, 0 < ε′′ < ε. Then S restricted to TS
1(Xν,s)

uniquely determines a±
ω,0(x) and

∑3
i=1 a±

ω,i(x) dxi restricted to Xν,s for any ω ∈ S
2,

ων = 0.

Proposition 6.1B. Let ai, i = 0, 1, 2, 3, satisfy (3.4 b), d = 3 and b = (b0, b1, b2, b3). Let
ν ∈ S

2, s ∈ R and

δb(n, β, ε, l(r, s), ‖b‖β,0) < 1, l(r, s) = χ+(r − |s|)
√

r2 − s2, (6.4 b)

for some β and ε such that 0 < β � 1
2 , ε > 0. Then S restricted to TS

1(Xν,s) uniquely
determines a±

ω,0(x) and
∑3

i=1 a±
ω,i(x) dxi restricted to Xν,s for any ω ∈ S

2, ων = 0.

Remark 6.2. Let ai, i = 0, 1, 2, 3, satisfy (3.4 b), d = 3. Let ν, ω ∈ S
2, ων = 0, s ∈ R,

|s| � r. Then a±
ω,i(x) ≡ 0, i = 0, 1, 2, 3, for x ∈ Xν,s. Therefore, Proposition 6.1B is

non-trivial only if |s| < r.

Remark 6.3. If in Proposition 6.1A or 6.1B the number α of (3.4 a) or (3.4 b) is smaller
than 1, then (as indicated in § 5) a±

ω,i, i = 1, 2, 3, are ‘generalized’ functions, in general.
However, under assumptions of any item of Theorem 6.1, a±

ω,i, i = 1, 2, 3, are usual
functions.

Proof of Propositions 6.1A and 6.1B. There is an orthogonal 3×3 matrix M = (mij)
such that

Xν,s =
{

x ∈ R
3

∣∣∣∣ xi =
2∑

j=1

mijyj + mi3s, i = 1, 2, 3, y = (y1, y2) ∈ R
2
}

, (6.5)
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where we consider y as Euclidean coordinates on Xν,s. In addition,

{θ ∈ S
2 | θν = 0} =

{
θ ∈ S

2
∣∣∣∣ θi =

2∑
j=1

mijξj , i = 1, 2, 3, ξ = (ξ1, ξ2) ∈ S
1
}

. (6.6)

A solution ψ(x, θ), θν = 0, of (3.1), d = 3, restricted to Xν,s and written as ψ(y, ξ)
satisfies the equation

ξ∂yψ + (ξ1u1(y) + ξ2u2(y) + a0(y))ψ = 0,

uj(y) =
3∑

i=1

mijai(y), j = 1, 2,


 (6.7)

where ai(y) = ai|Xν,s in the coordinates y, i = 1, 2, 3.
In addition,

2∑
i=1

ui(y) dyi =
3∑

i=1

ai dxi

∣∣
Xν,s

in the coordinates y. (6.8)

If f ∈ Cβ,1+ε(R3,Mn×n), 0 < β < 1, ε > 0, then

‖f |Xν,s‖β,1+ε,1+s � 2(1+ε)/2‖f‖β,1+ε, (6.9)

where f |Xν,s
is considered as a function of y.

If f(x) = χ+(r − |x|)g(x), x ∈ R
3, g ∈ Cβ,0(R3,Mn×n), 0 < β < 1, then

f(y) = χ+(l(r, s) − |y|)g(y), y ∈ R
2,

‖g|Xν,s
‖β,0 � ‖g‖β,0,

}
(6.10)

where f(y) = f |Xν,s
considered as a function of y, g(y) = g|Xν,s

considered as a function
of y.

Under assumptions of Proposition 6.1A or Proposition 6.1B, from (6.7), (6.9), (6.10),
the inequalities |mi1|+|mi2| �

√
2, i = 1, 2, 3, and Theorem 5.2 it follows that S restricted

to TS
1(Xν,s) uniquely determines

a±
ξ,0(y) = (ψ±

0 (y, ξ))−1a0(y)ψ±
0 (y, ξ),

u±
ξ,i(y) = (ψ±

0 (y, ξ))−1ui(y)ψ±
0 (y, ξ) + (ψ±

0 (y, ξ))−1
(

∂

∂yi

)
ψ±

0 (y, ξ),


 (6.11)

y ∈ R
2, ξ ∈ S

1, i = 1, 2, where ψ±
0 are the wave functions for (6.7) with a0 replaced by 0.

In addition, ψ±
0 (y, ξ) are the wave functions ψ±

0 (x, θ), θν = 0, for (5.20), d = 3, restricted
to Xν,s and written in the coordinates y, ξ.

Finally,
a±

ξ,0(y) = a±
θ,0

∣∣
Xν,s

in the coordinates y,

2∑
i=1

u±
ξ,i(y) dyi =

3∑
i=1

a±
θ,i dxi

∣∣
Xν,s

in the coordinates y


 (6.12)

for ξ ∈ S
1 and θ ∈ S

2 related as in (6.6).
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Propositions 6.1A and 6.1B are proved. �

Let
Y (q, ω) = {x ∈ R

3 | x = q + sω, s ∈ R}, q ∈ R
3, ω ∈ S

2. (6.13)

Statement 6.1. Let d = 3, q ∈ R
3, ω, ν, ν′ ∈ S

2, ων = ων′ = 0, ν 
= ν′, j ∈ {−, +}. Let
D be an open neighbourhood in R

3 of a point x ∈ Y (q, ω). Then Y (q, ω) = Xν,qν ∩Xν′,qν′

and the following is valid.

(A) If ai, i = 1, 2, 3, satisfy (3.4 a), α = 1, then

3∑
i=1

aj
ω,i(x) dxi|Xν,qν∩D and

3∑
i=1

aj
ω,i(x) dxi|Xν′,qν′ ∩D

uniquely determine aj
ω,i, i = 1, 2, 3, on Y (q, ω) ∩ D.

(B) If ai, i = 1, 2, 3, satisfy (3.4 b), α = 1, then

3∑
i=1

aj
ω,i(x) dxi|Xν,qν∩D,

3∑
i=1

aj
ω,i(x) dxi|Xν′,qν′ ∩D

and r of (3.4 b) uniquely determine aj
ω,i, i = 1, 2, 3, on Y (q, ω) ∩ D.

Remark 6.4. We remind the reader that aj
ω,i, i = 1, 2, 3, are independent of a0.

Let

Cr,ω = {x ∈ R
d | |x| = r} ∪ {x ∈ R

d | |πωx| = r}, r > 0, ω ∈ S
d−1. (6.14)

Remark 6.5. In item (B) of Statement 6.1 we assume that r of (3.4 b) is known in order
to know a priori the set Cr,ω (containing all discontinuity points of a±

ω,i, i = 1, 2, 3).

Statement 6.1 follows from elementary geometric facts and the properties (5.30), (5.31)
of a±

ω,i, i = 1, 2, 3.
Let

Bτ = {x ∈ R
d | |x| < τ}, τ � 0,

B̄τ be the closure of Bτ in R
d.

}
(6.15)

Let

Ω1(D) = {γ ∈ TS
d−1 | γ intersects D}, (6.16 a)

Ω2(D, ω) = {γ ∈ Ω1(D) | γ has the direction ω}, (6.16 b)

Ω3(D) = TS
d−1\Ω1(D), (6.16 c)

Ω4(D, ω) = {γ ∈ Ω3(D) | γ has the direction ω}, (6.16 d)

where D is an open bounded convex domain in R
d, ω ∈ S

d−1.
Consider the equation (with respect to z)

δa(n, β, ε, ε′′, z, N) = κ, z � 0, (6.17)
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where
n ∈ N, 0 < β < 1, 0 < ε′′ < ε, N � 0, 0 < κ < 1. (6.18)

Under conditions (6.18), the following is valid:

δa(n, β, ε, ε′′, z1, N) > δa(n, β, ε, ε′′, z2, N) (6.19 a)

for z2 > z1, z1 � 0, z2 � 0, N > 0;

δa(n, β, ε, ε′′, z, N) → 0 as z → +∞; (6.19 b)

δa(n, β, ε, ε′′, z, 0) = 0, z � 0. (6.19 c)

Therefore, under conditions (6.18), the equation (6.17) has, at most, one root.
Under conditions (6.18), we use the following definition: let za(n, β, ε, ε′′, N, κ) be the

root of (6.17), if it has a root; let za(n, β, ε, ε′′, N, κ) = 0, if (6.17) has no root.
Consider the equation (with respect to z)

δb(n, β, ε, z, N) = κ, z � 0, (6.20)

where
n ∈ N, 0 < β � 1

2 , ε > 0, N � 0, 0 < κ < 1. (6.21)

Under conditions (6.21), the following is valid:

δb(n, β, ε, z1, N) < δb(n, β, ε, z2, N) (6.22 a)

for z1 < z2, z1 � 0, z2 � 0, N > 0;

δb(n, β, ε, 0, N) = 0; (6.22 b)

δb(n, β, ε, z, N) → +∞ as z → +∞, for N > 0; (6.22 c)

δb(n, β, ε, z, 0) = 0. (6.22 d)

Therefore, under conditions (6.21), the equation (6.20) is uniquely solvable for N > 0
and (6.20) has no solution for N = 0.

Under conditions (6.21), we use the following definition: let zb(n, β, ε, N, κ) be the root
of (6.20), for N > 0; let zb(n, β, ε, 0, κ) = +∞.

Proposition 6.2. For d = 3, κ ∈ ]0, 1[, the following statements are valid.

(1) Let a0 satisfy (3.4 a), 0 < α < 1, ai ≡ 0, i = 1, 2, 3, and ‖a0‖α,1+ε � N . Let
τ = za(n, α, ε, ε′′, N, κ), 0 < ε′′ < ε. Then S on Ω3(Bτ ) uniquely determines a0 on
R

3\Bτ .

(2) Let a0 satisfy (3.4 b), 0 < α � 1
2 , ai ≡ 0, i = 1, 2, 3, and ‖b0‖α,0 � N , r � r1. Let

τ = χ+(r1 − zb)
√

r2
1 − z2

b , zb = zb(n, α, ε, N, κ), ε > 0. Then S on Ω3(Bτ ) uniquely
determines a0 on R

3\Bτ .
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(3) Let a0 ≡ 0, ai, i = 1, 2, 3, satisfy (3.4 a), α = 1, a = (a0, a1, a2, a3), and ‖a‖β,1+ε �
N for some β ∈ ]0, 1[. Let τ = za(n, β, ε, ε′′, N, κ), 0 < ε′′ < ε. Then S on TS

2

uniquely determines a±
ω,i, i = 1, 2, 3, on R

3\Bτ for any ω ∈ S
2.

(4) Let a0 ≡ 0, ai, i = 1, 2, 3, satisfy (3.4 b), α = 1, b = (b0, b1, b2, b3), and ‖b‖β,0 � N

for some β ∈ ]0, 1
2 ]. Let τ = χ+(r − zb)

√
r2 − z2

b , zb = zb(n, β, ε, N, κ), ε > 0. Then
S on TS

2 and r uniquely determine a±
ω,i, i = 1, 2, 3, on R

3\Bτ for any ω ∈ S
2.

Proof of Proposition 6.2. Item (1) of Proposition 6.2 follows from Proposition 6.1A,
the properties (6.19) and the definition of za. Item (2) of Proposition 6.2 follows from
Proposition 6.1B, the properties (6.22), the definition of zb and the following properties:

l(r, s) � l(r1, s) for r � r1, r � 0, r1 � 0, s ∈ R,

l(r, s1) � l(r, s2) for r � 0, |s2| � |s1|.

}
(6.23)

Proof of items (3) and (4) of Proposition 6.2.
Consider the following conditions for x and ω:

x ∈ R
3\B̄τ , ω ∈ S

2, (6.24 a)

x ∈ R
3\(B̄τ ∪ Cr,ω), ω ∈ S

2 (6.24 b)

(where Cr,ω is defined by (6.14), d = 3),

Y (x, ω) ∩ B̄τ = ∅, (6.25)

Y (x, ω) ∩ B̄τ 
= ∅. (6.26)

�

Statement 6.2.

(A) Let the assumptions of item (3) of Proposition 6.2 be valid. Then S on Ω3(Bτ )
uniquely determines a±

ω,i(x), i = 1, 2, 3, for any x and ω satisfying (6.24 a), (6.25).

(B) Let the assumptions of item (4) of Proposition 6.2 be valid. Then S on Ω3(Bτ ) and
r uniquely determine a±

ω,i(x), i = 1, 2, 3, for any x and ω satisfying (6.24 b), (6.25).

Proof of Statement 6.2. From (6.25) it follows that there are ν, ν′ ∈ S
2, s, s′ ∈ R such

that
Y (x, ω) = Xν,s ∩ Xν′,s′ , Xν,s ∩ B̄τ = ∅, Xν′,s′ ∩ B̄τ = ∅ (6.27)

and, as a corollary,

|s| > τ, |s′| > τ, νω = ν′ω = 0, ν 
= ν′, s = νx, s′ = ν′x, (6.28)

TS
1(Xν,s) ⊂ Ω3(Bτ ), TS

1(Xν′,s′) ⊂ Ω3(Bτ ). (6.29)

Under the assumptions of items (A) or (B) of Statement 6.2, from Propositions 6.1A,
6.1B, Statement 6.1 and the formulae (6.27), (6.28), it follows that

S|TS1(Xν,s) and S|TS1(Xν′,s′ )

https://doi.org/10.1017/S1474748002000166 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748002000166


596 R. G. Novikov

(and r, under assumptions of item (B) of Statement 6.2) uniquely determine a±
ω,i on

Y (x, ω), i = 0, 1, 2, 3, and, in particular, a±
ω,i(x), i = 1, 2, 3. In addition, taking into

account (6.29) we obtain Statement 6.2. The proof of Statement 6.2 is completed. �

Statement 6.3.

(A) Let the assumptions of item (3) of Proposition 6.2 be valid. Let x and ω satisfy
(6.24 a), (6.26). Then S on Ω3(Bτ ) ∪ Ω2(Bτ , ω) uniquely determines a±

ω,i(x), i =
1, 2, 3.

(B) Let the assumptions of item (4) of Proposition 6.2 be valid. Let x and ω satisfy
(6.24 b), (6.26). Then S on Ω3(Bτ ) ∪ Ω2(Bτ , ω) and r uniquely determine a±

ω,i(x),
i = 1, 2, 3.

Proof of Statement 6.3. Let

Y ±(q, θ) = {x ∈ R
3 | x = q + sθ, s ∈ R± ∪ 0}, q ∈ R

3, θ ∈ S
2, (6.30)

P (q, θ, θ′) = P+(q, θ, θ′) ∪ P−(q, θ, θ′), (6.31)

where
P±(q, θ, θ′) = ∪t∈R±∪0Y (q + tθ, θ′), q ∈ R

3, θ, θ′ ∈ S
2, θ′ 
= θ,

where R+ = ]0, +∞[, R− = ] − ∞, 0[.
From (6.26) and (6.24 a) or (6.24 b) it follows that either

Y +(x, ω) ∩ B̄τ = ∅ (6.32 a)

or

Y −(x, ω) ∩ B̄τ = ∅. (6.32 b)

Consider ω′, ω′′ ∈ S
2 such that

Y (x, ω′) ∩ B̄τ = ∅, Y (x, ω′′) ∩ B̄τ = ∅, ω′′ 
= ω′, ω′′ 
= −ω′. (6.33)

If (6.32 a) holds, then due to (6.33):

P+(x, ω, ω′) ∩ B̄τ = ∅, P+(x, ω, ω′′) ∩ B̄τ = ∅. (6.34 a)

If (6.32 b) holds, then due to (6.33):

P−(x, ω, ω′) ∩ B̄τ = ∅, P−(x, ω, ω′′) ∩ B̄τ = ∅. (6.34 b)

�

Lemma 6.1A. Let the assumptions of item (A) of Statement 6.3 be valid. Let θ ∈
{ω′, ω′′}, where ω′, ω′′ satisfy (6.33). Then the following is valid.

(1) If (6.32 a) holds, then S on Ω3(Bτ ) uniquely determines a±
θ,i(y), i = 1, 2, 3, for any

y ∈ P+(x, ω, θ).
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(2) If (6.32 b) holds, then S on Ω3(Bτ ) uniquely determines a±
θ,i(y), i = 1, 2, 3, for any

y ∈ P−(x, ω, θ).

Lemma 6.1B. Let the assumptions of item (B) of Statement 6.3 be valid. Let θ ∈
{ω′, ω′′}, where ω′, ω′′ satisfy (6.33). Then the following is valid.

(1) If (6.32 a) holds, then S on Ω3(Bτ ) and r uniquely determine a±
θ,i(y), i = 1, 2, 3,

for any y ∈ P+(x, ω, θ)\Cr,θ.

(2) If (6.32 b) holds, then S on Ω3(Bτ ) and r uniquely determine a±
θ,i(y), i = 1, 2, 3, for

any y ∈ P−(x, ω, θ)\Cr,θ.

Items (1) of Lemmas 6.1A and 6.1B follow from (6.34 a) and Statement 6.2. Items (2)
of Lemmas 6.1A and 6.1B follow from (6.34 b) and Statement 6.2.

Remark 6.6. Note that

P (x, ω, θ) ∩ Cr,θ = ∅ for |y′| > r,

P (x, ω, θ) ∩ Cr,θ = {ξ ∈ R
2 | |ξ| = r′} ∪ {ξ ∈ R

2 | |πζξ| = r′} for |y′| � r,

where ξ are Euclidean coordinates on P (x, ω, θ) with centre at the point y′ which is the
nearest to 0 in R

3, r′ =
√

r2 − |y′|2, ζ = ξ(y′ +θ)− ξ(y′) for |y′| � r, where θ ∈ {ω′, ω′′}.
Therefore, for the case of item (1) of Lemma 6.1B, aj

θ,i on P+(x, ω, θ)\Cr,θ uniquely
determines aj

θ,i on P+(x, ω, θ) (for example, in L1
loc(P

+(x, ω, θ),Mn×n)) and for the
case of item (2) of Lemma 6.1B, aj

θ,i on P−(x, ω, θ)\Cr,θ uniquely determines aj
θ,i on

P−(x, ω, θ) (for example, in L1
loc(P

−(x, ω, θ),Mn×n)), where i ∈ {1, 2, 3}, j ∈ {−, +}.

Lemma 6.2.

(1) Let the assumptions of item (1) of Lemma 6.1A or item (1) of Lemma 6.1B be valid.
Then aj

θ,i, i = 1, 2, 3, on P+(x, ω, θ) uniquely determine ψj,−
θ (·, ω) on P+(x, ω, θ),

where j ∈ {−, +}.

(2) Let the assumptions of item (2) of Lemma 6.1A or item (2) of Lemma 6.1B be valid.
Then aj

θ,i, i = 1, 2, 3, on P−(x, ω, θ) uniquely determine ψj,+
θ (·, ω) on P−(x, ω, θ),

where j ∈ {−, +}.

Proof of Lemma 6.2. Under the assumptions of items (1) or (2) of Lemma 6.2, using
(5.23), (5.24), (5.25 a), (5.25 b) we obtain that(

d
ds

+ vj
θ,y,ω(s)

)
ψj,±

θ,y,ω(s) = 0, (6.35)

ψj,+
θ,y,ω(s) → I as s → −∞, (6.36 a)

ψj,−
θ,y,ω(s) → I as s → +∞, (6.36 b)

where

vj
θ,y,ω(s) = vj

θ(y + sω, ω), ψj,±
θ,y,ω(s) = ψj,±

θ (y + sω, ω), y ∈ R
3, s ∈ R. (6.37)
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Item (1) of Lemma 6.2 follows from the following facts:

(i) Y +(y, ω) ⊂ P+(x, ω, θ) for y ∈ P+(x, ω, θ);

(ii) aj
θ,i, i = 1, 2, 3, on Y +(y, ω) uniquely determine vj

θ,y,ω on [0, +∞[;

(iii) vj
θ,y,ω on [0, +∞[ uniquely determines ψj,−

θ,y,ω on [0, +∞[ by means of (6.35), (6.36 b);

(iv) ψj,−
θ (y, ω) = ψj,−

θ,y,ω(0).

Item (2) of Lemma 6.2 follows from the following facts:

(i) Y −(y, ω) ⊂ P−(x, ω, θ) for y ∈ P−(x, ω, θ);

(ii) aj
θ,i, i = 1, 2, 3, on Y −(y, ω) uniquely determine vj

θ,y,ω on ] − ∞, 0];

(iii) vj
θ,y,ω on ] − ∞, 0] uniquely determines ψj,+

θ,y,ω on ] − ∞, 0] by means of (6.35),
(6.36 a);

(iv) ψj,+
θ (y, ω) = ψj,+

θ,y,ω(0).

Remark 6.7.

(A) If ai, i = 0, 1, 2, 3, satisfy the assumptions of item (3) of Proposition 6.2, then
vj

θ,y,ω(s) = O(|s|−ε) as |s| → ∞ (since ω /∈ {−θ, θ}). Therefore, for this case the
proof of the uniqueness of ψj,±

θ,y,ω defined by means of (6.35), (6.36) is standard for
ε > 1 and consists of the following for ε � 1. If some ψj,±

θ,y,ω satisfy (6.35), then

ψj,±
θ,y,ω(s) = ψj,±

θ (y + sω, ω)A±, A± ∈ Mn×n, (6.38)

since ψj,±
θ,y,ω defined by means of (6.37) satisfy (6.35) and detψj,±

θ (y + sω, ω) 
= 0.
Using (6.36), (6.38) one can show that A± = I.

(B) If ai, i = 0, 1, 2, 3, satisfy the assumptions of item (4) of Proposition 6.2, then
vj

θ,y,ω(s) ≡ 0 as |s| → ∞ (since ω /∈ {−θ, θ}) and for this case the proof of the
uniqueness of ψj,±

θ,y,ω defined by means of (6.35), (6.36) is standard.

The proof of Lemma 6.2 is completed. �

Lemma 6.3.

(1) Let the assumptions of item (1) of Lemma 6.2 be valid. Then

S on Ω2(Bτ , ω) ∪ Ω4(Bτ , ω) and ψj,−
θ (·, ω) on P+(x, ω, θ)

uniquely determine ψj,+
θ (·, ω) on P+(x, ω, θ), where j ∈ {−, +}.

(2) Let the assumptions of item (2) of Lemma 6.2 be valid. Then

S on Ω2(Bτ , ω) ∪ Ω4(Bτ , ω) and ψj,+
θ (·, ω) on P−(x, ω, θ)

uniquely determine ψj,−
θ (·, ω) on P−(x, ω, θ), where j ∈ {−, +}.
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Proof of Lemma 6.3. From (5.25 c) it follows that

ψj,−
θ (x, ω)S(x, ω) = ψj,+

θ (x, ω). (6.39)

The formulae (6.39), (3.25), (3.32) and definitions imply Lemma 6.3. The proof is com-
pleted. �

Lemma 6.4.

(1) Let the assumptions of item (1) of Lemma 6.2 be valid. Then ψj,k
θ (·, ω) and aj

θ,i(·),
i = 1, 2, 3, on P+(x, ω, θ) uniquely determine

3∑
i=1

ak
ω,i(y) dyi

∣∣
P+(x,ω,θ)

= (ψj,k
θ (y, ω))−1

(( 3∑
i=1

aj
θ,i(y) dyi

)
ψj,k

θ (y, ω) +
3∑

i=1

∂ψj,k
θ (y, ω)
∂yi

dyi

)∣∣∣∣
P+(x,ω,θ)

,

(6.40 a)

where j, k ∈ {−, +}.

(2) Let the assumptions of item (2) of Lemma 6.2 be valid. Then ψj,k
θ (·, ω) and aj

θ,i(·),
i = 1, 2, 3, on P−(x, ω, θ) uniquely determine

3∑
i=1

ak
ω,i(y) dyi|P −(x,ω,θ)

= (ψj,k
θ (y, ω))−1

×
(( 3∑

i=1

aj
θ,i(y) dyi

)
ψj,k

θ (y, ω) +
3∑

i=1

∂ψj,k
θ (y, ω)
∂yi

dyi

)∣∣∣∣
P −(x,ω,θ)

, (6.40 b)

where j, k ∈ {−, +}.

Proof of Lemma 6.4. Using (5.19) and that ψ±
0 ≡ ψ± on R

d × S
d−1 for a0 ≡ 0 on R

d

we obtain that, under assumptions of item (3) or (4) of Proposition 6.2

ak
ω,i(y) =

(
ψj,k

θ (y, ω))−1(aj
θ,i(y)ψj,k

θ (y, ω) +
∂ψj,k

θ (y, ω)
∂yi

)
, (6.41)

where y ∈ R
3, θ, ω ∈ S

2, j, k ∈ {−, +}, i ∈ {1, 2, 3}. The formula (6.41) implies (6.40)
and Lemma 6.4. The proof is completed. �

Lemmas 6.1–6.3 and Statement 6.1 imply Statement 6.3. The proof of Statement 6.3
is completed.

Statements 6.1 and 6.2 imply items (3) and (4) of Proposition 6.2. The proof of Propo-
sition 6.2 is completed.
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Let

aτ,i(x) = χ+(τ − |x|)ai(x), x ∈ R
d, τ > 0, i = 0, 1, . . . , d, (6.42 a)

and

S(τ) denote the scattering matrix for the collection a(τ) = (aτ,0, . . . , aτ,d). (6.42 b)

Let

a±
ω,τ,i(x) = χ+(τ − |x|)a±

ω,i(x), x ∈ R
d, ω ∈ S

d−1, τ > 0, i = 0, 1, . . . , d, (6.43 a)

and

S±
ω,(τ) denote the scattering matrix for the collection a±

ω,(τ) = (a±
ω,τ,0, a

±
ω,τ,1, . . . , a

±
ω,τ,d).

(6.43 b)

Proposition 6.3. Let ai, i = 0, 1, . . . , d, satisfy (3.4 a) or (3.4 b). Let τ > 0. Then the
following are valid.

(1) τ , S on Ω1(Bτ ) and ai, i = 0, 1, . . . , d, on R
d\Bτ uniquely determine S(τ) on TS

d−1

by the formulae:

S(τ)(γ) = I for γ ∈ Ω3(Bτ ); (6.44 a)

S(τ)(γ) = ψ−(x +
√

τ2 − x2θ, θ)S(γ)(ψ+(x −
√

τ2 − x2θ, θ))−1 (6.44 b)

for γ = (x, θ) ∈ Ω1(Bτ ), where for ψ± the formulae (3.13) hold.

(2) For α � 1, τ , S on Ω1(Bτ ) and aj
ω,i, i = 0, 1, . . . , d, on R

d\Bτ uniquely determine
Sj

ω,(τ) on TS
d−1\(Ω2(Bτ , ω) ∪ Ω2(Bτ ,−ω)) (where j ∈ {−, +}, ω ∈ S

d−1) by the
formulae:

Sj
ω,(τ)(γ) = I for γ ∈ Ω3(Bτ ); (6.45 a)

Sj
ω,(τ)(γ) = ψj,−

ω (x +
√

τ2 − x2θ, θ)S(γ)(ψj,+
ω (x −

√
τ2 − x2θ, θ))−1 (6.45 b)

for γ = (x, θ) ∈ Ω1(Bτ )\(Ω2(Bτ , ω) ∪ Ω2(Bτ ,−ω)), where

ψj,−
ω (x + sθ, θ) =

(
T exp

∫ +∞

s

−vj
ω(x + tθ, θ) dt

)−1

,

ψj,+
ω (x + sθ, θ) = T exp

∫ s

−∞
−vj

ω(x + tθ, θ) dt


 (6.46)

for s ∈ R and (x, θ) ∈ TS
d−1, θ /∈ {−ω, ω}.
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The next remark is similar to Remark 6.7.

Remark 6.8.

(A) If ai, i = 0, 1, . . . , d, satisfy (3.4 a), α = 1, then vj
ω(x + tθ, θ) = O(|t|−ε) as |t| → ∞

(θ /∈ {−ω, ω}). Therefore, for this case the justification of the fact that the right-
hand sides of (6.46) are well defined is standard for ε > 1 and consists of the
following for ε � 1. There are the formulae:

T exp
∫ r

s

−vj
ω(x + tθ, θ) dt ψj,−

ω (x + sθ, θ) = ψj,−
ω (x + rθ, θ),

ψj,−
ω (x + rθ, θ) → I as r → +∞, θ /∈ {−ω, ω};


 (6.47 a)

T exp
∫ s

r

−vj
ω(x + tθ, θ) dt ψj,+

ω (x + rθ, θ) = ψj,+
ω (x + sθ, θ),

ψj,+
ω (x + rθ, θ) → I as r → −∞, θ /∈ {−ω, ω}.


 (6.47 b)

These formulae imply the formulae (6.46) together with the fact that the right-hand
sides of (6.46) are well defined for ε > 0.

(B) If ai, i = 0, 1, . . . , d, satisfy (3.4 b), α = 1, then vj
ω(x + tθ, θ) ≡ 0 as |t| → ∞

(θ /∈ {−ω, ω}) and for this case the justification of the fact that the right-hand
sides of (6.46) are well-defined is standard (in addition, the formulae (6.47) are also
valid).

Proof of Proposition 6.3. The formula (6.44 a) follows from definitions. The formula
(6.44 b) follows from (3.13) and the formula

S(γ) = T exp
∫ +∞

√
τ2−x2

−v(x + tθ, θ) dt S(τ)(γ)

× T exp
∫ −

√
τ2−x2

−∞
−v(x + tθ, θ) dt

for γ = (x, θ) ∈ Ω1(Bτ ), (6.48)

where (6.48) follows from (3.12) (for S and S(τ)).
The formula (6.45 a) follows from definitions. The formula (6.45 b) follows from (6.46)

and the formula

S(γ) = T exp
∫ +∞

√
τ2−x2

−vj
ω(x + tθ, θ) dt Sj

ω,(τ)(γ)

× T exp
∫ −

√
τ2−x2

−∞
−vj

ω(x + tθ, θ) dt

for γ = (x, θ) ∈ Ω1(Bτ ), θ /∈ {−ω, ω}, (6.49)

where (6.46) follows from (6.47), to obtain (6.49) we use, in particular, (5.25 c) (the
formula (6.49) is similar to (6.48)). The proof of Proposition 6.3 is completed. �
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Remark 6.9.

(A) If ai, i = 0, 1, . . . , d, satisfy (3.4 a), α > 1, then (due to the properties (5.27 a),
(5.30 a), the definitions (6.43) and Proposition 3.1B) S±

ω,(τ) is continuous on TS
d−1

and, as a corollary, for d � 2, S±
ω,(τ) on TS

d−1\(Ω2(Bτ , ω) ∪ Ω2(Bτ ,−ω)) uniquely
determines S±

ω,(τ) on TS
d−1.

(B) If ai, i = 0, 1, . . . , d, satisfy (3.4 b), α > 1, then for τ < r (due to the properties
(5.28 c), (5.31 b), the definitions (6.43) and Proposition 3.1B) S±

ω,(τ) is continuous
on TS

d−1 and, as a corollary, for d � 2, S±
ω,(τ) on TS

d−1\(Ω2(Bτ , ω) ∪ Ω2(Bτ ,−ω))
uniquely determines S±

ω,(τ) on TS
d−1.

Proof of Theorem 6.1 for d = 3. Proof of items (1), (2) of Theorem 6.1 for d = 3.
For d = 3, item (1) of Theorem 6.1 follows from item (1) of Proposition 6.2, item (1) of
Proposition 6.3 and item (2) of Theorem 6.1.

For d = 3, item (2) of Theorem 6.1 follows from item (2) of Proposition 6.2 and item
(1) of Proposition 6.3 by the induction method. The step of the induction (the jth step,
j ∈ N) consists of the following.

(a) Due to item (2) of Proposition 6.2, S(τj−1) on Ω3(Bτj ) uniquely determines aτj−1,0

on R
3\Bτ (i.e. a0 on Bτj−1\Bτj ), where

τj = χ+(τ2
j−1 − z2

b )
√

τ2
j−1 − z2

b , τ2
j−1 = r2

1 − (j − 1)z2
b

(where r1, zb are the numbers of item (2) of Proposition 6.2).

(b) Due to item (1) of Proposition 6.3, S(τj−1) on Ω1(Bτj ) and a0 on Bτj−1\Bτj uniquely
determine S(τj) on TS

2. If τj = 0, then the reconstruction of a0 on R
3 from S on

TS
2 is completed by the part (a) of the jth step.

Only a finite number of steps is necessary. Items (1), (2) of Theorem 6.1 for d = 3
are proved.

Proof of items (3), (4) of Theorem 6.1 for d = 3. For d = 3, items (3), (4) of Theorem 6.1
follows from items (3), (4) of Proposition 6.2, item (2) of Proposition 6.3, Remark 6.9,
the formula (5.22) and the following statement.

Statement 6.4. Let d = 3. Let a0 ≡ 0, ai, i = 1, 2, 3, satisfy (3.4 b), α = 1, and∑3
i=1 ωiai ≡ 0 for some fixed ω ∈ S

2. Then S on TS
2 and r of (3.4 b) uniquely determine

ai, i = 1, 2, 3, on R
3.

Proof of Statement 6.4. Statement 6.4 follows from item (4) of Proposition 6.2, the
formulae (5.34), (5.35) and item (1) of Proposition 6.3 by the induction method. The
step of the induction (the jth step, j ∈ N) consists of the following.

(a) Due to item (4) of Proposition 6.2 and the formulae (5.34), (5.35), S(τj−1) on TS
2

and τj−1 uniquely determine ai, i = 1, 2, 3, on Bτj−1\Bτj , where

τj = χ+(τ2
j−1 − z2

b )
√

τ2
j−1 − z2

b , τ2
j−1 = r2 − (j − 1)z2

b

(where zb is the number of item (4) of Proposition 6.2).
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(b) Due to item (1) of Proposition 6.3, S(τj−1) on Ω1(Bτj
) and ai, i = 1, 2, 3, on

Bτj−1\Bτj
uniquely determine S(τj) on TS

2. If τj = 0, then the reconstruction of
ai, i = 1, 2, 3, on R

3 from S on TS
2 is completed by the part (a) of the jth step.

Only a finite number of steps is necessary. Statement 6.4 is proved. Items (3), (4)
of Theorem 6.1 for d = 3 are proved.

The proof of Theorem 6.1 for d = 3 is completed. �

Proof of Theorem 6.1 for d > 3. Proof of items (1), (2) of Theorem 6.1 for d > 3.
To determine a0(x′) at a point x′ ∈ R

d we consider in R
d a three-dimensional plane X

containing x′. We consider in TS
d−1 the subset TS

2(X), which is the set of all rays lying
in X. We restrict S on TS

2(X). Due to items (1), (2) of Theorem 6.1 for d = 3, these
data uniquely determines a0(x′). Items (1), (2) of Theorem 6.1 for d = 3 are proved.

Proof of items (3), (4) of Theorem 6.1 for d > 3. To determine a±
ω,i(x

′), i = 1, . . . , d, at
a point x′ ∈ R

d (for the case of item (4) we suppose that x′ /∈ Cr,ω) for fixed ω ∈ S
d−1 we

consider in R
d three-dimensional planes Xi, i = 1, . . . , [d/2] (where [d/2] is the integer

part of d/2) such that:

Y (x′, ω) = {x ∈ R
d | x = x′ + sω, s ∈ R} ⊂ Xi, i = 1, . . . , [d/2];

the convex hull of ∪[d/2]
i=1 Xi is R

d. For each i ∈ {1, . . . , [d/2]} we consider in TS
d−1 the

subset TS
2(Xi), which is the set of all rays lying in Xi. For each i ∈ {1, . . . , [d/2]} we

restricted S on TS
2(Xi) (for the case of item (4) we consider also ri defined as the radius

of the ball Br ∩ Xi). Due to items (3), (4) of Theorem 6.1 for d = 3, these data uniquely
determine a±

ω (x′)ξ =
∑d

j=1 a±
ω,j(x

′)ξj for any ξ ∈ Tx′Xi (the tangent space to Xi at x′).
If for each i ∈ {1, . . . , [d/2]} and each ξ ∈ Tx′Xi the product a±

ω (x′)ξ is known, then
a±

ω,j(x
′), j = 1, . . . , d, are known. Items (3), (4) of Theorem 6.1 for d > 3 are proved.

The proof of Theorem 6.1 for d > 3 is completed. �

Using items (3), (4) of Theorem 6.1 we obtain the following corollary.

Corollary 6.1. Let the assumptions of item (3) for fixed ε in (3.4 a) or (4) for fixed r

in (3.4 b) of Theorem 6.1 be valid for a collection a = (a0, a1, . . . , ad) and for a collection
a′ = (a′

0, a
′
1, . . . , a

′
d). Let the scattering matrix S for a coincides on TS

d−1 with the
scattering matrix for a′. Then

ψ′±(x, θ) = (h(x))−1ψ±(x, θ), θ ∈ S
d−1, (6.50 a)

a′
i(x) = (h(x))−1ai(x)h(x) + (h(x))−1

(
∂

∂xi

)
h(x), i = 1, . . . , d, (6.50 b)

for
h(x) = (ψ′±(x, ω))−1ψ±(x, ω), x ∈ R

d, ω ∈ S
d−1 (6.50 c)

(where ′ denotes the correspondence to a′). In addition: under assumptions of item (3)
of Theorem 6.1 for fixed ε in (3.4 a),

h − I, h−1 − I ∈ C3,ε(Rd,Mn×n), (6.51 a)

∂ih ∈ C2,1+ε(Rd,Mn×n), i = 1, . . . , d; (6.51 b)
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under assumptions of item (4) of Theorem 6.1 for fixed r in (3.4 b),

h, h−1 ∈ C3(B̄r,Mn×n), (6.52 a)

h ≡ I on R
d\Br. (6.52 b)

If, in addition, ai, a′
i, i = 1, . . . , d, take values in u(n), then h takes values in U(n).

To obtain (6.50) we use items (3), (4) of Theorem 6.1, the formulae (5.19) (and, for
example, the fact that a+

ω,i, i = 0, 1, . . . , d, uniquely determine ψ+,±
ω ).

Using (3.25) for ψ±, (3.26 a), (6.50 c) for different values of ω we obtain that

h − I, h−1 − I ∈ C0,ε(Rd,Mn×n). (6.53)

Using (3.4 a), (6.50 b) and (6.53) we obtain (6.51).
Using (3.32) for ψ±, (6.50 c) we obtain that

h, h−1 ∈ C(Rd,Mn×n). (6.54)

Using (3.4 b), (6.50 b) and (6.54) we obtain (6.52 a).
Using (3.33 a), (6.50 c) for all ω ∈ S

d−1 we obtain (6.52 b).
The final statement of Corollary 6.1 follows from the formula (6.50 c) and Statement

3.1.
Note now that Theorem 6.1 admits the following generalization.

Theorem 6.2. For d � 3, we have the following results.

(A) Let ai, i = 0, 1, . . . , d, satisfy (3.4 a), α = 2. Then S on TS
d−1 uniquely determines

a±
ω,i, i = 0, 1, . . . , d, on R

d for any ω ∈ S
d−1.

(B) Let ai, i = 0, 1, . . . , d, satisfy (3.4 b), α = 2. Then S on TS
d−1 and r of (3.4 b)

uniquely determine a±
ω,i, i = 0, 1, . . . , d, on R

d for any ω ∈ S
d−1.

To obtain Theorem 6.2 we consider

ã±
ω,i(x) = (ψ±(x, ω))−1ai(x)ψ±(x, ω) + (ψ±(x, ω))−1

(
∂

∂xi

)
ψ±(x, ω), i = 1, . . . , d,

ã±
ω,0(x) = (ψ±(x, ω))−1a0(x)ψ±(x, ω),

where x ∈ R
d, ω ∈ S

d−1, ψ± are the wave functions for the equation (3.1).
We obtain, first, the following result.

Proposition 6.4. For d � 3, the following statements are valid.

(A) Let ai, i = 0, 1, . . . , d, satisfy (3.4 a), α = 2. Then S on TS
d−1 uniquely determines

ã±
ω,i, i = 0, 1, . . . , d, on R

d for any ω ∈ S
d−1.

(B) Let ai, i = 0, 1, . . . , d, satisfy (3.4 b), α = 2. Then S on TS
d−1 and (3.4 b) uniquely

determine ã±
ω,i, i = 0, 1, . . . , d, on R

d for any ω ∈ S
d−1.
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The proof of Proposition 6.4 is similar to the proof of items (3), (4) of Theorem 6.1.
Theorem 6.2 follows from Proposition 6.4 and the fact that, under the assumptions

in question, ãs
ω′,i, i = 0, 1, . . . , d, on R

d for fixed ω′ ∈ S
d−1 and s ∈ {+,−} uniquely

determine a±
ω,i, i = 0, 1, . . . , d, on R

d for any ω ∈ S
d−1.

Using Theorem 6.2 we obtain the following generalization of Corollary 6.1.

Corollary 6.2. Let the assumptions of item (A) for fixed ε in (3.4 a) or (B) for fixed r in
(3.4 b) of Theorem 6.2 be valid for a = (a0, a1, . . . , ad) and a′ = (a′

0, a
′
1, . . . , a

′
d). Let the

scattering matrix S for a coincides on TS
d−1 with the scattering matrix for a′. Then the

formulae (6.50) hold and, in addition, a′
0 = h−1a0h. In addition: under assumptions of

item (A) of Theorem 6.2 for fixed ε in (3.4 a), the formulae (6.51) hold; under assumptions
of item (B) of Theorem 6.2 for fixed r in (3.4 b), the formulae (6.52) hold. If, in addition,
ai, a′

i, i = 0, 1, . . . , d, take values in u(n), then h takes values in U(n).

7. Non-trivial transparent SU(2)-connections in dimension d = 2

The equation (1.3) for d = 2 for any fixed complexified θ ∈ Σ = {θ ∈ C
2 | θ2 = 1},

θ2 
= 0, can be written in the form

(ζ∇1 − ∇2)ϕ(x, ζ) = 0, x ∈ R
2, ζ ∈ C, (7.1)

where ϕ(x, ζ) = ψ(x, θ), ζ = −θ1/θ2. Due to [19], we have the following statement.
Let µ ∈ C\R and f be a function of x ∈ R

2 of the form

f(x) = p(z)/q(z), where p, q are polynomials of z = x1 + µx2, (7.2)

where q 
≡ 0. Let

ϕ(·, ζ) =

(
1 0
0 1

)
+

1
ζ − µ

µ − µ̄

1 + ff̄

(
1 f

f̄ f f̄

)
, ζ ∈ C, (7.3)

a1 ≡ 0, a2 = ∂1

(
µ − µ̄

1 + ff̄

(
1 f

f̄ f f̄

))
, (7.4)

where ∂1 = ∂/∂x1. Then the equation (7.1) (with ϕ, a1, a2 given by (7.3), (7.4)) is
fulfilled for all x ∈ R

2 and ζ ∈ C and, in addition,

ϕ(x, ζ̄)∗ = ϕ(x, ζ)−1, det ϕ(x, ζ) = (ζ − µ̄)/(ζ − µ), x ∈ R
2, ζ ∈ C,

a2 ∈ C∞,1(R2, su(2)) (i.e. a2 ∈ Cm,1(R2, su(2)) ∀m ∈ N),

}
(7.5)

where ∗ denotes complex conjugate transpose.
Note that if, in addition,

l = deg p − deg q > 0, (7.6)

then

lim
|x|→∞

ϕ(x, ζ) = c(ζ) =

(
1 0
0 (ζ − µ̄)/(ζ − µ)

)
, ζ ∈ C\µ, (7.7)

a2 ∈ C∞,l+1(R2, su(2)) (i.e. a2 ∈ Cm,l+1(R2, su(2)) ∀m ∈ N). (7.8)
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Let
χ(x, ζ) = ϕ(x, ζ)(c(ζ))−1, (7.9)

where ϕ, c are given by (7.3), (7.7). Then the equation (7.1) with χ in place of ϕ and
with a1, a2 given by (7.4) is fulfilled for all x ∈ R

2 and ζ ∈ C and, in addition,

χ(·, ζ) =

(
1 0
0 1

)
+

1
s − µ

µ − µ̄
1 + ff̄

(
1 0
f̄ 0

)
+

1
ζ − µ̄

µ − µ̄

1 + ff̄

1
ζ − µ̄

µ − µ̄

1 + ff̄

(
0 f

0 −1

)
,

(7.10)

χ(x, ζ̄)∗ = χ(x, ζ)−1, det χ(x, ζ) = 1, (7.11)

where x ∈ R
2, ζ ∈ C.

For χ from the beginning defined by (7.10), it is a statement contained in [18] that the
equation (7.1) with χ in place of ϕ and with a1, a2 given by (7.4) is fulfilled for all x ∈ R

2

and ζ ∈ C. It seems, however, that the formula (7.9) relating a construction of [19] and
a construction of [18] is new.

If (7.6) holds, then
χ(x, ζ) = I + O(|x|−l) as |x| → ∞ (7.12)

for any ζ ∈ C\(µ ∪ µ̄) and uniformly in ζ ∈ R, where I is the 2 × 2 identity matrix and
we consider O(|x|−l) using the norm (2.6).

Let
ψ(x, θ) = χ(x,−θ1/θ2), x ∈ R

2, θ ∈ Σ = {θ ∈ C
2 | θ2 = 1}, (7.13)

where we assume that χ(x,∞) = I. Let (7.6) hold. Then the equation (1.3), d = 2, with
a1, a2, ψ given by (7.4), (7.13) is fulfilled for all x ∈ R

2 and θ ∈ Σ and, in addition,

ψ(x, θ) = I + O(|x|−l) as |x| → ∞ (7.14)

uniformly in θ ∈ S
1. Therefore, the considerations given in this section imply the following

result.

Theorem 7.1. For the equation (1.3), d = 2, with a1, a2 given by (7.4), where (7.6)
holds, the following is valid:

(1) the wave functions ψ± ≡ ψ, where ψ is given by (7.10), (7.13) for θ ∈ S
1;

(2) the scattering matrix S ≡ I;

(3) the formulae (7.8), (7.14) hold;

(4) the gauge field a = (a1, a2) considered up to the gauge transformations (1.6), d = 2,
g ∈ C1(R2, GL(2, C)), differs from a′ ≡ (0, 0).

Remark 7.1. A similar result is valid also if a1, a2 are given by (7.4), where l =
deg p − deg q < 0.
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If a = (a1, a2) is a gauge field of Theorem 7.1, then a1 ≡ 0, a2 ∈ C∞,l+1(R2, su(2))
and a generates a SU(2)-connection on η (by means of (1.2), d = 2), where η is the
trivial vector bundle over R

2 with the fibre C
2. Since, in addition, S ≡ I, we say that

this connection is transparent. Since, in addition, we have item (4) of Theorem 7.1, we
say that this connection is non-trivial.

8. The attenuated X-ray transform as a reduction of the non-abelian
Radon transform

Consider the equation (1.9) for the case when

n = 2, ai ≡ 0 for i = 1, . . . , d, a0 =

(
u1 v

0 u2

)
, (8.1)

where

u1, u2, v are complex-valued sufficiently regular functions on R
d

sufficiently rapidly vanishing at infinity, (8.2)

for example,
u1, u2, v ∈ Cα,1+ε(Rd, C) for some α > 0 and ε > 0. (8.2a)

For this case the equation (1.9) takes the form

ψ =

(
ψ11 ψ12

ψ21 ψ22

)
,

θ∂xψ11 + u1(x)ψ11 + v(x)ψ21 = 0,

θ∂xψ12 + u1(x)ψ12 + v(x)ψ22 = 0,

θ∂xψ21 + u2(x)ψ21 = 0,

θ∂xψ22 + u2(x)ψ22 = 0,




x ∈ R
d, θ ∈ S

d−1, (8.3)

and its solution ψ+ specified by (1.5) is given by the formulae

ψ+
11(x, θ) = exp[−D−θu1(x)],

ψ+
12(x, θ) = − exp[−D−θu1(x)]

×
∫ 0

−∞
exp[D−θu1(x + tθ) − D−θu2(x + tθ)]v(x + tθ) dt,

ψ+
21(x, θ) = 0,

ψ+
22(x, θ) = exp[−D−θu2(x)],




x ∈ R
d,

θ ∈ S
d−1,

(8.4)
where Dθ is defined by (3.21). Therefore, under the assumptions (8.1), (8.2), the scatter-
ing matrix S for the equation (1.9) takes the form

S =

(
S11 S12

S21 S22

)
, (8.5)
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where
S11(γ) = exp[−Pu1(γ)],

S12(γ) = − exp[−Pu2(γ)]Pu1−u2v(γ),

S21(γ) = 0,

S22(γ) = exp[−Pu2(γ)],




γ ∈ TSd−1, (8.6)

where P is the classical X-ray transformation, Pµ is the attenuated X-ray transformation;
the transformations P and Pµ are defined by the formulae

Pf(γ) =
∫

R

f(x + sθ) ds, (8.7)

Pµf(γ) =
∫

R

exp[−Dθµ(x + sθ)]f(x + sθ) ds, (8.8)

where f and µ are complex-valued sufficiently regular functions on R
d sufficiently rapidly

vanishing at infinity, f is a test function, µ is considered as a parameter (attenuation
coefficient), γ = (x, θ) ∈ TS

d−1 presented by (3.17), Dθ is defined by (3.21).
Thus, under the assumptions (8.1), (8.2) the non-abelian Radon transform S of the

collection a is reduced to the classical X-ray transforms Pu1, Pu2 and to the attenuated
X-ray transform Pu1−u2v. The classical X-ray transformation P is a basic transformation
of the transmission tomography; the attenuated X-ray transformation Pµ is a basic trans-
formation of the emission tomography (see, for example, [13, 15] and references given
there). The theory of the classical X-ray transformation P is well-developed for a long
time already (see, for example, [7,13]). Concerning results given in the literature for the
attenuated X-ray transformation Pµ see [4,13,15] and references given there. Explicit
inversion formulae for the attenuated X-ray transformation Pµ in dimension d � 2 were
obtained only recently in [15] using techniques of [6,12,14].

Under the assumptions (8.1), (8.2a), the formula (8.5), well-known results for the
two-dimensional transformation P and the explicit inversion formula of [15] for the two-
dimensional transformation Pµ imply that the non-abelian Radon transform S uniquely
determines a0.

Appendix A. Estimates for operators

We give, first, estimates for the operators Dθ, Pθ, P⊥
θ defined by (3.21), (3.24), (4.23).

We use χ+ defined by (3.5) and πθ, Xθ defined by (3.16).

Lemma A.1a. Let

f ∈ Cα,1+ε(Rd,Mm×n), (A.1)

‖f‖0,1+ε,ρ � F1, (A.2)

‖f‖′
α,1+ε,ρ � F2, (A.3)

where 0 < α � 1, ε > 0, ρ > 0, m, n ∈ N. Then

|D−θf(x)| � c1(ρ, ε, θ, x)F1, (A.4)

|D−θf(x + y) − D−θf(x)| � c1(ρ, ε, θ, x)F2|y|α, (A.5)
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c1(ρ, ε, θ, x) def=
2(1+ε)/2(1 + χ+(θx))

ε(
√

2ρ + |πθx| − θxχ+(−θx))ε
, (A.6)

|D−θf(x) − D−θ′f(x)| � c2(ρ, ε, β, θ, θ′, x)F |θ − θ′|β , (A.7)

c2(ρ, ε, β, θ, θ′, x) def=
2(3+ε)/2

ε

(
3ε − 2β

ε − β
+

3χ+(2 max(θx, θ′x) − 1)(2 max(θx, θ′x))ε

(
√

2ρ + min(|πθx|, |πθ′x|))ε

)
,

(A.8)

for x, y ∈ R
d, |y| � 1, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, 0 < β < ε, β � α, F = max(F1, F2).

Remark A.1a. Let (A.1), (A.2) be valid, where α = 0, ε > 0, ρ > 0, m, n ∈ N. Then
(A.4) holds and D−θf ∈ C(Rd,Mm×n) for x ∈ R

d, θ ∈ S
d−1.

Lemma A.1b. Let
f(x) = χ+(r − |x|)g(x) for x ∈ R

d, (A.9)

where
g ∈ C(Rd,Mm×n), r > 0, m, n ∈ N,

|f(x)| � F1 for x ∈ R
d (A.10)

and

|f(x + y) − f(x)| � F2,1|y|α for fixed θ ∈ S
d−1,

for x, y ∈ R
d, |x| < r, |x + y| < r, θy = 0, |y| � 1, 0 < α � 1.

}
(A.11)

Then

|D−θf(x)| � c3(|πθx|, r)F1, (A.12)

c3(|πθx|, r) def= 2χ+(r − |πθx|)
√

r2 − |πθx|2, (A.13)

|D−θf(x + y) − D−θf(x)| � c4(r)F |y|β , (A.14)

c4(r)
def= 23/2r1/2 + 2r, (A.15)

for x, y ∈ R
d, θy = 0, |y| � 1, F = max(F1, F2,1), β = min(1

2 , α);

|D−θf(x + y) − D−θf(x)| � F1|y| for x, y ∈ R
d, θ ∈ S

d−1, πθy = 0. (A.16)

Let (A.9), (A.10) be valid and, in addition,

|f(x + y) − f(x)| � F2|y|α

for x, y ∈ R
d, |x| < r, |x + y| < r, |y| � 1, 0 < α < 1.

}
(A.17)

Then

|D−θf(x) − D−θ′f(x)| � c5(r, α)F |θ − θ′|α, (A.18)

c5(r, α) def= 2 max(πr, (2r)α+1), (A.19)
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x ∈ R
d, |x| � r, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, F = max(F1, F2);

|D−θf(x) − D−θ′f(x)| � c6(|x|, r, α)F |θ − θ′|β , (A.20)

c6(|x|, r, α) def= 2 max(23/2r1/2|x|1/2, 2r(|x| + r)α), (A.21)

x ∈ R
d, |x| � r, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, F = max(F1, F2), β = min(1
2 , α).

Remark A.1b. If (A.9), (A.10) are valid, then (A.12) holds and D−θf ∈ C(Rd,Mm×n)
for x ∈ R

d and (any) θ ∈ S
d−1.

Lemma A.2a. Under the assumptions of Lemma A.1a, the following estimates hold:

|Pθf(x)| � 2c1(ρ, ε, θ, πθx)F1, (A.22)

|Pθf(x + y) − Pθf(x)| � 2c1(ρ, ε, θ, πθx)F2|y|α, (A.23)

|Pθf(x) − Pθ′f(x)| � (c2(ρ, ε, β, θ, θ′, x) + c2(ρ, ε, β,−θ, −θ′, x))F |θ − θ′|β , (A.24)

in addition, for d = 2,

|P⊥
θ f(s)| � 2c7(ρ, ε, s)F1, (A.25)

|P⊥
θ f(s + δ) − P⊥

θ f(s)| � 2c7(ρ, ε, s)F2|δ|α, (A.26)

c7(ρ, ε, s) def=
2(1+ε)/2

ε(
√

2ρ + |s|)ε
, (A.27)

|P⊥
θ f(s) − P⊥

θ′ f(s)| � c8(ε, β)F |θ − θ′|β , (A.28)

c8(ε, β) def=
2(5+ε)/2

ε

(
3ε − 2β

ε − β
+ 3

(
2√
3

)ε)
, (A.29)

where x, y ∈ R
d, |y| � 1, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, 0 < β < ε, β � α, F = max(F1, F2),
s, δ ∈ R, |δ| � 1.

Lemma A.2b. If (A.9)–(A.11) are valid, then

|Pθf(x)| � c3(|πθx|, r)F1, (A.30)

|Pθf(x + y) − Pθf(x)| � c4(r)F |y|β (A.31)

for x, y ∈ R
d, θ ∈ S

d−1, |y| � 1, F = max(F1, F2,1), β = min(1
2 , α).

If (A.9), (A.10), (A.17) are valid, then

|Pθf(x) − Pθ′f(x)| � 2c5(r, α)F |θ − θ′|α (A.32)

for x ∈ R
d, |x| � r, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, F = max(F1, F2);

|Pθf(x) − Pθ′f(x)| � 2c6(|x|, r, α)F |θ − θ′|β (A.33)

for x ∈ R
d, |x| � r, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, F = max(F1, F2), β = min(1
2 , α).
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In addition:

(i) if (A.9)–(A.11) are valid for d = 2, then

|P⊥
θ f(s)| � c3(|s|, r)F1, (A.34)

|P⊥
θ f(s + δ) − P⊥

θ f(s)| � c4(r)F |δ|β , (A.35)

θ ∈ S
1, s, δ ∈ R, |δ| � 1, F = max(F1, F2,1), β = min(1

2 , α);

(ii) if (A.9), (A.10), (A.17) are valid for d = 2, then

|P⊥
θ f(s) − P⊥

θ′ f(s)| � c9(|s|, r, α)F |θ − θ′|β , (A.36)

c9(|s|, r, α) def= 16 max(2r, 3r1+α), (A.37)

θ, θ′ ∈ S
1, |θ − θ′| � 1, s ∈ R, F = max(F1, F2), β = min(1

2 , α).

Lemmas A.1 and A.2 are proved in Appendix B.
In the next lemma we present an estimate for the product of two matrix-functions.

Lemma A.3. Let
f ∈ Cα,σ(Rd

Y ,Ml×m),

g ∈ Cα,τ (Rd
Y ,Mm×n),

}
(A.38)

0 < α � 1, σ � 0, τ � 0, Y is a non-zero subspace in R
d, l, m, n ∈ N. Then

fg ∈ Cα,σ+τ (Rd
Y ,Ml×n), (A.39)

‖fg‖0,σ+τ,ρ � m‖f‖0,σ,ρ‖g‖0,τ,ρ, (A.40)

‖fg‖α,(Y ),σ+τ,ρ � 21+min(σ,τ)m‖f‖α,(Y ),σ,ρ‖g‖α,(Y ),τ,ρ, (A.41)

ρ � 1.

This lemma is elementary.
We give now estimates for the operators (D∓θvθ)p, p ∈ N, and Pθvθ, where D∓θvθ,

Pθvθ are defined by (3.19), (3.20), (3.23), where v(x, θ) is defined by (3.3).

Lemma A.4a. Let (3.4 a) be valid and

f ∈ Cα,0(Rd,Mn×m) (A.42)

where 0 < α � 1. Then

|(D∓θvθ)pf(x)| � 1
p!

(nc1(ρ, ε,±θ, x)‖a‖0,1+ε,ρ)p‖f‖0, (A.43)
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|(D∓θvθ)pf(x + y) − (D∓θvθ)pf(x)| � 2(1+ε)(p+1)

p!
(nc1(ρ, ε,±θ, x)‖a‖α,1+ε,ρ)p

× ‖f‖α,0|y|α, (A.44)

|D∓θvθf(x + y) − D∓θvθf(x)| � 2nc1(ρ, ε,±θ, x)‖a‖α,1+ε,ρ‖f‖α,0|y|α, (A.45)

‖(D∓θvθ)pf‖α,0 � 2(1+ε)(p+1)

p!

(
4n‖a‖α,1+ε,ρ

ερε

)p

‖f‖α,0, (A.46)

|(D∓θvθ − D∓θ′vθ′)f(x)| � 2n

(
2

ερε
+ c2(ρ, ε, β,±θ, ±θ′, x)

)
× ‖a‖α,1+ε,ρ‖f‖α,0|θ − θ′|β , (A.47)

where

‖a‖α,1+ε,ρ =
d∑

i=0

‖ai‖α,1+ε,ρ, (A.48)

for p ∈ N, x, y ∈ R
d, |y| � 1, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, ρ � 1, 0 < β < ε, β � α.

Remark A.2a. Let (3.4 a), (A.42) be valid for α = 0 and some ε > 0. Then (A.43)
holds and (D∓θvθ)pf ∈ C0,0(Rd,Mn×m) for p ∈ N, θ ∈ S

d−1.

Lemma A.4b. Let (3.4 b), (A.42) be valid, where 0 < α � 1. Then

|(D∓θvθ)pf(x)| � 1
p!

(n, c3(|πθx|, r)‖b‖0)p‖f‖0, (A.49)

‖(D∓θvθ)pf‖β,(Xθ),0 �
(

(2r)p

p!
+

p∑
j=1

c4(r)(2r)p−1

(j − 1)!(p − j)!

)
(n‖b‖β,0)p‖f‖β,(Xθ),0,

(A.50)

|D∓θvθf(x + y) − D∓θvθf(x)| � n‖b‖0‖f‖0|y|, πθy = 0, (A.51)

‖(D∓θvθ)2f‖β,0 � c10(r)(n‖b‖β,0)2‖f‖β,0, (A.52)

c10(r)
def= 4rc4(r) + 2r2 + 2r, (A.53)

|(D∓θvθ − D∓θ′vθ′)f(x)| � 2nc11(|x|, r, α)‖b‖α,0‖f‖α,0|θ − θ′|β , (A.54)

c11(|x|, r, α) def= max(c5(r, α), c6(|x|, r, α)) + r, (A.55)

where

‖b‖α,0 =
d∑

i=0

‖bi‖α,0, ‖b‖0 = ‖b‖0,0, (A.56)

for p ∈ N, x, y ∈ R
d, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, β = min(1
2 , α).

Remark A.2b. Let (3.4 b), (A.42) be valid for α = 0 and some r � 0. Then (A.49) holds
and (D∓θvθ)pf ∈ C0,0(Rd,Mn×m) for p ∈ N, θ ∈ S

d−1.

Lemma A.4 is proved in Appendix B.
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Lemma A.5a. Under the assumptions of Lemma A.4a, the following estimates hold:

|Pθvθf(x)| � 2nc1(ρ, ε, θ, πθx)‖a‖0,1+ε,ρ‖f‖0, (A.57)

|Pθvθf(x + y) − Pθvθf(x)| � 4nc1(ρ, ε, θ, πθx)‖a‖α,1+ε,ρ‖f‖α,0|y|α, (A.58)

|Pθvθf(x) − Pθ′vθ′f(x)| � nc12(ρ, ε, β, θ, θ′, x)‖a‖α,1+ε,ρ‖f‖α,0|θ − θ′|β , (A.59)

c12(ρ, ε, β, θ, θ′, x) def= 2(c2(ρ, ε, β, θ, θ′, x)

+ c2(ρ, ε, β,−θ, −θ′, x) + c1(ρ, ε, θ′, πθ′x)), (A.60)

in addition, for d = 2,

|P⊥
θ vθf(s)| � 2nc7(ρ, ε, s)‖a‖0,1+ε,ρ‖f‖0, (A.61)

|P⊥
θ vθf(s + δ) − P⊥

θ vθf(s)| � 4nc7(ρ, ε, s)‖a‖α,1+ε,ρ‖f‖α,0|δ|α, (A.62)

‖P⊥
θ vθf‖α,ε,

√
2ρ � 4n2(1+ε)/2ε−1‖a‖α,1+ε,ρ‖f‖α,0, (A.63)

|P⊥
θ vθf(s) − P⊥

θ′ vθ′f(s)| � nc13(ε, β)‖a‖α,1+ε,ρ‖f‖α,0|θ − θ′|β , (A.64)

c13(ε, β) def= 2(c8(ε, β) + c7(ρ, ε, 0)), (A.65)

where x, y ∈ R
d, |y| � 1, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, 0 < β < ε, β � α, s, δ ∈ R, |δ| � 1.

Lemma A.5b. Under the assumptions of Lemma A.4b, the following estimates hold:

|Pθvθf(x)| � nc3(|πθx|, r)‖b‖0‖f‖0, (A.66)

‖Pθvθf‖β,0 � 2nc4(r)‖b‖β,0‖f‖β,(Xθ),0, (A.67)

|Pθvθf(x) − Pθ′vθ′f(x)| � 4nc11(|x|, r, α)‖b‖α,0‖f‖α,0|θ − θ′|β , (A.68)

in addition, for d = 2,

|P⊥
θ vθf(s)| � nc3(|s|, r)‖b‖0‖f‖0, (A.69)

‖P⊥
θ vθf‖β,0 � 2nc4(r)‖b‖β,0‖f‖β,(Xθ),0, (A.70)

|P⊥
θ vθf(s) − P⊥

θ′ vθ′f(s)| � nc14(|s|, r, α)‖b‖α,0‖f‖α,0|θ − θ′|β , (A.71)

c14(|s|, r, α) def= 2c9(|s|, r, α) + c3(|s|, r), (A.72)

where x ∈ R
d, θ, θ′ ∈ S

d−1, |θ − θ′| � 1, s ∈ R, β = min(1
2 , α).

Lemma A.5 follows from Lemmas A.2, A.3.
We present now estimates for the operators H, H± defined by (4.24), (4.80), (4.82).

Lemma A.6. Let f ∈ Cα,ε(R,Mm×n), where 0 < α < 1, ε > 0, m, n ∈ N. Let H±f(s)
for s ∈ R ∪ C± be defined by (4.80), (4.82). Then

∂

∂s̄
H±f(s) = 0 for s ∈ C± (A.73)
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and the following estimates hold:

|H±f(s)| � c15(α, ε, ε′)‖f‖α,ε(1 + |s|)−ε′
,

|H±f(s + δ) − H±f(s)| � c15(α, ε, ε′)‖f‖α,ε|δ|α(1 + |s|)−ε′
,

}
(A.74)

|H±f(s)| � c15(α, ε′′, ε′)ρε′′−ε‖f‖α,ε,ρ(1 + |s|)−ε′
,

|H±f(s + δ) − H±f(s)| � c15(α, ε′′, ε′)ρε′′−ε‖f‖α,ε,ρ|δ|α(1 + |s|)−ε′
,

}
(A.75)

c15(α, ε, ε′) is a positive constant,

for s, s + δ ∈ R ∪ C±, |δ| � 1, 0 � ε′ < min(1, ε), ε′ < ε′′ � ε, ρ � 1.

The formulae (A.73), (A.74) for m, n ∈ N follow from these formulae for m = n = 1.
For the latter case these formulae were given in Lemma I.3 of [3]. The estimates (A.75)
follow from (A.74) and the inequalities

‖f‖α,ε′′ � ‖f‖α,ε′′,ρ � ρε′′−ε‖f‖α,ε,ρ, (A.76)

0 < α � 1, 0 < ε′′ � ε, ρ � 1.

Lemma A.7. Let f ∈ Cα,ε(R,Mm×n), where 0 < α < 1, ε > 0, m, n ∈ N. Then

Hf ∈ Cα,ε′
(R,Mm×n), (A.77)

‖Hf‖α,ε′ � c15(α, ε, ε′)‖f‖α,ε, (A.78)

‖Hf‖α,ε′ � c15(α, ε′′, ε′)ρε′′−ε‖f‖α,ε,ρ (A.79)

for 0 � ε′ < min(1, ε), ε′ < ε′′ � ε, ρ � 1;

‖Hf‖0 � 2(πα)−1‖f‖′
α,0δ

α + 2π−1(| ln δ| + ln r)‖f‖0 + c16(ε, β)‖f‖0,εr
−β , (A.80)

c16(ε, β) is a positive constant

for 0 < δ � 1, r � 1, 0 � β < min(1, ε), where ‖f‖′
α,0

def= ‖f‖′
α,0,1.

The formulae (A.77)–(A.79) follow from (4.79), (A.74), (A.75).
The estimate (A.80) is proved in Appendix B.
We give now estimates for the operators G±,θvθ defined by (4.14)–(4.16) for d = 2.

Lemma A.8a. Let (3.4 a), (A.42) be valid, where d = 2, 0 < α < 1. Then

|G±,θvθf(x)| � nc17(α, ε, ε′, ε′′)ρε′′−ε(1 + |θ⊥x|)−ε′‖a‖α,1+ε,ρ‖f‖α,0, (A.81)

c17(α, ε, ε′, ε′′) def= ε−12(1+ε′′)/2( 3
2 + 2c15(α, ε′′, ε′)), (A.82)
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|G±,θvθf(x + y) − G±,θvθf(x)| � nc18(α, ε, ε′, ε′′)

× ρε′′−ε(1 + |θ⊥x|)−ε′‖a‖α,1+ε,ρ‖f‖α,0|y|α, (A.83)

c18(α, ε, ε′, ε′′) def= ε−12(1+ε′′)/2(3 + 2c15(α, ε′′, ε′)), (A.84)

‖G±,θvθf‖α,0 � nc18(α, ε, 0, ε′′)ρε′′−ε‖a‖α,1+ε,ρ‖f‖α,0, (A.85)

|G±,θvθf(x) − G±,θ′vθ′f(x)| � nc19(α, ε, β)(1 + |x|ε)
× ‖a‖α,1+ε,1‖f‖α,0(1 + | ln |θ − θ′||)|θ − θ′|β ,

(A.86)

c19(α, ε, β) is a positive constant,

where x, y ∈ R
2, |y| � 1, θ, θ′ ∈ S

1, |θ − θ′| � 1, 0 � ε′ < min(1, ε), ε′ < ε′′ � ε,
0 < β < ε, β � α, ρ � 1.

Lemma A.8b. Let (3.4 b), (A.42) be valid, where d = 2, 0 < α < 1. Then

|G±,θvθf(x)| � n(1 + c15(β, ε, ε′))(2 + r)εc4(r)(1 + |θ⊥x|)−ε′

× ‖b‖β,0‖f‖β,(Xθ),0, (A.87)

|G±,θvθf(x + y) − G±,θvθf(x)| � n(2 + c15(β, ε, ε′))(2 + r)εc4(r)

× (1 + |θ⊥x|)−ε′‖b‖β,0‖f‖β,(Xθ),0|y|β , y ∈ Xθ,

(A.88)

‖G±,θvθf‖β,(Xθ),0 � nc20(β, ε, r)‖b‖β,0‖f‖β,(Xθ),0, (A.89)

c20(β, ε, r) def= c21(β, ε, 0)(2 + r)εc4(r),

c21(β, ε, ε′) def= 2 + c15(β, ε, ε′),


 (A.90)

|G±,θvθf(x + y) − G±,θvθf(x)| � n‖b‖0‖f‖0|y|, πθy = 0, (A.91)

‖(G±,θvθ)2f‖β,0 � n2c22(β, ε, r)(‖b‖β,0)2‖f‖β,0, (A.92)

c22(β, ε, r) def= c20(β, ε, r)(1 + c20(β, ε, r)), (A.93)

|G±,θvθf(x) − G±,θ′vθ′f(x)| � nc23(β, r)(1 + |x|1/2)

× ‖b‖β,0‖f‖β,0(1 + | ln |θ − θ′||)|θ − θ′|β , (A.94)

c23(β, r) is a positive constant,

where x, y ∈ R
2, |y| � 1, θ, θ′ ∈ S

1, |θ − θ′| � 1, ε > 0, 0 � ε′ < min(1, ε), β = min(1
2 , α).

Lemma A.8 is proved in Appendix B.
We give now estimates for the operators Gλvλ, Ca+, C̄a− defined by (4.32)–(4.35),

(4.43)–(4.46), where v(z, λ), a±(z) are given by (4.29), (4.30).

Lemma A.9a. Let (3.4 a), d = 2, be valid and

f ∈ Cα,0(C,Mn×m), (A.95)
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where 0 < α < 1. Then

‖Gλvλf‖α,0 � nc18(α, ε, 0, ε′′)ρε′′−ε‖a‖α,1+ε,ρ‖f‖α,0 for |λ| 
= 1, (A.96)

‖Gλvλf‖0 � 4nε−1ρ−ε(1 − |λ|2)−1

× (‖a+‖0,1+ε,ρ + |λ|‖a0‖0,1+ε,ρ + |λ|2‖a−‖0,1+ε,ρ)‖f‖0

for |λ| < 1, (A.97)

‖(Gλvλ − Ca+)f‖0 � 4nε−1ρ−ε(1 − |λ|2)−1|λ|
× (‖a0‖0,1+ε,ρ + |λ|(‖a+‖0,1+ε,ρ + ‖a−‖0,1+ε,ρ))‖f‖0

for |λ| < 1, (A.98)

‖Gλvλf‖0 � 4nε−1ρ−ε(1 − |λ|−2)−1

× (‖a−‖0,1+ε,ρ + |λ|−1‖a0‖0,1+ε,ρ + |λ|−2‖a+‖0,1+ε,ρ)‖f‖0

for |λ| > 1, (A.99)

‖(Gλvλ − C̄a−)f‖0 � 4nε−1ρ−ε(1 − |λ|−2)−1|λ|−1

× (‖a0‖0,1+ε,ρ + |λ|−1(‖a+‖0,1+ε,ρ + ‖a−‖0,1+ε,ρ))‖f‖0

for |λ| > 1, (A.100)

where 0 < ε′′ � ε, ρ � 1, λ ∈ C.

Lemma A.9b. Let (3.4 b), d = 2, and (A.95) be valid, where 0 < α < 1. Then

‖Gλvλf‖β,0 � n(1 + c20(β, ε, r))‖b‖β,0‖f‖β,0, for |λ| 
= 1, (A.101)

‖(Gλvλ)2f‖β,0 � n2c22(β, ε, r)(‖b‖β,0)2‖f‖β,0, for |λ| 
= 1, (A.102)

‖Gλvλf‖0 � 4nr(1 − |λ|2)−1(‖a+‖0 + |λ|‖a0‖0 + |λ|2‖a−‖0)‖f‖0

for |λ| < 1, (A.103)

‖(Gλvλ − Ca+)f‖0 � 4nr(1 − |λ|2)−1|λ|(‖a0‖0 + |λ|(‖a+‖0 + ‖a−‖0))‖f‖0

for |λ| < 1, (A.104)

‖Gλvλf‖0 � 4nr(1 − |λ|−2)−1(‖a−‖0 + |λ|−1‖a0‖0 + |λ|−2‖a+‖0)‖f‖0

for |λ| > 1, (A.105)

‖(Gλvλ − C̄a−)f‖0 � 4nr(1 − |λ|−2)−1|λ|−1

× (‖a0‖0 + |λ|−1(‖a+‖0 + ‖a−‖0)‖f‖0 for |λ| > 1, (A.106)

where ε > 0, β = min(1
2 , α), λ ∈ C.

Lemma A.10a. Let (3.4 a) be valid, where d = 2, 0 < α < 1. Let f ∈ L∞(C,Mn×m).
Then

‖Gλvλf‖β,ε′ � nc24(ε, ε′, β)ρε′−ε(1 + |λ|2)(1 − |λ|2)−2

× (‖a+‖0,1+ε,ρ + |λ|‖a0‖0,1+ε,ρ + |λ|2‖a−‖0,1+ε,ρ)‖f‖0

for |λ| < 1, (A.107)

‖Ca+f‖β,ε′ � nc24(ε, ε′, β)ρε′−ε‖a+‖0,1+ε,ρ‖f‖0, (A.108)
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‖Gλvλf‖β,ε′ � nc24(ε, ε′, β)ρε′−ε(1 + |λ|−2)(1 − |λ|−2)−2

× (‖a−‖0,1+ε,ρ + |λ|−1‖a0‖0,1+ε,ρ + |λ|−2‖a+‖0,1+ε,ρ)‖f‖0

for |λ| > 1, (A.109)

‖C̄a−f‖β,ε′ � nc24(ε, ε′, β)ρε′−ε‖a−‖0,1+ε,ρ‖f‖0, (A.110)

c24(ε, ε′, β) is a positive constant,

where 0 � ε′ < min(ε, 1), 0 < β < 1, ρ � 1, λ ∈ C.

Lemma A.10b. Let (3.4 b) be valid, where d = 2, 0 < α < 1. Let f ∈ L∞(C,Mn×m).
Then

‖Gλvλf‖β,1 � nc25(β) max(r1−β , r2)(1 + |λ|2)(1 − |λ|2)−2

× (‖a+‖0 + |λ|‖a0‖0 + |λ|2‖a−‖0)‖f‖0 for |λ| < 1, (A.111)

‖Ca+f‖β,1 � nc25(β) max(r1−β , r2)‖a+‖0‖f‖0, (A.112)

‖Gλvλf‖β,1 � nc25(β) max(r1−β , r2)(1 + |λ|−2)(1 − |λ|−2)−2

× (‖a−‖0 + |λ|−1‖a0‖0 + |λ|−2‖a+‖0)‖f‖0 for |λ| > 1, (A.113)

‖C̄a−f‖β,1 � nc25(β) max(r1−β , r2)‖a−‖0‖f‖0, (A.114)

c25(β) is a positive constant,

where 0 < β < 1.

Lemmas A.9 and A.10 are proved in Appendix B.
We give, finally, estimates for the operators C ′, C̄ ′ defined by the formulae

C ′ϕ(z) = ∂zCϕ(z), C̄ ′ϕ(z) = ∂z̄C̄ϕ(z), (A.115)

where C, C̄ are defined by (4.45), (4.46), ∂z = ∂/∂z, ∂z̄ = ∂/∂z̄, ϕ is a test function.

Lemma A.11a. Let ϕ ∈ Cα,ε(C,Mm×n), where 0 < α < 1, ε > 0, m, n ∈ N. Then

Jϕ ∈ Cα,ε′
(C,Mm×n), (A.116)

‖Jϕ‖α,ε′ � c26(α, ε, ε′)‖ϕ‖α,ε, (A.117)

c26(α, ε, ε′) is a positive constant,

where J = C ′ or J = C̄ ′, 0 � ε′ < min(2, ε).

Lemma A.11b. Let

ϕ(z) = χ+(r − |z|)ψ(z), ψ ∈ Cα,0(C,Mm×n), (A.118)

r > 0, 0 < α < 1, m, n ∈ N. Then

Jϕ ∈ Cα,2(Ωr,δ,Mm×n), (A.119)

Ωr,δ = {z ∈ C | ||z| − r| � δ}, 0 < δ < r, (A.120)

‖Jϕ‖Ωr,δ,α,2 � c27(α, r, δ)‖ψ‖α,0, (A.121)

c27(α, r, δ) is a positive constant,
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|Jϕ(z)| � c28(α, r)(1 + |z|)−2‖ψ‖α,0 for z ∈ C, (A.122)

c28(α, r) is a positive constant,

where J = C ′ or J = C̄ ′.

Appendix B. Proofs of estimates for operators

Proof of Lemma A.1a. First,

|D−θf(x)|
(A.2)
� F1I1(x, θ), (B.1)

I1(x, θ) def=
∫ 0

−∞

dt

(ρ + |πθx + θ(θx + t)|)1+ε

�
∫ 0

−∞

dt

(ρ + 2−1/2(|πθx| + |θx + t|))1+ε

=
∫ θx

−∞

2(1+ε)/2 ds

(21/2ρ + |πθx| + |s|)1+ε

def= I2(x, θ), (B.2)

I2(x, θ) =
2(1+ε)/2

ε(21/2ρ + |πθx| − θx)ε
for θx � 0,

I2(x, θ) � 2(3+ε)/2

ε(21/2ρ + |πθx|)ε
for θx > 0.


 (B.3)

The estimate (A.4) follows from (B.1)–(B.3). Second,

|D−θf(x + y) − D−θf(x)| �
∫ 0

−∞
|f(x + y + tθ) − f(x + tθ)| dt

(A.3)
� F2|y|αI1(x, θ). (B.4)

The estimate (A.5) follows from (B.4), (B.2), (B.3). Third,

|D−θf(x) − D−θ′f(x)| �
∫ 0

−∞
|f(x + tθ) − f(x + tθ′)| dt

= I3(x, θ, θ′) + I4(x, θ, θ′), (B.5)

I3(x, θ, θ′) def=
∫ −|θ−θ′|−1

−∞
|f(x + tθ) − f(x + tθ′)| dt

�
∫ −|θ−θ′|−1

−∞
|f(x + tθ)| dt +

∫ −|θ−θ′|−1

−∞
|f(x + tθ′)| dt

(A.2)
� F1(I5(x, θ, θ′) + I5(x, θ′, θ)), (B.6)
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I5(x, θ, θ′) def=
∫ −|θ−θ′|−1

−∞

dt

(ρ + 2−1/2(|πθx| + |θx + t|))1+ε

=
∫ θx−|θ−θ′|−1

−∞

2(1+ε)/2 ds

(21/2ρ + |πθx| + |s|)1+ε
, (B.7)

I5(x, θ, θ′) =
2(1+ε)/2|θ − θ′|ε

ε(1 + (21/2ρ + |πθx| − θx)|θ − θ′|)ε
for |θ − θ′|−1 � θx,

I5(x, θ, θ′) � ε−12(1+3ε)/2|θ − θ′|ε for θx|θ − θ′| � 1
2 , (B.8 a)

I5(x, θ, θ′) � 2(3+ε)/2

ε(21/2ρ + |πθx|)ε
everywhere, (B.8 b)

I5(x, θ, θ′) � ε−1
(

2(1+3ε)/2 +
2(3+ε)/2χ+(2θx − 1)(2θx)ε

(21/2ρ + |πθx|)ε

)
|θ − θ′|ε for |θ − θ′| � 1,

(B.9)

I4(x, θ, θ′) def=
∫ 0

−|θ−θ′|−1
|f(x + tθ) − f(x + tθ′)| dt

(A.3)
�

∫ 0

−|θ−θ′|−1

F2|t(θ − θ′)|α dt

(ρ + |x + tθ|)1+ε

0<β<ε, β�α

�
∫ 0

−|θ−θ′|−1

F2|t|β dt

(ρ + 2−1/2(|πθx| + |θx + t|))1+ε
|θ − θ′|β

�
∫ θx

−∞

2(1+ε)/2F2|s − θx|β ds

(21/2ρ + |πθx| + |s|)1+ε
|θ − θ′|β

� 2(1+ε)/2F2(I6(x, θ) + I7(x, θ))|θ − θ′|β , (B.10)

I6(x, θ) def=
∫ θx

−∞

|s|β ds

(21/2ρ + |πθx| + |s|)1+ε

�
∫ θx

−∞

ds

(21/2ρ + |πθx| + |s|)1+ε−β

� 2
(ε − β)(21/2ρ + |πθx|)ε−β

, (B.11)

I7(x, θ) =
∫ θx

−∞

|θx|β ds

(21/2ρ + |πθx| + |s|)1+ε

� 2
ε

(
1

(21/2ρ + |πθx|)ε−β
+

χ+(θx − 1)(θx)β

(21/2ρ + |πθx|)ε

)
, (B.12)

where 0 < β < ε, β � α. The estimate (A.8) follows from (B.5), (B.6), (B.9)–(B.12).
Lemma A.1a is proved. �

Proof of Lemma A.1b. Let

Λ−
x,θ,r = {s ∈ ] − ∞, 0] | |x + sθ| � r} (B.13)
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and |Λ−
x,θ,r| denote the length of Λ−

x,θ,r. Note that

|Λ−
x,θ,r| � 2χ+(r2 − |πθx|2)

√
r2 − |πθx|2. (B.14)

To prove (A.12), under the assumptions (A.9), (A.10), it remains to note that

|D−θf(x)| �
∫

Λ−
x,θ,r

F1 ds = F1|Λ−
x,θ,r|. (B.15)

Consider now Λ−
x,θ,r and Λ−

x+y,θ,r, θy = 0. Suppose that

|Λ−
x+y,θ,r| � |Λ−

x,θ,r|. (B.16)

Then

Λ−
x+y,θ,r ⊆ Λ−

x,θ,r, (B.17 a)

|Λ−
x,θ,r| − |Λ−

x+y,θ,r| � 2
√

2r|y|. (B.17 b)

The proof of (B.17 b) consists of the following. If |Λ−
x,θ,r| = 0, then (B.17 b) holds. If

|Λ−
x,θ,r| > 0, then

|Λ−
x,θ,r| − |Λ−

x+y,θ,r| � 2(
√

r2 − |πθx|2 −
√

r2 − (|πθx| + h)2) (B.18)

for some h such that 0 � h � |y|, |πθx| + h � r. Finally, for 0 � l � l + h � r,

√
r2 − l2 −

√
r2 − (l + h)2 =

∫ l+h

l

t dt√
r2 − t2

�
∫ r

r−h

t dt√
r2 − t2

=
√

r2 − (r − h)2 �
√

2rh. (B.19)

Taking into account (B.14), (B.17), to prove (A.14), under assumptions (A.9)–(A.11),
(B.16), it remains to note that

|D−θf(x + y) − D−θf(x)| �
∫

Λ−
x+y,θ,r

F2,1|y|α ds +
∫

Λ−
x,θ,r\Λ−

x+y,θ,r

F1 ds

= F2,1|Λ−
x+y,θ,r||y|α + F1(|Λ−

x,θ,r| − |Λ−
x+y,θ,r|). (B.20)

The estimate (A.14) for the general case follows from this estimate for the case (B.16).
The estimate (A.16) follows from (A.9), (A.10) and the formula

d
dt

D−θf(x + tθ) = f(x + tθ). (B.21)

Consider now Λ−
x,θ,r and Λ−

x,θ′,r. Consider, first, the case |x| � r. Suppose that

|Λ−
x,θ,r| � |Λ−

x,θ′,r|. (B.22)
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Then

Λ−
x,θ,r ⊆ Λ−

x,θ′,r, (B.23 a)

|Λ−
x,θ′,r| − |Λ−

x,θ,r| � πr|θ − θ′|. (B.23 b)

The proof of (B.23 b) consists of the following. Suppose that d = 2. Consider Λ−
x,θ(ϕ),r for

x = (l, 0), 0 � l � r, θ(ϕ) = −(cos ϕ, sin ϕ). We have

|Λ−
x,θ(ϕ),r| = −l cos ϕ +

√
r2 − l2 sin2 ϕ, (B.24 a)(

d
dϕ

)
|Λ−

x,θ(ϕ),r| = l sin ϕ

(
1 − l cos ϕ√

r2 − l2 sin2 ϕ

)
, (B.24 b)∣∣∣∣

(
d
dϕ

)
|Λ−

x,θ(ϕ),r|
∣∣∣∣ � 2r. (B.24 c)

Therefore,

||Λ−
x,θ(ϕ′),r| − |Λ−

x,θ(ϕ),r|| � 2r|ϕ − ϕ′|
|ϕ−ϕ′|�π

� 2r2 arcsin 1
2 |θ(ϕ) − θ(ϕ′)|

� πr|θ(ϕ) − θ(ϕ′)|. (B.25)

Therefore, (B.23 b) holds for d = 2 and as a corollary for d � 2. From (A.9)–(A.11),
(B.23) it follows that

|D−θf(x) − D−θ′f(x)|

�
∫

Λ−
x,θ,r

|f(x + sθ) − f(x + sθ′)| ds +
∫

Λ−
x,θ′,r

\Λ−
x,θ,r

|f(x + sθ′)| ds

2r|θ−θ′|�1
� (2r)1+αF2|θ − θ′|α + πF1r|θ − θ′|. (B.26)

On the other hand, from (A.12) it follows that

|D−θf(x) − D−θ′f(x)| � 4F14. (B.27)

From (B.26), (B.27) it follows that (A.18) holds, under the assumptions (B.22) and, as
a corollary, for the general case.

Consider, finally, Λ−
x,θ,r, Λ−

x,θ′,r for the case |x| � r. Suppose that (B.22) holds. Then

Λ−
x,θ,r ⊆ Λ−

x,θ′,r, (B.28 a)

|Λ−
x,θ′,r| − |Λ−

x,θ,r| � 2
√

2r|x||θ − θ′|. (B.28 b)

https://doi.org/10.1017/S1474748002000166 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748002000166


622 R. G. Novikov

The proof of (B.28) consists of the following. Suppose that d = 2. Consider Λ−
x,θ(ϕ),r for

x = (−l, 0), r � l, θ(ϕ) = −(cos ϕ, sin ϕ). We have

Λ−
x,θ(ϕ),r = [−s+,−s−], (B.29 a)

s± = l cos ϕ ±
√

r2 − l2 sin2 ϕ, (B.29 b)

|Λ−
x,θ(ϕ),r| = 2

√
r2 − l2 sin2 ϕ for | sin ϕ| � r/l; (B.29 c)(

d
dϕ

)
s− = l sin ϕ

(
−1 +

l cos ϕ√
r2 − l2 sin2 ϕ

)
� 0, (B.30 a)(

d
dϕ

)
s+ = l sin ϕ

(
−1 − l cos ϕ√

r2 − l2 sin2 ϕ

)
� 0, (B.30 b)(

d
dϕ

)
|Λ−

x,θ(ϕ),r| � 0 for 0 � ϕ � arcsin(r/l) � π/2; (B.30 c)

Λ−
x,θ(ϕ),r = ∅ for | sin ϕ| > r/l; (B.31)

|Λ−
x,θ(ϕ′),r| − |Λ−

x,θ(ϕ),r|
0�ϕ′�ϕ�π/2 (B.19)

� 2
√

2rl| sin ϕ − sin ϕ′|

� 2
√

2rl|θ(ϕ) − θ(ϕ′)|. (B.32)

Using these formulae we obtain (B.28) for d = 2 and, as a corollary, for d � 2. Using
(B.28) we prove (A.21) in a similar way with (A.19). Lemma A.1b is proved. �

Proof of Lemma A.2a. The estimates (A.22)–(A.24) follow from (A.4), (A.5), (A.7)
and the formulae

Pθf(x) = D−θf(x) + Dθf(x), (B.33 a)

Pθf(x) = Pθf(πθx). (B.33 b)

The estimates (A.25), (A.26) follow from (4.23), (A.22), (A.23). The estimate (A.28)
follows from (A.24) and the formula

P⊥
θ f(s) − P⊥

θ′ f(s) = Pθf(x(θ, θ′, s)) − Pθ′f(x(θ, θ′, s)), (B.34)

where x(θ, θ′, s) = sθ⊥ + tθ = sθ′⊥ − tθ′ for some t = t(θ, θ′, s), where, in particular,

|t| = |s||θ − θ′|/
√

4 − |θ − θ′|2
|θ−θ′|�1

� |s|/
√

3.

Lemma A.2a is proved. �

Proof of Lemma A.2b. The estimates (A.30), (A.31) follow from (A.12), (A.14),
(B.33 b) and the formula

Pθf(x) = lim
s→+∞

D−θf(x + sθ). (B.35)
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The estimates (A.34), (A.35) follow from (4.23), (A.30), (A.31). The estimates (A.32),
(A.33) follow from (B.33 a), (A.18), (A.20). The estimate (A.36) follows from (A.32),
(A.33), (A.34) and the formula (B.34), where, in particular,

|x| = |s|/
√

1 − |θ − θ′|2/4
|θ−θ′|�1

� 2|s|/
√

3.

Lemma A.2b is proved. �

Proof of Lemma A.4. We use the formulae

(D−θvθ)pf(x) =
∫ 0

−∞
· · ·

∫ 0

−∞
Vp(x, θ, s1, . . . , sp︸ ︷︷ ︸

p

)f(x + (s1 + · · · + sp︸ ︷︷ ︸
p

)θ) ds1 · · ·dsp︸ ︷︷ ︸
p

,

(B.36)
where p ∈ N, x ∈ R

d, θ ∈ S
d−1,

Vp(x, θ, s1, . . . , sp)

= v(x + spθ, θ) × · · · × v(x + (

p−j+1︷ ︸︸ ︷
sj + · · · + sp)θ, θ) × · · · × v(x + (s1 + · · · + sp)θ, θ)︸ ︷︷ ︸

p

;

(B.37)

Vp(x + y, θ, s1, . . . , sp)f(x + y + (s1 + · · · + sp)θ)

− Vp(x, θ, s1, . . . , sp)f(x + (s1 + · · · + sp)θ) = Qp =
p∑

j=0

Qp,j , (B.38)

where p ∈ N, x, y ∈ R
d, θ ∈ S

d−1, si ∈ R, i = 1, . . . , p,

Qp,0 = Vp(x + y, θ, s1, . . . , sp)

× (f(x + y + (s1 + · · · + sp)θ) − f(x + (s1 + · · · + sp)θ)), (B.39 a)

Qp,1 = Vp−1(x + y, θ, s2, . . . , sp)

× (v(x + y + (s1 + · · · + sp)θ, θ) − v(x + (s1 + · · · + sp)θ, θ))

× f(x + (s1 + · · · + sp)θ), (B.39 b)

Qp,2 = Vp−2(x + y, θ, s3, . . . , sp)

× (v(x + y + (s2 + · · · + sp)θ, θ) − v(x + (s2 + · · · + sp)θ, θ))

× V1(x, θ, s1, . . . , sp)f(x + (s1 + · · · + sp)θ) (B.39 c)

for p � 2,

Qp,j = Vp−j(x + y, θ, sj+1, . . . , sp)

× (v(x + y + (sj + · · · + sp)θ, θ) − v(x + (sj + · · · + sp)θ, θ))

× Vj−1(x, θ, s1, . . . , sj−2, sj−1 + · · · + sp)f(x + (s1 + · · · + sp)θ) (B.39 d)
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for 3 � j � p, where V0 = 1;

∫ 0

−∞
· · ·

∫ 0

−∞

p∏
k=1

ϕ

(
x, θ,

p∑
i=k

si

)
ds1 · · ·dsp =

∫
0�t1�t2�···�tp

dt1 · · ·dtp

p∏
k=1

ϕ(x, θ, tk)

=
1
p!

(∫ 0

−∞
ϕ(x, θ, t) dt

)p

(B.40)

for ϕ(x, θ, ·) ∈ L1(] − ∞, 0], C).
Under the assumptions (3.4 a), (A.42), 0 < α � 1, the following estimates hold:

|Vp(x, θ, s1, . . . , sp)f(x + (s1 + · · · + sp)θ)|

� (n‖a‖0,1+ε,ρ)p‖f‖0

p∏
k=1

(
ρ +

∣∣∣∣x +
( p∑

i=k

si

)
θ

∣∣∣∣
)1+ε

, (B.41)

|Qp,j | � 2(1+ε)(p−j)(n‖a‖α,1+ε,ρ)p‖f‖α,0|y|α
p∏

k=1

(
ρ +

∣∣∣∣x +
( p∑

i=k

si

)
θ

∣∣∣∣
)1+ε

,

(B.42)

where p ∈ N, j ∈ N ∪ 0, 0 � j � p, x, y ∈ R
d, |y| � 1, θ ∈ S

d−1, ρ � 1.
Under the assumptions (3.4 b), (A.42), 0 < α � 1, the following estimates hold:

|Vp(x, θ, s1, . . . , sp)f(x + (s1 + · · · + sp)θ)|

� (n‖b‖0)p‖f‖0

p∏
k=1

χ+

(
r −

∣∣∣∣x +
( p∑

i=k

si

)
θ

∣∣∣∣
)

, (B.43)

|Qp,0| � (n‖b‖0)p‖f‖β,(Xθ),0|y|β
p∏

k=1

χ+

(
r −

∣∣∣∣x + y +
( p∑

i=k

si

)
θ

∣∣∣∣
)

, (B.44 a)

∣∣∣∣
∫ 0

−∞
· · ·

∫ 0

−∞
Qp,j ds1 · · ·dsj

∣∣∣∣
� n

∣∣∣∣Vp−j(x + y, θ, sj+1, . . . , sp)

×
∫ 0

−∞
(v(x + y + (sj + · · · + sp)θ, θ) − v(x + (sj + · · · + sp)θ, θ))

× gj−1(x + (sj + · · · + sp)θ, θ) dsj

∣∣∣∣, (B.44 b)

where

gj−1(x, θ) =
∫ 0

−∞
· · ·

∫ 0

−∞
Vj−1(x, θ, s1, . . . , sj−1)f(x + (s1 + · · · + sj−1)θ) ds1 · · ·dsj−1,

(B.44 c)
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∫ 0

−∞
(v(x + y + (sj + t)θ, θ) − v(x + (sj + t)θ, θ))h(x + (sj + t)θ) dsj

∣∣∣∣
� nc4(r)‖b‖β,0‖h‖0|y|β for h ∈ C0,0(Rd,Mn×m), (B.44 d)

where p, j ∈ N, j � p, V0 = 1, x ∈ R
d, y ∈ Xθ, |y| � 1, β = min(1

2 , α).
Every estimate of Lemma A.4 for (Dθvθ)pf follows from the related estimate of

Lemma A.4 for (D−θvθ)pf . Taking into account this fact we complete below the proof of
Lemma A.4.

The estimate (A.43) follows from (B.36), (B.41), (B.40), (A.4). The estimate (A.44)
follows from (B.36), (B.38), (B.42), (B.40) and the formula

p∑
j=0

2(1+ε)(p−j) =
2(1+ε)(p+1) − 1

2(1+ε) − 1

0�ε

� 2(1+ε)(p+1). (B.45)

The estimate (A.45) follows from (A.5), (A.41). The estimate (A.46) follows from
(A.43), (A.44). The estimate (A.47) follows from (A.7), (A.4) and the formula

D−θvθf − D−θ′vθ′f = (D−θ − D−θ′)vθf + D−θ′(vθ − vθ′)f. (B.46)

The estimate (A.49) follows from (B.36), (B.43), (B.40), (A.12). The estimate (A.50)
follows from (A.49), (B.36), (B.38), (B.44), (B.43), (B.40), (A.12). The estimate (A.51)
follows from (B.21), (A.40). The estimate (A.52) follows from (A.49)–(A.51). The esti-
mate (A.54) follows from (A.18), (A.20), (A.12), (B.46).

Lemma A.4 is proved. �

Proof of (A.80). We have

‖Hf‖0 � sup
s∈R

1
π

∫ s+r

s−r

|f(t) − f(s)|
|t − s| dt + sup

s∈R

1
π

∫ +∞

−∞

|f(t)|χ+(|t − s| − r)
|t − s| dt, (B.47)

∫ s+r

s−r

|f(t) − f(s)|
|t − s| dt �

(∫ s−δ

s−r

+
∫ s+r

s+δ

)
‖f‖0

|t − s| dt +
∫ s+δ

s−δ

‖f‖′
α,0|t − s|α

|t − s| dt

= 2‖f‖0(ln r − ln δ) + 2α−1‖f‖′
α,0δ

α, (B.48)∫ +∞

−∞

|f(t)|χ+(|t − s| − r)
|t − s| dt � 1

rβ

∫ +∞

−∞

‖f‖0,εχ+(|t − s| − r)
(1 + |t|)ε|t − s|1−β

dt

� const.(ε, β)r−β‖f‖0,ε. (B.49)

The estimate (A.80) follows from (B.47)–(B.49). �

Proof of Lemma A.8. The estimate (A.81) follows from (4.22), (A.43) with p = 1,
(A.63), (A.79). The estimate (A.83) follows from (4.22), (A.45), (A.63), (A.79). The
estimate (A.85) follows from (A.81), (A.83). The estimate (A.86) follows from (4.22),
(A.47), (A.79), (A.80) with δ = |θ − θ′|, r = |θ − θ′|−1, (A.63), (A.64) and the formula

HP⊥
θ vθf(θ⊥x) − HP⊥

θ′ vθ′f(θ′⊥x)

= H(P⊥
θ vθf − P⊥

θ′ vθ′f)(θ⊥x) + (HP⊥
θ′ vθ′f(θ⊥x) − HP⊥

θ′ vθ′f(θ′⊥x)). (B.50)
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The estimate (A.87) follows from (4.22), (A.49) with p = 1, (A.69), (A.70), (A.78) and
the estimate

(2 + r)ε

(1 + |s|)ε
� χ+(r + 1 − |s|), s ∈ R. (B.51)

The estimate (A.88) follows from (4.22), (A.49) and (A.50) with p = 1, (A.69), (A.70),
(A.78), (B.51). The estimate (A.89) follows from (A.87), (A.88). The estimate (A.91)
follows from (4.22), (A.51). The estimate (A.92) follows from (A.89), (A.91). The estimate
(A.94) follows from (4.22), (A.54), (B.50), (A.79), (A.80), (A.69)–(A.71).

Lemma A.8 is proved. �

Proof of Lemma A.9. The estimate (A.96) follows from (A.85), (4.39), (4.40), the
boundedness of Gλvλf(z) with respect to λ at fixed z and the maximum principle for
holomorphic functions.

The proof of (A.97), (A.98) consists of the following:

|Gλvλf(z)| � nπ−1‖f‖0

∫
C

|λ||a−(ζ)| + |a0(ζ)| + |λ|−1|a+(ζ)|
|λ(z̄ − ζ̄) − λ−1(z − ζ)|

dζR dζI

|λ|<1
� nπ−1‖f‖0

∫
C

|λ|2|a−(ζ)| + |λ||a0(ζ)| + |a+(ζ)|
(1 − |λ|2)|z − ζ| dζR dζI

� nπ−1(1 − |λ|2)−1

× (‖a+‖0,1+ε,ρ + |λ|‖a0‖0,1+ε,ρ + |λ|2‖a−‖0,1+ε,ρ)‖f‖0

×
∫

C

dζR dζI

|z − ζ|(ρ + |ζ|)1+ε
, (B.52)

|(Gλvλ − Ca+)f(z)| � nπ−1‖f‖0

∫
C

|λ||a0(ζ)| + |λ|2(|a+(ζ)| + |a−(ζ)|)
|(z − ζ) − λ2(z̄ − ζ̄)|

dζR dζI

|λ|<1
� nπ−1(1 − |λ|2)−1|λ|

× (‖a0‖0,1+ε,ρ + |λ|(‖a+‖0,1+ε,ρ + ‖a−‖0,1+ε,ρ))‖f‖0

×
∫

C

dζR dζI

|z − ζ|(ρ + |ζ|)1+ε
, (B.53)∫

C

dζR dζI

|z − ζ|(ρ + |ζ|)1+ε
=

(∫
|ζ|�|z−ζ|

+
∫

|ζ|�|z−ζ|

)
dζR dζI

|z − ζ|(ρ + |ζ|)1+ε

�
∫

|ζ|�|z−ζ|

dζR dζI

|ζ|(ρ + |ζ|)1+ε
+

∫
|ζ|�|z−ζ|

dζR dζI

|z − ζ|(ρ + |z − ζ|)1+ε

� 2
∫

C

dζR dζI

|ζ|(ρ + |ζ|)1+ε

= 4πε−1ρ−ε. (B.54)

The proof of (A.99), (A.100) is completely similar to the proof of (A.97), (A.98).
The estimate (A.101) follows from (A.89), (A.91), (4.39), (4.40), the boundedness

of Gλvλf(z) with respect to λ at fixed z and the maximum principle for holomorphic
functions. Further, using (A.92) we obtain (A.102).
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The proof of (A.103)–(A.106) is similar to the proof of (A.97)–(A.100); in this case,
instead of (B.54) we use the estimate∫

C

χ+(r − |ζ|)
|z − ζ| dζR dζI

=
(∫

|ζ|�|z−ζ|
+

∫
|ζ|�|z−ζ|

)
χ+(r − |ζ|)

|z − ζ| dζR dζI

�
∫

|ζ|�|z−ζ|

χ+(r − |ζ|)
|ζ| dζR dζI +

∫
|ζ|�|z−ζ|

χ+(r − |z − ζ|)
|z − ζ| dζR dζI

� 2
∫

|ζ|<r

dζR dζI

|ζ|
= 4πr. (B.55)

Lemma A.9 is proved. �

Proof of Lemma A.10. The estimate (A.107) follows from (B.52), (B.54) and the
following estimates∫

C

dζR dζI

|z − ζ|(ρ + |ζ|)1+ε
�

∫
|ζ|�|z−ζ|

dζR dζI

|z/2|ε′ |ζ|1−ε′(ρ + |ζ|)1+ε

+
∫

|ζ|�|z−ζ|

dζR dζI

|z − ζ|(ρ + |z/2|)ε′(ρ + |z − ζ|)1+ε−ε′

� 21+ε′

|z|ε′

∫
C

dζR dζI

|ζ|(ρ + |ζ|)1+ε−ε′

=
22+ε′

π

|z|ε′(ε − ε′)ρε−ε′ ,

|Gλvλf(z + h) − Gλvλf(z)|

� nπ−1‖f‖0

∫
C

|h||λ−1 − λ|(|λ||a−(ζ)| + |a0(ζ)| + |λ|−1|a+(ζ)|)
|λ(z̄ + h̄ − ζ̄) − λ−1(z + h − ζ)||λ(z̄ − ζ̄) − λ−1(z − ζ)|

dζR dζI

|λ|<1
� nπ−1‖f‖0|h|

∫
C

(1 + |λ|2)(|a+(ζ)| + |λ||a0(ζ)| + |λ|2|a−(ζ)|)
(1 − |λ|2)2|z + h − ζ||z − ζ| dζR dζI

� nπ−1(1 + |λ|2)(1 − |λ|2)−2(‖a+‖0,1+ε,ρ + |λ|‖a0‖0,1+ε,ρ + |λ|2‖a−‖0,1+ε,ρ)

× ‖f‖0|h|
∫

C

dζR dζI

|z + h − ζ||z − ζ|(ρ + |ζ|)1+ε
, (B.56)

∫
C

dζR dζI

|z + h − ζ||z − ζ|(ρ + |ζ|)1+ε

=
(∫

|z+h−ζ|�|z−ζ|
+

∫
|z+h−ζ|�|z−ζ|

)
dζR dζI

|z + h − ζ||z − ζ|(ρ + |ζ|)1+ε
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0<δ<1
�

∫
|z+h−ζ|�|z−ζ|

dζR dζI

|z + h − ζ|2−δ|h/2|δ(ρ + |ζ|)1+ε

+
∫

|z+h−ζ|�|z−ζ|

dζR dζI

|z − ζ|2−δ|h/2|δ(ρ + |ζ|)1+ε

� 2δ

|h|δ
∫

C

(
1

|z + h − ζ|2−δ
+

1
|z − ζ|2−δ

)
dζR dζI

(ρ + |ζ|)1+ε
, (B.57)

∫
C

dζR dζI

|z − ζ|2−δ(ρ + |ζ|)1+ε
� 21+ε′

|z|ε′

∫
C

dζR dζI

|ζ|2−δ(ρ + |ζ|)1+ε−ε′

� 21+ε′

|z|ε′ρε−ε′

∫
C

dζR dζI

|ζ|2−δ(ρ + |ζ|) . (B.58)

The estimate (A.108) follows from (A.107), (A.98). The proof of (A.109), (A.110) is
completely similar to the proof of (A.107), (A.108).

The proof of (A.111)–(A.114) is similar to the proof of (A.107)–(A.110); in this case,
instead of (B.54), (B.57), (B.58) we use (B.55) and the estimates∫

C

χ+(r − |ζ|)
|z − ζ| dζR dζI

r�|z|/2
� 2

|z|

∫
|ζ|�r

dζR dζI =
2πr2

|z| , (B.59)

∫
C

χ+(r − |ζ|) dζR dζI

|z + h − ζ||z − ζ|
0<δ<1

� 2δ

|h|δ
∫

C

(
1

|z + h − ζ|2−δ
+

1
|z − ζ|2−δ

)
χ+(r − |ζ|) dζR dζI,

(B.60)∫
C

χ+(r − |ζ|)
|z − ζ|2−δ

dζR dζI � 2
∫

|ζ|�r

dζR dζI

|ζ|2−δ
=

4πrδ

δ
, (B.61)

∫
C

χ+(r − |ζ|)
|z − ζ|2−δ

dζR dζI

r�|z|/2
� 22−δπr2

|z|2−δ
. (B.62)

Lemma A.10 is proved. �
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