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ABSTRACT
Objective: After large-scale disasters, victim identification frequently presents a challenge and a priority
for responders attempting to reunite families and ensure proper identification of deceased persons. The
purpose of this investigation was to determine whether currently commercially available facial
recognition software can successfully identify disaster victims with facial injuries.

Methods: Photos of 106 people were taken before and after application of moulage designed to simulate
traumatic facial injuries. These photos as well as photos from volunteers’ personal photo collections
were analyzed by using facial recognition software to determine whether this technology could
accurately identify a person with facial injuries.

Results: The study results suggest that a responder could expect to get a correct match between
submitted photos and photos of injured patients between 39% and 45% of the time and a much higher
percentage of correct returns if submitted photos were of optimal quality with percentages correct
exceeding 90% in most situations.

Conclusions: The present results suggest that the use of this software would provide significant benefit to
responders. Although a correct result was returned only 40% of the time, this would still likely represent
a benefit for a responder trying to identify hundreds or thousands of victims. (Disaster Med Public
Health Preparedness. 2017;11:568-572)
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After large-scale disasters, victim identification
frequently presents a challenge and a priority
for responders attempting to reunite families

and ensure proper identification of deceased persons.1

After events that affect a large geographic area as well
as those that generate a large number of casualties,
such as the Indian Ocean tsunami in 2004, the
challenges of victim identification are more difficult as
a result of difficult travel conditions and a very large
number of victims.2,3 Family reunification is especially
important for parents seeking their children, because
children are particularly vulnerable after a disaster and
may suffer significant ill effects of prolonged separa-
tion from their families.4

The challenges posed by large numbers of casualties is
rightly the subject of an entire field within disaster
response known as disaster victim identification or
DVI.5 This science involves a variety of techniques
including analysis of personal effects, forensic odon-
tology, DNA analysis, and more.6,7 Although positive
identification by family members alone is not con-
sidered conclusive victim identification for deceased
victims, photographs of victims are frequently used to
help family members of victims locate and identify

their loved ones.8 Indeed, advances in digital photo-
graphy and easy transmission of data over the Internet
and via text, SMS, and e-mail have made rapid
transmission of digital images ubiquitous, even in
disaster zones.9 This has aided in the process of victim
identification in disasters such as the 2010 Haiti
earthquake when the Israeli emergency medical
response team used a wireless network and laptops to
allow people to view images of victims in order to aid
in locating loved ones, in particular missing
children.10

Although digital images can be captured and trans-
mitted quickly and with very high resolution and
fidelity, an unaided responder or the family member of
a victim may still have to manually view many
photographs to find a picture of a loved one. This can
be very upsetting if family members need to view
many images of injured people and it is certainly time
consuming, especially in large-scale events where
there may be thousands of victims and concerned
family members.2

Facial recognition software has become sufficiently
advanced and inexpensive that it is used in various
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commercial applications and for uses as routine as “tagging”
friends in group photos on social media platforms.11 This
availability of high-performing facial recognition software
suggests that commercially available products may be of use to
disaster responders in reducing the number of photographs
that would need to be manually viewed in order to success-
fully reunite victims with families. This may save time and
resources and spare victims and responders the trauma of
viewing large numbers of victim photos in the search for a
“match.” In order to be used in this way, however, com-
mercially available software would need to demonstrate the
ability to recognize victims even if they had injuries to the
face, which might be expected to hinder the performance of
the software.

The purpose of this investigation was to determine whether
currently commercially available facial recognition software
can successfully match victim photographs with photos of the
same people in an uninjured state. This would be the situa-
tion that could exist after a disaster in which family members
submitted photographs of loved ones to a central database
and software was used to narrow the number of potential
matches for further review and confirmation by human
responders.

METHODS
Study subjects were selected from volunteers among faculty
and staff members in the Department of Emergency Medicine
at the University of Massachusetts Memorial Medical Center
and from a group of high school students participating in a
series of health service career demonstrations through the
Massachusetts Area Health Education Centers (MassAHEC)
Health Occupations of America at The University of
Massachusetts Medical School (UMass). All study photos
were taken between January and March 2012.

All adult subjects provided informed consent to participate.
Many of the participants from MassAHEC were under
18 years of age and thus parental consent was obtained for
their participation. Prior to the day of the MassAHEC event,
details of the study were provided in writing to the parents of
potential participants and parents were given an opportunity
to call the principal investigator with any questions regarding
their child’s potential participation.

The consent process and research protocol were reviewed and
approved by the Institutional Review Board of UMass.

Prior to the study, the investigators determined injury pat-
terns that would be considered “mild,” “moderate,” and
“severe” based on extent, number, and combination of
injuries. Twenty-five victim moulage template sets, each
containing a unique combination of mild, moderate, and
severe injury patterns were created so that on the day of
the photos being taken moulage could be quickly applied.

The victim moulage sets were created by dividing the face
into 4 major zones. Zone I included the forehead, zone II
included the eyes, zone III included the nose, and zone IV
included the chin. The zones were further subdivided into
right and left side. Seven different types of injuries ranging
from a 3-cm linear laceration to an avulsion wound of the
nose were assigned to the different zones and subdivisions to
create unique injury patterns of varying severity. These victim
moulage template sets were numbered and randomly assigned
to each participant. The criteria for the various levels of
injuries as well as an example of an assigned injury pattern are
shown in Table 1 and Figure 1, respectively.

All study photos were taken with an iPhone 4s (Apple,
Cupertino, CA), iPad 2 (Apple), and camera (Nikon D3100
with Nikon DX SWM VR aspherical 0.28m/0.92 ft lens;
Nikon Inc, Melville, NY) to simulate various devices that
might be used to photograph disaster victims in an actual
event. All photos were included in the comparison library.

Each participant then had a “no-moulage” photo taken with
each of 3 devices. No-moulage photos were those taken on
the day of the study before any facial injury moulage was
applied. They were taken against a white background and
were intended to serve as a control, representing an ideal
prestudy photo (ie, taken in a well-lit environment, head on,
without background interference, and in good focus).

After the no-moulage photo, mild, moderate, and severe
injury photos were taken with each of the devices. Following
this, all moulage was removed. This meant that each parti-
cipant submitted one prestudy photo, had 3 no-moulage
photos taken, and a total of 9 moulage photos taken.

For the purposes of this study, the prestudy photo is con-
sidered to be that which was either submitted by the parti-
cipant prior to the study or a scanned image of a photo ID.
This means that all prestudy photos were images taken before
the subject’s participation in the study. Participants were only
instructed to submit a photo in which their face was included
in a “facing forward” orientation. Otherwise, any type of
photo could be submitted, including one taken either
recently or in the more distant past and including other
people or not. Some subjects elected to use images scanned
from their government or work identification cards. This was

TABLE 1
Facial Injury Severity Criteria

Severity Criteria

Mild 1 injury≤3 cm x 2 cm
Moderate 1 or more injuries:

>3 cm x 2 cm≤9 cm x 2 cm
Severe 1 or more injuries:

>9 cm x 2 cm or area>25% of face

Facial Recognition for Use in Disaster Victim Identification

Disaster Medicine and Public Health Preparedness 569

https://doi.org/10.1017/dmp.2016.207 Published online by Cambridge University Press

https://doi.org/10.1017/dmp.2016.207


also an acceptable way to submit a prestudy photo. Each
prestudy photo was entered into iPhoto (iPhoto 11 version
9.4.2; using Mac Desktop OS X version 10.8.2; Apple) and
was matched by using this program against all study photos.

The analysis of these data included an assessment of the
percentage of times that both the prestudy and “no-moulage”
photos matched the moulaged photos over all degrees of
injuries. For each prestudy photo and each no-moulage
photo, the photo was compared against the library of study
moulage photos and it was recorded whether or not a correct
match was made and how many incorrect matches were
returned. This was meant to simulate the process that a
responder would go through if he or she was attempting to
match a submitted photo to a library of disaster victims.
Statistical analysis for this investigation was completed by
using Statistics Calculator, StatPac Version 4.0 (StatPac, Inc,
Northfield, MN).

RESULTS
A total of 136 subjects were initially identified to be a part of
this study. Thirty subjects were excluded from the study; 7 had
corrupt data when analysis was attempted, 7 were minors who
initially expressed desire to participate but did not have con-
sent forms signed by their guardians, 1 was not able to be
scheduled for study photographs to be taken, and 15 did not
submit a prestudy photo for comparison. A total of 106 par-
ticipants had all needed data for analysis and were included.

Table 2 presents the demographic breakdown of the subjects
in this study. Gender, race, age, presence or absence of facial
hair, presence or absence of eyeglasses in the prestudy photo,
and type of image used as a prestudy photo were recorded.
The study included an equal number of male and female
participants and participants of ages that spanned a range of
between 15 to older than 65 years. We included a variety of
races although participants were primarily white.

Both prestudy and no-moulage photos were considered “well
photos” and moulaged photos were considered “injured
photos.” Each well photo was input into the facial recogni-
tion software and the correct matches and incorrect matches
were recorded as well as whether each photo analyzed mat-
ched the minimal, moderate, or severe injury patterns.

Table 3 presents findings related to percentage correct mat-
ches and average numbers of returned incorrect photos for

TABLE 2
Demographic Characteristics of the Study Subjectsa

Characteristic No. (%)

Gender
Male 53 (50)
Female 53 (50)
Race
Asian or Pacific Islander 14 (13.2)
Black 6 (5.7)
Hispanic 3 (2.8)
White 81 (76.4)
Multiracial 2 (1.9)
Age, years
15-25 28 (26.4)
26-35 21 (19.8)
36-45 29 (27.4)
46-65 27 (25.5)
≥66 1 (0.94)
Facial hair
Yes 17 (16.0)
No 89 (84.0)
Glasses
Yes 15 (14.2)
No 91 (85.8)
Type of image used for analysis
Photograph 84 (79.2)
Government-issued ID 3 (2.8)
Other ID 19 (17.9)

an = 106.

FIGURE 1
Injury Patterns for Victim I Moulage Template Set.
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both types of well photos with respect to various levels of
moulage in the injured photos. For all types of devices, pre-
study photos matched mild and moderate moulage 42% to
49% of the time and severe moulage 31% to 49% of the time.
The only statistically significant pair-wise comparison among
correct match results was between the mobile phone photos
and digital tablet photos for severe moulage with a P value of
0.048. It is unclear why the mobile phone obtained
significantly better results on this measure. The rest
of the results represent a non-statistically significant trend
toward severe moulage being more difficult to match with
prestudy photos and with no-moulage photos but no statis-
tically significant differences were found between results for
the 3 different devices studied or on the basis of severity of
injury.

An average of the percentage correct matches of mild,
moderate, and severe injury photos is represented as the mean
of the percentages returned for each device and labeled as
“mean percentage correct returned.” Functionally, this was a
measure of the expected results if this technology were
deployed in real-world situations. The results of this study
suggest that a responder could expect to get a correct match
between submitted photos and photos of injured patients
between 39% and 45% of the time depending on which
device was used to take the photos of injured patients and a
much higher percentage of correct returns if submitted photos
were of optimal quality with percentages correct exceeding

90% in most situations. In addition, a relatively low number
of incorrect results was returned in each situation, between
5 and 7 for prestudy photos and between 16 and 22 for
no-moulage photos.

Analysis of other measured variables did not reveal statisti-
cally significant differences when subjects were compared by
race, age, presence or absence of facial hair, presence or
absence of eyeglasses, or type of prestudy photo used. How-
ever, both the likelihood of a correct return and the average
number of incorrect returns were affected by the gender of the
subject. Males were significantly more likely to match pre-
study photos to injured photos than women but also had a
larger number of incorrect returned images. Functionally, this
meant that men were more likely to be correctly identified by
the software but had more incorrect images returned with
each correct result. Table 4 summarizes the results of com-
parisons of male and female subjects.

DISCUSSION
While the overall utility of this technology was made clear in
this investigation, we obtained several unexpected results. It
is unclear why more incorrect results were returned when
using idealized “no-moulage” photos taken on the day of the
study when compared to the submitted prestudy photo. It is
unclear whether this was related to the similar background
used in all study photos or to some other factor.

TABLE 3
Correct Matches and Average Number of Returned Incorrect Photos

Camera Match Mild (%) Match Moderate (%) Match Severe (%)
Mean Percentage of
Correct Returned, %

Average Number
of Incorrect

Prestudy photo 48.11 48.11 36.79 44.34 5.91
No-moulage photo 94.39 92.52 87.85 91.59 16.47
IPad
Prestudy photo 46.22 42.45 31.13 39.93 6.15
No moulage photo 96.26 95.33 91.59 94.39 20.72
iPhone
Prestudy photo 44.34 42.45 48.11 44.97 6.09
No-moulage photo 94.39 96.26 95.33 95.33 21.01

TABLE 4
Comparisons of Male and Female Subjects

Male Percentage
Correct, %

Female Percentage
Correct, % P Valuea

Male Number
of Incorrect

Female Number
of Incorrect P Valueb

Camera 58.49 30.19 0.0041 8.75 3.06 0.0031
iPhone 58.49 31.44 0.0061 8.42 3.77 0.0110
iPad 59.12 30.19 0.0034 9.08 3.23 0.0014

aTwo-sample t-test between percentages.
bIndependent group t-test between means.
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It was also expected that more severe facial injury patterns
would limit the utility of the facial recognition software.
However, we found no statistically significant difference
among the levels of injury. It is unclear whether this was
due to a negligible effect of injury on the performance of the
software or whether different types of injury might
have created more significant differences. No well established
criteria for severity of facial injury in disasters exist and
thus injury patterns were designed on the basis of the clinical
experience in emergency medicine of the study authors.

Limitations
This study included several limitations which may limit its
generalizability to real-world conditions. First, all photos were
taken under ideal lighting conditions, which may have arti-
ficially enhanced the performance of the facial recognition
program. In addition, injuries were simulated but other con-
ditions such as cleanliness of the face, presence of perspira-
tion, etc, were not assessed.

Another significant limitation of this study was that no
nonsubjects were entered in the program. In a real-world
situation, it is likely that loved ones looking for a family
member who was not actually a victim would also submit
photos and this was not accounted for in our investigation.
Future investigations could attempt to determine how many
“false-positive” identification results would be obtained from
a library of injured photographs.

Finally, and perhaps most significantly, this study used a small
number of participants and is therefore limited in terms of
statistical power and generalizability. Future investigations
using larger numbers of subjects would be helpful in deter-
mining the ultimate utility of this technology if it were
deployed in a real-world disaster situation.

CONCLUSIONS
This study demonstrated that commercially available facial
identification software may be of benefit to disaster responders
trying to identify a large number of victims, even if these
victims have significant facial injuries. The results of this study
suggest that the use of this software would provide significant
benefit to responders. Although a correct result was returned
only 40% of the time, this would still likely represent a benefit
for a responder trying to identify hundreds or thousands of
victims. Given that several incorrect results were returned with
each correct result, a manual verification would still be needed

to ensure proper identification of victims. A correct result was
returned on a much more consistent basis (roughly 90% of the
time) using idealized “well photos,” which suggests that
improving the quality of photos submitted would also likely
improve the utility of this technology.
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