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COHERENT EXTENSION OF PARTIAL AUTOMORPHISMS, FREE
AMALGAMATION AND AUTOMORPHISM GROUPS

DAOUD SINIORA AND SŁAWOMIR SOLECKI

Abstract. We give strengthened versions of the Herwig–Lascar and Hodkinson–Otto extension theo-
rems for partial automorphisms of finite structures. Such strengthenings yield several combinatorial and
group-theoretic consequences for homogeneous structures. For instance, we establish a coherent form of
the extension property for partial automorphisms for certain Fraı̈ssé classes. We deduce from these results
that the isometry group of the rational Urysohn space, the automorphism group of the Fraı̈ssé limit of any
Fraı̈ssé class that is the class of allF -free structures (in the Herwig–Lascar sense), and the automorphism
group of any free homogeneous structure over a finite relational language all contain a dense locally finite
subgroup. We also show that any free homogeneous structure admits ample generics.

§1. Introduction. The purpose of this article was to prove results that strengthen
the Herwig–Lascar extension theorem [5, Theorem 3.2] and the Hodkinson–Otto
extension theorem [7, Theorem 9]. The strengthening is obtained by replacing the
notion of extension property for partial automorphisms (EPPA) with the new notion
of coherent EPPA. The strengthened versions are stated in Theorems 1.11 and 1.13
below. As we demonstrate in the article, these sharper versions are of interest in
applications, for instance, to the structure of isometry groups of metric spaces and
automorphism groups of free homogeneous structures. The proofs of the sharper
versions consist of reorganizing of and adding new ingredients to the original proofs
from [5] and [7]; for example, the usage in the model theoretic context of ideas com-
ing from ergodic theory (Mackey range from [11]; see Lemma 2.2 below) appears
new.
In this article, L denotes a finite relational language. Actually, it suffices to
assume that arities of symbols in L is bounded. By a structure we understand
an L-structure. Let A be an L-structure. A partial automorphism of A is an L-
isomorphism p : U → V , whereU,V are substructures ofA. We denote by Part(A)
the set of all partial automorphisms of A.
Definition 1.1. A class C of finite L-structures has the extension property for
partial automorphisms (EPPA) if for every A ∈ C, there exists B ∈ C containing
A as a substructure such that every partial automorphism of A extends to an
automorphism of B. Such extension is called an EPPA-extension.
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200 DAOUD SINIORA AND SŁAWOMIR SOLECKI

We now introduce a stronger notion of EPPA, which we call coherent EPPA,
where in addition to extending partial automorphisms, we also require that the
composition of the extensions of any two partial automorphisms to be equal to the
extension of their composition understood appropriately. The notion of coherence
we define now will be at the heart of the matter.
Let P be a family of partial bijections between subsets of a set X . We call a triple
(p1, p2, q) ∈ P3 coherent if

dom(p2) = dom(q), range(p1) = range(q), range(p2) = dom(p1)

and
q = p1 ◦ p2.

In the situations we will encounter, the set X will be finite, and so one of the three
conditions: dom(p2) = dom(q), range(p1) = range(q), or range(p2) = dom(p1)
can be eliminated without changing the meaning of the notion of coherence.

Definition 1.2. Let P and S be families of partial bijections between subsets
of X and between subsets of Z, respectively. A function φ : P → S is coherent
if for each coherent triple (p1, p2, q) ∈ P3, its image (φ(p1), φ(p2), φ(q)) ∈ S3 is
coherent.

Coherence is a notion of homomorphism between families of partial bijections.
Note that the composition of two coherent functions is coherent. If both P and S
are groups of permutations of X andZ, respectively, then a coherent function from
P to S is a group homomorphism. Inmost, but not all, situations we will encounter,
X will be a subset of Z and φ(p) will be an extension of p ∈ P.
Here is the strengthening of the EPPA from Definition 1.1.

Definition 1.3. A class C of finite L-structures has coherent EPPA if for every
A ∈ C, there exists B ∈ C and a coherent map φ : Part(A) → Aut(B) such that
A ⊆ B and, for every p ∈ Part(A), φ(p) extends p.
We call B in Definition 1.3 a coherent EPPA-extension of A. Also note that
the restriction of the map φ in this definition to Aut(A) gives a group embedding
φ : Aut(A)→ Aut(B).
Our first aim is to formulate a theorem, Theorem 1.7, that produces, under
appropriate assumptions, coherent EPPA. We introduce now notions needed to
state this theorem.
Let A,B be L-structures. A homomorphism from A to B is a map h : A → B

such that for every relation symbol R ∈ L and tuple ā ∈ A, if A |= R(ā), then
B |= R(h(ā)). An embedding h ofA intoB is an injective homomorphism such that
if B |= R(h(ā)), then A |= R(ā).
Definition 1.4. Let F be a family of L-structures.
• An L-structure A is called F -free under homomorphisms (embeddings, respec-
tively) if there is no homomorphism (embedding, respectively) from a structure
in F to A.

• Denote by Forbh(F) the class of all finite L-structures which are F -free under
homomorphisms.
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COHERENT EXTENSION AND AUTOMORPHISMGROUPS 201

• Denote by Forbe(F) the class of all finite L-structures which are F -free under
embeddings.

Note that the classes Forbh(F) and Forbe(F) consists of finite structures,
and Forbh(F) ⊆ Forbe(F). When we just say F -free we mean F -free under
homomorphisms. The notion ofF -freeness comes fromHerwig–Lascar [5, p. 1994].
Definition 1.5. A class C of finite L-structures is called a Fraı̈ssé class if it
contains countably infinite isomorphism types, is closed under isomorphism, and
has the hereditary property, the joint embedding property, and the amalgamation
property.

A relational L-structure M is homogeneous if it is countable and every partial
isomorphism between finite substructures ofM extends to a total automorphism.
Fraı̈ssé’s Theorem states that countably infinite homogeneous L-structures arise as
Fraı̈ssé limits of Fraı̈ssé classes of finite L-structures.
We now recall the notion of a Gaifman graph and a Gaifman clique.

Definition 1.6. Let A be an L-structure, where L is a relational language. The
Gaifman graph of A, denoted by Gaif(A), is the graph whose vertex set is the
domain of A, and whose edge relation is defined as follows: two distinct vertices
u, v ∈ A are adjacent if and only if there is an n-ary relation R ∈ L and an n-tuple
(a1, . . . , an) ∈ An such that u, v ∈ {a1, a2, . . . , an} and A |= R(a1, a2, . . . , an).
We say that A is a Gaifman clique if Gaif(A) is a clique.

Theorem 1.7. Let L be a finite relational language, and F be a family of finite
L-structures.
(i) If F is finite and Forbh(F) is a Fraı̈ssé class, then Forbh(F) has coherent
EPPA.

(ii) If each element of F is a Gaifman clique, then Forbe(F) has coherent EPPA.
The theorem above will follow from Theorems 1.11 and 1.13 stated below in the
introduction.
We first discuss several applications of Theorem 1.7 to the automorphism groups
of someFraı̈ssé limits, and then give its proof later in this section.The automorphism
group Aut(M ) of a countably infinite structure M is equipped with the pointwise
convergence topology.The basic open sets of this topology are the cosets of pointwise
stabilisers of finite subsets ofM . Thus, a subset H ⊆ Aut(M ) is dense if for every
g ∈ Aut(M ) and every finite A ⊆ M there is an h ∈ H such that g�A = h�A. In
Theorem 5.1 below, we show that coherent EPPA gives rise to the existence of a
dense locally finite subgroup of the automorphism group of a Fraı̈ssé limit. Thus,
Theorem 1.7(i) together with Theorem 5.1 yields the following result.

Corollary 1.8. Let F be a finite family of finite L-structures. Assume Forbh(F)
is a Fraı̈ssé class with the Fraı̈ssé limit M . Then Aut(M ) contains a dense locally
finite subgroup.

We now discuss applications of the second part of Theorem 1.7. We first state the
following observation, whose proof is given in Lemma 4.5 below.

Fact 1.9. A class C of a finiteL-structures is a free amalgamation class if and only
if C = Forbe(F) for some family F of Gaifman cliques.
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This observation yields several interesting applications of Theorem 1.7(ii) to
free amalgamation classes, and consequently to the automorphism group of a free
homogeneous relational structure. By a free homogeneous structure we understand
the Fraı̈ssé limit of a free amalgamation class—see Section 4 for the definitions.
We collect the main results of this article on free homogeneous structures in the
following statement. See Theorems 5.2 and 5.6 below for the details.

Corollary 1.10. The automorphism group of a free homogeneous L-structure
contains a dense locally finite subgroup, and has ample generics and the small index
property.
The literature has interesting results on the automorphism group of free
homogeneous structures; see, for example, [8, 13, 14], and Macpherson’s survey
[12].
Theorem 1.7(i) follows from a more precise Theorem 1.11 below.
Theorem 1.7 is based on the sharper statements of Herwig–Lascar Theorem and
Hodkinson–Otto Theorem we obtain in this article. We now state the strengthened
version of the former theorem.

Theorem 1.11. Let F be a finite family of finite L-structures. Let A be a finite
F -free (under homomorphisms)L-structure. If there exists a (possibly infinite)F -free
L-structureM ⊇ A such that each element of Part(A) extends to an automorphism
ofM , then there exists a finite L-structure B ⊇ A and a map φ : Part(A)→ Aut(B)
such that
(i) p ⊆ φ(p) for each p ∈ Part(A);
(ii) φ is coherent;
(iii) B is F -free.
The strengthening of Herwig–Lascar [5, Theorem 3.2] consists of point (ii) in
Theorem 1.11 ensuring coherence of the extension procedure. The structure B
which makes Theorem 1.11 true is identical to the structure constructed in [5];
the extensions φ(p) constructed in [5] are underdetermined; by making additional
choices in their definitions one forces the extensions to fulfil conditions from the
conclusion of Theorem 1.11.
We next show how Theorem 1.7(i) follows from Theorem 1.11. Recall that the
age of a structureM is the class of all finite substructures embeddable inM .
Proof of Theorem 1.7(i). Let L be a finite relational language, and F be a
finite family of finite L-structures. Suppose that Forbh(F) is an Fraı̈ssé class.
Then by Fraı̈ssé’s Theorem there is a countably infinite homogeneous structure
M with Age(M ) = Forbh(F). Thus, M is F -free under homomorphisms. Let
A ∈ Forbh(F), and view A as a substructure of M . By homogeneity of M ,
every element of Part(A) extends to an automorphism of M . Therefore, by The-
orem 1.11 there exists a finite B ∈ Forbh(F) with A ⊆ B, and a coherent map
φ : Part(A)→ Aut(B) such that φ(p) extends p for each p ∈ Part(A). So the class
Forbh(F) has coherent EPPA. �
Wenow state the strengthened version of theHodkinson–Otto extension theorem
[7, Theorem 9]. First, we introduce the following notion; see [7, Definition 8].

Definition 1.12. An extensionB of a structureA is calledGaifman clique faithful
if for every Gaifman clique Q ⊆ B, there is g ∈ Aut(B) such that g(Q) ⊆ A.
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Theorem 1.13. Let A be a finite L-structure. Then there exists a finite L-structure
B ⊇ A and a map φ : Part(A)→ Aut(B) such that
(i) p ⊆ φ(p) for each p ∈ Part(A);
(ii) φ is coherent;
(iii) B is a Gaifman clique faithful extension of A.

Again for strengthening we add in the theorem above the coherence of the
extension procedure of partial automorphisms, and as before, the structure B in
Theorem 1.13 above is identical to the one constructed in [7].
We next show how Theorem 1.7(ii) follows from Theorem 1.13.

Proof of Theorem 1.7(ii). LetF be a family ofGaifman cliques.Take a structure
A ∈ Forbe(F), and consider the coherent EPPA-extension B of A guaranteed
by Theorem 1.13. We will show that B ∈ Forbe(F). Suppose for the sake of
contradiction that B /∈ Forbe(F), then there is some Gaifman clique Q ∈ F
and an embedding h : Q → B. By the Gaifman clique faithfulness of B, there
is g ∈ Aut(B) such that gh(Q) ⊆ A. This means that the forbidden structure Q
embeds in A, contradicting A ∈ Forbe(F). Thus, B ∈ Forbe(F). �
Theorem 1.11 has applications to metric spaces that are similar to the corollaries
stated above. Replacing the role of [5, Theorem 3.2] in the proof of [17, Theorem
2.1] by using Theorem 1.11 instead, one obtains the following strengthening of [17,
Theorem 2.1].

Corollary 1.14. Let A be a finite metric space. There exists a finite metric space
B such that A ⊆ B as metric spaces, each partial isometry p of A extends to an
isometry φ(p) of B and the function φ is coherent.
Moreover, the distances between points in B belong to the additive semigroup
generated by the distances between points in A.

The conclusion of the theorem above gives that φ constructed in this theo-
rem when restricted to the isometry group of A, Iso(A), is a homomorphism,
so necessarily an isomorphic embedding,

Iso(A) ↪→ Iso(B).
Furthermore, if the distances inA are all rational numbers, then so are the distances
inB. Thus, Corollary 1.14 yields that the class of all finitemetric spaces over rational
distances has coherent EPPA. The relational language here is

L = {Rr | r ∈ Q, r ≥ 0},
where Rr is a binary relation symbol. Given a metric space A with a metric d with
rational distances, we view A as an L-structure by setting A |= Rr(a, b) precisely
whend (a, b) = r for alla, b ∈ A.Keeping this formalization inmind,Corollary 1.15
below follows fromCorollary 1.14. It answers a question ofVershik, see [10, 6.13(5)].

Corollary 1.15. The isometry group of the rational Urysohn space U0 contains a
dense locally finite subgroup.

After we proved Corollary 1.15, Rosendal gave an alternative proof of it in [15,
Theorem 10].
The layout of the article is as follows. In Section 2 we prove Theorem 1.11. In
Section 3 we prove Theorem 1.13. In Section 4 we apply Theorem 1.7(ii) to free
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amalgamation classes. Finally, in Section 5 we show that coherent EPPA is sufficient
for the existence of a dense locally finite subgroup of the automorphism group of
a Fraı̈ssé limit. We also deduce that free homogeneous structures admit ample
generics.
The notions of coherent functions and coherent EPPA, the content of Section 2,
and Corollaries 1.14 and 1.15 were found by the second author in the spring of
2007. They were written up and posted online in the fall of 2009. The content of
Sections 3–4 was part of the first author’s Ph.D. thesis [16] from 2017.

§2. Strengthening of the Herwig–Lascar extension theorem. The proof of The-
orem 1.11 is done in three stages. First, in Section 2.2 in Proposition 2.3, one
shows that a finite structure A can be extended to a finite structure B so that all
partial isomorphisms of A extend to automorphisms of B in a coherent way. The
F -freeness condition is not involved. Then, using Proposition 2.3, in Section 2.3,
one shows in Proposition 2.4 that each finite stretched structure A that is F -free
(under homomorphisms), where F consists of small structures, can be extended
to a finite F -free stretched structure so that each strong partial isomorphism of A
extends to an automorphism of B in a coherent way. (All the terms mentioned in
the preceding sentence are defined in Section 2.3.) Finally, using Proposition 2.4,
one proves Theorem 1.11 in Section 2.4. An important ingredient in this last proof
is a lemma that provides a construction of special structures. We will give a new
proof of this lemma based on an extension of the ideas of Mackey [11].

2.1. Two lemmas allowing the strengthening. The following lemma will be used
in the proofs of Propositions 2.3 and 2.4. It is related to [5, Lemma 4.11] and can
be concatenated with that lemma to obtain its generalization. We will however only
use the result below.

Lemma 2.1. Let X be a finite set and let P be a set of partial functions from P(X )
to P(X ). Assume that for each p ∈ P there is �p ∈ Sym(X ) such that for each
a ∈ dom(p) we have p(a) = �p[a]. Then there exists φ : P → Sym(X ) such that:
(i) p(a) = φ(p)[a] for a ∈ dom(p) and
(ii) φ is coherent.

Proof. Each of the following two formulas extends each p ∈ P to a partial
bijection p̃:

p̃(X \ a) = �p[X \ a] where a ∈ dom(p)
and

p̃
( k⋂
i=1

ai
)
= �p[

k⋂
i=1

ai ] where a1, . . . , ak ∈ dom(p).

Of course, we let p̃ be equal to p on dom(p). Note that if for a ∈ dom(p) it
happens that X \ a ∈ dom(p), then p̃(X \ a) = p(X \ a). Similarly if for some
a1, . . . , ak ∈ dom(p) we have ⋂ki=1 ai ∈ dom(p), then p̃(⋂ki=1 ai) = p(⋂ki=1 ai).
Thus, p̃ is indeed an extension of p. Additionally, p̃ is still induced by �p.
Since in the above formulas we have

p̃(X \ a) = X \ �p[a] = X \ p(a)
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and

p̃
( k⋂
i=1

ai
)
=

k⋂
i=1

�p[ai ] =
k⋂
i=1

p(ai),

one easily checks that if p1, p2, q ∈ P are coherent, then so are p̃1, p̃2, q̃. By iterating
these extension operations we can suppose that the domain and the range of each
p ∈ P is an algebra of subsets of X . Moreover, �p still induces p on its domain.
Now fix a linear order of X . Let p ∈ P and let a be an atom of the algebra that is
the domain of p. Since p(a) = �p[a], we see that a and p(a) have the same number
of points. Define φ(p) ∈ Sym(X ) on points in a to be the only order preserving
bijection from a to p(a). The conclusion is easily verified by a calculation. In this
verification it helps to notice that if a is an atom of dom(p), then p(a) is an atom
of range(p). �
We recall from [5, Definition 2.2] the definition of special extensions. We first fix
some notation. Let A be a structure and let P ⊆ Part(A). Let W (P) be the set
of all words, including the empty word, in the alphabet P ∪ {p−1 | p ∈ P}. For a
nonemptywordw ∈W (P)withw = pe11 pe22 . . . penn for some e1, e2, . . . , en ∈ {1,−1}
and p1, p2, . . . , pn ∈ P.
Let dom(w) consist of all x ∈ A such that x is in the domain of penn and, for all
1 ≤ i < n, pei+1i+1(pei+2i+2 . . . (penn (x))) is in the domain of peii . For x ∈ dom(w), let

w(x) = pe11 (p
e2
2 . . . (p

en
n (x))).

Assume now that B is an extension of A and each p ∈ P has an extension
φ(p) ∈ Aut(B). We set

φ(w) = φ(p1)e1 ◦ φ(p2)e2 ◦ · · · ◦ φ(pn)en .
For the empty word w, we let dom(w) = A, w(x) = x, for each x ∈ A,
and φ(w) = idB . So for each w ∈ W (P) and each x ∈ dom(w), we have
φ(w)(x) = w(x).
Let A,B, φ be as above. We say that B is a special extension over A and φ if

(i) for each y ∈ B there are x ∈ A and a word w ∈W (P) with φ(w)(x) = y;
(ii) for all y1, . . . , yr ∈ B with RB(y1, . . . , yr) there are x1, . . . , xr ∈ A and a
word w ∈W (P) such that yi = φ(w)(xi) for i ≤ r and RA(x1, . . . , xr);

(iii) for x1, x2 ∈ A, if φ(w)(x1) = x2 for some word w ∈ W (P), then there is
v ∈W (P) such that φ(v) = φ(w) and x1 is in the domain of v; in particular,
v(x1) = x2.

The lemma below is essentially [5, Proposition 2.3]. We will give a different
proof of it that guarantees coherence. It is based on an extension of ideas of
Mackey [11].

Lemma 2.2. Let A be a finite structure and let P ⊆ Part(A). Assume B ′ is a
finite extension of A such that each p ∈ P has an extension �(p) ∈ Aut(B ′) with
� being coherent. Then there exists a finite extension B of A such that each p ∈ P
has an extension φ(p) ∈ Aut(B) such that B is special over A and φ, and there is a
homomorphism from B to B ′ equivariant with respect to φ(P), and φ is coherent.
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Proof. Set G = Aut(B ′). This is a finite group. Let 1 = idB′ be its identity
element. Define the underlying set of B as follows. Consider

A×G
with the following relation on it

(x, g) ∼ (y, h)⇔ ∃w ∈W (P) (x ∈ dom(w) and (w(x), �(w) ◦ g) = (y, h)).
One checks that∼ is an equivalence relation and defines

B = (A×G)/∼.
For p ∈ P and [x, g] ∈ B, let

φ(p)([x, g]) = [x, g ◦ (�(p))−1].
It is easy to check that the operation above is well defined. Note also that if � is
coherent, then so is φ since, for p1, p2, q ∈ P with

dom(p2) = dom(q), range(p1) = range(q), range(p2) = dom(p1)

the condition
�(q) = �(p1) ◦ �(p2)

immediately translates to
φ(q) = φ(p1) ◦ φ(p2).

Define now � : A→ B by letting
�(x) = [x, 1].

Note that � is injective, since [x, 1] = [y, 1] implies that for somew ∈W (P) we have
x ∈ dom(w), y = w(x) and �(w) = 1. We get w(x) = �(w)(x) = x, so y = x.
We make B into a structure by declaring that

RB (φ(w)([x1, 1]), . . . , φ(w)([xr, 1]))

for some w ∈W (P) and x1, . . . , xr ∈ A with RA(x1, . . . , xr).
We observe that � is an embedding from A to B. To verify this observation,
it suffices to check that if RB([x1, 1], . . . , [xr, 1]) for some x1, . . . , xr ∈ A, then
RA(x1, . . . , xr). Assuming RB([x1, 1], . . . , [xr, 1]), we can find w ∈ W (P) and
y1, . . . , yr ∈ A with RA(y1, . . . , yr) and with

[x1, 1] = φ(w)([y1, 1]) = [y1, �(w)−1], . . . ,

[xr, 1] = φ(w)([yr, 1]) = [yr , �(w)−1].

From this sequence of equalities we can find wi ∈ W (P) and xi ∈ dom(wi),
for 1 ≤ i ≤ r, so that wi(xi) = yi and �(wi) = �(w)−1. It follows that
�(w)−1(xi) = yi so

xi = �(w)(yi).

Since �(w) is an automorphism of B ′ and, by assumption, we haveRA(y1, . . . , yr),
we get RA(x1, . . . , xr) as required.
Note that φ(p), for p ∈ P, is an extension of p (if A is viewed as a substructure
of B via �). Indeed, for x ∈ dom(p), we get

φ(p)([x, 1]) = [x,�(p)−1] = [p(x), �(p) ◦ �(p)−1] = [p(x), 1].
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We check now thatB is special overA andφ. It is clear that the first two conditions
in the definition of special structure are fulfilled. To see the third condition, let
x1, x2 ∈ A and let w ∈W (P) be such that

φ(w)([x1, 1]) = [x2, 1].

We need to find v ∈ W (P) such that x1 ∈ dom(v), v(x1) = x2, and φ(w) = φ(v).
Since

[x1, �(w)−1] = [x2, 1],

there is v ∈W (P) such that x1 ∈ dom(v), v(x1) = x2, and �(v) ◦ �(w)−1 = 1, so
v is as required.
To define a homomorphism from B to B ′ consider the function A × G → B ′

given by
(x, g) �→ g−1(x).

Note that if x ∈ dom(w), then on the element (w(x), �(w)g) of the∼-equivalence
class of (x, g), the function above can be evaluated by

(w(x), �(w) ◦ g) �→ (�(w) ◦ g)−1(w(x)) = g−1(�(w)−1(w(x))) = g−1(x).
It follows that this function induces a function f from (A × G)/ ∼ to B ′, that is,
we have

f : B → B ′.

To check that f is a homomorphism assume that

RB (φ(w)([x1, 1]), . . . , φ(w)([xr, 1]))

for some w ∈W (P) and some x1, . . . , xr ∈ A with RA(x1, . . . , xr). Note also that
f(φ(w)([xi , 1])) = f([xi , �(w)−1]) = �(w)(xi).

Since RA(x1, . . . , xr) and �(w) is an automorphism of B ′, we get

RB
′
(�(w)(x1), . . . , �(w)(xr)),

hence
RB

′
(f(φ(w)([x1, 1])), . . . , f(φ(w)([xr, 1]))),

as required. �
2.2. Extending isomorphisms without F -freeness.
Proposition 2.3. Let A be a finite structure. There exists a finite structure B ⊇ A
and a coherent function φ : Part(A)→ Aut(B) with p ⊆ φ(p) for each p ∈ Part(A).
Proposition 2.3 states that the class of all finite L-structures has coherent EPPA.
It suffices to show the proposition above for L containing only one relation symbol.
Indeed, we just apply the argument in [5, Lemma 4.12] extended by the observation
that if φ1 and φ2 are coherent as functions from a set of partial functions P to
Sym(X ) and Sym(Y ), respectively, then so is the function φ : P → Sym(X × Y )
given by

φ(p)(x, y) = (φ1(p)(x), φ2(p)(y)).

Assume from this point on thatL is a languagewith one relation symbol.Moreover,
assume that the arity of the only symbol in L is >1. (The case of arity equal to 1
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is easy to handle.) In this special case, we will get the proposition above from [5,
Lemmas 4.8 and 4.9] that can be combined with each other and with the sentence
following [5, Definition 4.6] to give the following statement:
Let A be a finite structure. There is a finite set X , a natural number r and an L-
structure B with the underlying set P(X )r such thatA is a substructure of B, for each
� ∈ Sym(X ) the bijection of P(X )r induced by � as follows

(a1, . . . , ar) �→ (�[a1], . . . , �[ar ])
is an automorphism of B, and each partial automorphism of A extends to an
automorphism of B induced by some � ∈ Sym(X ).
So assume the statement above. For p ∈ Part(A), let Dp = dom(p) and
Rp = range(p). Let also �p ∈ Sym(X ) be such that the automorphism of B
induced by it extends p. For a set E ⊆ B, let

Ẽ = {a ∈ P(X ) | ∃(a1, . . . , ar) ∈ E ∃i ≤ r a = ai}.
Define a function p̃ from D̃p to P(X ) by letting

p̃(a) = �p[a].

A quick check shows that the range of p̃ is R̃p.
We claim that the function p �→ p̃ where p ∈ P is coherent. By the above compu-
tation of the range of p̃, it suffices to show that if p1, p2, q are partial isomorphisms
of A such that

Dp2 = Dq, Rp1 = Rq, Dp1 = Rp2 , and q = p1 ◦ p2, (1)

then
D̃p2 = D̃q, R̃p1 = R̃q , D̃p1 = R̃p2 , and q̃ = p̃1 ◦ p̃2.

The first three equalities follow immediately from the first three equalities of (1).
It remains to see the fourth one. Let a ∈ D̃p2 . So for some (a1, . . . , ar) ∈ Dp2 , we
have a = ai for some i ≤ r. For ease of notation assume i = 1, so the tuple is
(a, a2, . . . , ar). Then

p2(a, a2, . . . , ar) = (�p2 [a], �p2 [a2], . . . , �p2 [ar ])

and

p1(�p2 [a], �p2 [a2], . . . , �p2 [ar ]) = (�p1 [�p2 [a]], �p1 [�p2 [a1]], . . . , �p1 [�p2 [ar ]]).

Therefore, we have

(�q [a], �q [a1], . . . , �q [ar ]) = q(a, a1, . . . , ar)

= (�p1 [�p2 [a]], �p1 [�p2 [a1]], . . . , �p1 [�p2 [ar ]]),

hence
q̃(a) = �q [a] = �p1 [�p2 [a]] = p̃1(p̃2(a)).

Thus, q̃ = p̃1 ◦ p̃2. Now apply Lemma 2.1 to the family {p̃ : p ∈ Part(A)} to get
a coherent assignment p̃ �→ �(p̃) ∈ Sym(X ). Then the assignment p �→ �(p̃) is
coherent as required.
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2.3. Extending strong isomorphisms of stretched structures preserving F -freeness.
We recall the notion of a stretched structure that comes from [5, p. 2005]. Assume
the relational language L contains distinguished unary predicates U0, U1, . . . , Uk .
We say that an L-structure A is stretched if UA0 , UA1 , . . . , UAk partition A and if
RA(a1, . . . , ar) for ai ∈ A and R ∈ L, then |{a1, . . . , ar} ∩ UAi | ≤ 1 for 1 ≤ i ≤ k.
Note that this condition does not involve UA0 .
Below in this section when we say a structure we mean a stretched structure.
Fix a (of course, stretched) finite structure A.
When we say thatB is an extensionwe understand thatB is a structure containing
A as a substructure. For D ⊆ A, we say that an extension B is based on D if no
b ∈ B \ A has links with elements of A \D. In other words, B is the free amalgam
(Definition 4.1) ofA and C over C ∩A for a structureC such thatC ∩A ⊆ D. We
write

B = A ∗ C.
A structure C is called small if UCi has at most one element, for each 0 ≤ i ≤ k
An extension B is called a short extension if there is a small structure C such that
B = A ∗ C . (Short extensions are defined in [5, p. 2007].)
Let p be a partial isomorphism of A with domain D ⊆ A, and let B be an
extension based on D. We write

p(B)

for the structure whose domain is B and in which, for each relation symbol R of
arity r and b1, . . . , br ∈ B, we have Rp(B)(b1, . . . , br) precisely when
• b1, . . . , br ∈ A and RB(b1, . . . , br) or
• there exists i0 with bi0 �∈ A and RB (c1, . . . , cr), where ci = bi , if bi �∈ A and
ci = p(bi), if bi ∈ A (so bi ∈ D).
For two extensions B1, B2, let

B1 ≤ B2
if there is a homomorphism from B1 to B2 equal to the identity function on A.
Let p be a partial isomorphism of A with domainD ⊆ A. We say that p is strong
if for each short extension B based on D, B ≤ A if and only if p(B) ≤ A. (Strong
partial isomorphisms are defined in [5, Definition 5.3(4)].)
The remainder of this section consists of a proof of the following proposition.

Proposition 2.4. Let F be a set of small structures. Assume that A is a finite
F -free structure. There exists a finite F -free extension B of A such that each strong
p ∈ Part(A) has an extension φ(p) ∈ Aut(B) and φ is a coherent function from the
set of all strong partial isomorphisms of A to Aut(B).

We introduce notions and lemmas needed in the proof of the above theorem.
For the remainder of this section, we adopt the convention that for a partial
isomorphism p of A, the domain and the range of p are denoted by Dp and Rp,
respectively.
We say that an extension B is a strong extension if for each short extension C ,
C ≤ B implies C ≤ A. (Strong extensions are defined in [5, Definition 5.3(3)].)
A pointed structureB is a structure with a distinguished point that is an element of
UB1 . A pointed short extension B is a short extension that is a pointed structure with
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the distinguished point that is not an element of A. Given two pointed extensions
B1, B2 of A, we let

B1 ≤∗ B2
if there is a homomorphismB1 → B2 that is identity onA andmaps the distinguished
point of B1 to the distinguished point of B2.
A type is a pair t = (Γ, E) for which there is a strong extension B of A, b ∈ UB1 ,
and a subset D of A such that

• Γ is a pointed structure whose domain is A ∪ {∗}, where ∗ is the distinguished
point of Γ not belonging to A, and, for b′1, . . . , b

′
r ∈ Γ, RΓ(b′1, . . . , b′r) holds

precisely when RB (b1, . . . , br) holds where:
(1) bi = b′i if b

′
i �= ∗, and bi = b if b′i = ∗,

(2) if b′i0 = ∗ for some i0, then bi ∈ D for all i with b′i �= ∗.
• E is the family of all pointed short extensions that are maximal with respect to
≤∗ among all pointed short extensionsC based onD withC ≤∗ B; we assume
that E does not contain two distinct isomorphic structures.
We write tB (b/D) for the pair (Γ, E) as above. (The above definition is a part of
[5, Definition 5.7]. Types are defined in [5, Definition 5.17].)
To see that the above definition coincides with the one from [5], one applies [5,
Lemma 5.18] and then argues as follows. Define a pointed short extension C to be
irreducible if the Gaifman graph of C is connected on the set C \A. It is easy to see
that if B is a pointed extension and C0 is a pointed short extension that is maximal
with respect to ≤∗ among all pointed short extensions C with C ≤∗ B, then C0 is
irreducible.
We say that a type t = (Γ, E) is based on D ⊆ A if each point of A having a link
with ∗ in Γ belongs to D and for each C ∈ E is based on D.
Given a partial isomorphism p of A whose domain is D and a type t = (Γ, E)
based on Dp, let

p(t) = (p(Γ), {p(C ) | C ∈ E}).
We note the following lemma, which implies that p(t) is a type if B is a strong
extension and p is a strong partial isomorphism.

Lemma 2.5. Let B be a strong extension and let p be a strong partial isomorphism
of A.
(i) If t is a type based on D, then p(t) is a type and it is based on Rp.
(ii) If b ∈ Dp, then

tB (p(b)/Rp) = p(tB (b/Dp)).

Point (i) of the lemma above is [5, Lemma 5.21]. Point (ii) is obvious from the
definitions and strongness of p and is mentioned in the sentence preceding [5,
Lemma 5.2].
The next lemma is, in a way, a converse of Lemma 2.5(ii).

Lemma 2.6. Let B be a strong extension, and let p be a strong partial isomorphism
of A. Let q be a partial function from B to B with domain Dp ⊆ E ⊆ Dp ∪ UB1 .
Assume that q is an injection, that it extends p and that for each b ∈ UB1 \Dp

tB (q(b)/Rp) = p(tB (b/Dp)).

Then q is a strong partial isomorphism of B.
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The lemma above is [5, Lemma 5.22] together with the argument at the top of [5,
p. 2015].
Finally, we have the following fundamental result.

Lemma 2.7. There exists a strong extensionB ofA such that for each strong partial
isomorphism p of A and each type t based on Dp we have

|{b ∈ UB1 | tB (b/Dp) = t}| = |{b ∈ UB1 | tB (b/Rp) = p(t)}|.
The proof of this lemma is given in [5] upper half of page 2017.

Proof of Proposition 2.4. First, we show the following statement.
There exists a strong extension B ′ ofA such that each strong partial isomorphism p
ofA admits an extension to a strong partial isomorphism φ′(p) with domainDp ∪UB1
so that φ′ is coherent.
To justify this statement, let B ′ be as in Lemma 2.7. Given a strong partial
isomorphism p ofA, define a partial function p̃ fromP(UB′

1 ) toP(UB
′
1 ) as follows.

The domain of p̃ consists of sets of the form

{b}, for b ∈ Dp ∩UB′
1 ,

and
{b ∈ UB′

1 \Dp | t(b/Dp) = t}, for a type t based on Dp.
Note that the domain of p̃ is a partition of UB

′
1 . Define p̃ on the sets of the first

kind by
p̃({b}) = {p(b)}

and on the sets of the second type by

p̃({b ∈ UB′
1 \Dp | t(b/Dp) = t}) = {b ∈ UB′

1 \Dp | t(b/Rp) = p(t)}.
Observe that p̃ depends only on p�(Dp ∩UB′

1 ). The condition in the conclusion of
Lemma 2.7 together with Lemma 2.5 ensure that there exists �p ∈ Sym(UB′

1 ) that
induces p̃ by

p̃(a) = �p[a] (2)

for all a in the domain of p̃. Furthermore, it is clear that each permutation in
Sym(UB

′
1 ) inducing p̃ as in (2) extends p�UB

′
1 . Now Lemma 2.1 gives us a coherent

extension map

p�(Dp ∩UB′
1 )→ �p ∈ Sym(UB

′
1 )

with (2). Let φ′(p) be the joint extension of p and �p toDp∪UB′
1 . It is clear that the

function p �→ φ′(p) is a coherent extension. By Lemma 2.6, each φ′(p) is a strong
partial isomorphism of A.
From the above statement we get the following consequence.
There exists a strong extension B ′′ of A such that each strong partial isomorphism
p of A admits an extension to a strong partial isomorphism φ′′(p) with domain
Dp ∪ (B ′′ \UB′′

0 ) so that φ
′′ is coherent.

This consequence is established by producing a sequence of strong extensions

A = B0 ⊆ B1 ⊆ · · · ⊆ Bk
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so that the statement above, applied to UBii+1 in place of U
B
1 , is used to obtain Bi+1

from Bi . We finally let

B ′′ = UB00 ∪UB11 ∪ · · · ∪UBkk ,
and it is easy to see that this B ′′ is as required.
Now, take the structure B ′′ and the coherent extension φ′′ constructed above.
Apply Proposition 2.3 to B ′′ to obtain an extension B ′′′ of B ′′ and an extension
φ′′′(p) ∈ Aut(B ′) of φ′′(p) for each strong partial isomorphism p of A so that φ′′′

is coherent. Let B be the structure generated by A using all φ′′′(p) with p a strong
partial isomorphism of A. It is easy to see that B is stretched (with respect to the
unary predicates U0, . . . , Uk). Define

φ(p) = φ′′′(p)�B.

The structure B and the extension φ are as required. �
2.4. Extending isomorphisms with F -freeness. In this section, we finish the proof
of Theorem 1.11.
We have a fixed finite relational languageL. First we claim that it suffices to prove
Theorem 1.11 under the assumption thatM and all structures in F are irreflexive.
(This argument comes from [4].) We call a structureN irreflexive if for each relation
symbol R, say of arity r, if, for some x1, . . . , xr ∈ N , we have RN (x1, . . . , xr), then
xi1 �= xi2 for i1 �= i2.
There is a canonical way to change L to L′ to make each L-structure into an
irreflexive L′-structure. Given R ∈ L of arity r and a partition S of {1, . . . , r} into
s pieces, let L′ contain a relation symbol RS of arity s . Given an L-structure N ,
interpret RS in it as follows: RNS (y1, . . . , ys ) precisely when R

N (x1, . . . , xr), where
xi = yj for i in the j-th element of the partition S. Also each L′-structure can be,
in a canonical way, made into an L-structure. (These two processes are inverses of
each other only when we go from L to L′ first and then back to L.)
Now we are givenL-structuresA,M , withA ⊆M , a finite family of L-structures

F , and a set P of partial isomorphisms of A. We assume that M is F -free under
homomorphisms. We can assume, and we do, that F is closed under taking homo-
morphisms. We make A, M , and all the structures in F into L′-structures in the
canonical way described above. Note that A is still a substructure ofM ,M is still
F -free and each element of P is still a partial isomorphism of A, but the structures
A, M , and all structures in F are now irreflexive. Assuming that we have Theo-
rem 1.11 for irreflexive structures in its assumptions, we get an L′-structure B (not
necessarily irreflexive) as in the conclusion of this theorem. By turning B in the
canonical fashion into an L-structure, it is easy to check that we get the conclusion
of the theorem for the L-structure A and the set P; this checking uses the fact that
F is closed under taking homomorphisms.
Therefore, from this point on we assume that M and all structures in F are
irreflexive already with respect to L.
Let k be bigger than the largest arity of a relation in L and than the size of
each structure in F . Let L+ be L together with k + 1 new unary relation symbols
U0, U1, . . . , Uk . Stretched structures below are stretched with respect to these unary
predicates.
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With each L-structure B we associate a stretched L+-structure B̂ as follows. The
underlying set of B̂ is B ×{0, 1, . . . , k}. We interpretUB̂i as B ×{i} and forR ∈ L,
we set

RB̂((b1, i1), . . . , (br, ir))

precisely when RB(b1, . . . , br) and the ij -s with ij > 0 are distinct from each other.
This makes B̂ into a stretched structure. Note that B is isomorphic to the reduct to
L of the substructure of B̂ with the underlying setUB̂0 . To each partial isomorphism
p of B we associate a partial isomorphism p̂ of B̂ by letting

p̂(b, i) = (p(b), i)

for b taken from the domain of p. Note that the function p �→ p̂ is coherent.
To showTheorem 1.11, assumewe are given a finite irreflexiveL-structureA, a set
P of partial isomorphisms of A and an irreflexive F -free L-structureM containing
A with each p ∈ P extending to an automorphism of M . Let F+ consist of all
stretched small L+-structures that are expansions of structures in F . Consider Â,
M̂ and P̂ = {p̂ | p ∈ P}. Note that elements of P̂ are strong in M̂ . It is now easy
to find a finite structure A′ with

Â ⊆ A′ ⊆ M̂
such that each element of P̂ is strong in A′. Note that since M̂ is F+-free, so is A′.
Proposition 2.4 allows us to find a stretched structure B ′ that is F+-free and such
that each element of P̂ extends to B ′ and the extension is coherent. Now, using
Lemma 2.2, we find a special extension B of Â such that all elements of P̂ extend to
B coherently and there is a homomorphism from B to B ′. Using speciality of B we
show that B is a stretched structure. It is F+-free since there is a homomorphism
B → B ′. Consider now the reduct toL of the substructure of B with the underlying
set UB0 . One can prove that this structure is F -free (see the middle half of [5, p.
2006]; this argument uses irreflexivity of the elements of F) and, easily, A ⊆ UB0 .
This is the desired structure.

§3. Strengthening of the Hodkinson–Otto extension theorem. Hodkinson and
Otto [7] proved a Gaifman clique-constrained strengthening of EPPA building
on the work of Herwig and Lascar. In this section, we show that the strengthened
EPPA they proved can be made coherent, that is, we prove Theorem 1.13. We will
follow the terminology and ideas presented in [7, Sections 2 and 3.1].
Let a finite relational language L be fixed. We start with any finite L-structure A,
obtain an EPPA-extension B of A, say by Proposition 2.3. Of course, at this point,
Gaifman clique faithfulness may fail; there may be cliques in B that cannot be sent
to A by an automorphism of B. Using B we construct a structure C extending A
which preserves EPPA and in which all such cliques are destroyed.
We now present the details. Let B ⊇ A be a coherent EPPA-extension guaranteed
by Proposition 2.3 above. If A = B we are done, so suppose that A �= B. A subset
u ⊆ B is called large if there is no g ∈ Aut(B) such that g(u) ⊆ A. Otherwise, the
subset u is called small. Define,

U = {u ⊆ B | u is large}.
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Notice that false cliques and the domain of B are large sets, and the image of a large
set under an automorphism of B is also large. The definition of U comes from [7,
Section 3.1].
Given a finite setX , by [X ] we denote the set {0, 1, 2, . . . , |X |− 1} ⊆ N. We recall
the following construction from [7, Section 2.1]. LetA ⊆ B be as above, and b ∈ B.
A map � : U → [B] is called a b-valuation provided, for all u ∈ U , �(u) = 0 if b /∈ u,
and 1 ≤ �(u) < |u| if b ∈ u.
The domain of the extension C of A is

C =
{
(b, �) | b ∈ B, � is a b-valuation}.

We will often write (b, �b) ∈ C , by which we mean that b ∈ B and �b is some b-
valuation; for the same b ∈ B, there will, in general, be many different b-valuations
denoted by �b .
The following notion comes from [7, Section 2.1]. A subset S ⊆ C is called
generic if for any two distinct points (b, �b), (c, �c) ∈ S:
(i) b �= c, and
(ii) for all u ∈ U , if both b, c ∈ u, then �b(u) �= �c(u).
Note that any subset of a generic set is also generic. Define the projection map
� : C → B by setting

�(b, �) = b.

The following lemma is part of a discussion in [7, p. 399].

Lemma 3.1. If S ⊆ C is generic, then �(S) is a small subset of B.
Proof. Suppose for the sake of contradiction that u = �(S) ⊆ B is large.
So u ∈ U . As S is generic, ��S : S → u is a bijection. We now define a map
	 : u → [u] \ {0} by setting 	(b) = �b(u) for b ∈ u where (b, �b) ∈ S. Again, as
S is generic, 	 is injective, but this contradicts that both u and [u] are finite with
|[u] \ {0}| = |u| − 1. �
We now make C into an L-structure in a way that all the �-fibres in C of large
subsets of B are forbidden from being cliques in C . This is where all false cliques
are destroyed.
For every n-ary relation symbol R ∈ L and n-tuple ((b1, �1), . . . , (bn, �n)) ∈ C ,
define C |= R((b1, �1), . . . , (bn, �n)) if and only if
(i) {(b1, �1), . . . , (bn, �n)} is a generic subset of C , and
(ii) B |= R(b1, . . . , bn).
Observe that under this definition if Q ⊆ C is a Gaifman clique, then Q is a
generic subset of C . Therefore, the projection of a Gaifman clique in C is a small
subset of B.
From this point onward in this section, the structuresA,B, andC as above are fixed.
We include the proof of the following fact for the convenience of the reader. See
[7, Lemma 22(ii)].

Lemma 3.2. The structure A embeds in C with the image of the embedding being
a generic subset of C .
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Proof. We define an embedding 
 : A→ C as follows. Note first that if u ∈ U is
large, then u is not a subset ofA, so |u∩A| < |u|. For each u ∈ U , fix an enumeration
of

u ∩A = {au1 , au2 , . . . , aun }
where n < |u|. Now for each a ∈ A we define an a-valuation �a : U → N.

�a(u) =
{
0, if a /∈ u,
i such that a = aui , if a ∈ u.

For each a ∈ A we define 
(a) = (a, �a). The set 
(A) is a generic subset of C ,
and it follows that 
 : A→ C is an L-embedding. �
Below we denote by A both the original structureA ⊆ B and its image under the
embedding from Lemma 3.2.
Let p ∈ Part(C ) be a partial automorphism of C , and let g ∈ Aut(B). We say
that p is g-compatible if � ◦ p ⊆ g ◦ �, that is, for all (b, �) ∈ dom(p) there is a
g(b)-valuation �′ such that p(b, �) =

(
g(b), �′

)
.

We use the freedom of choice given in [7, Lemma 21] to make additional con-
straints in constructing the extension p̂ of the lemma below. Such constraints will be
needed later to make the extension procedure of partial automorphisms coherent.
Let g ∈ Aut(B), and let p ∈ Part(C ) be g-compatible partial automorphism
with generic domain and range. By genericity, for each b ∈ B there is at most one
�b with (b, �b) ∈ dom(p). Similarly, for each b′ ∈ B there is at most one �b′ with
(b′, �b′) ∈ range(p). Moreover, the functions

�(dom(p)) � b → �b(u) ∈ [u] and �(range(p)) � b′ → �b′(u′) ∈ [u′]
are injective. Fixing u ∈ U and noticing that p(b, �b) = (g(b), �g(b)), this
observation allows us to define a partial injection from [u] to [g(u)] = [u] by
letting

	pu
(
�b(u)

)
= �g(b)

(
g(u)

)
. (3)

We extend 	pu to a total permutation of the set [u], fixing 0, by mapping the set
[u] \ {�b(u) | (b, �b) ∈ dom(p)} onto [u] \ {�g(b)(g(u)) | (b, �b) ∈ dom(p)} in an
order-preserving manner.
Define a map p̂ on C by setting for each (c, �c) ∈ C

p̂(c, �c) =
(
g(c), �g(c)

)
(4)

where �g(c) is a g(c)-valuation given by

�g(c)
(
g(u)

)
= 	pu

(
�c(u)

)
for u ∈ U .

The following lemma follows from the discussion in [7, Section 3.1].

Lemma 3.3. Suppose that g ∈ Aut(B), and let p ∈ Part(C ) be g-compatible with
generic domain and range. Then p̂ is g-compatible, extends p, and belongs toAut(C ).

Using Lemma 3.3, we define a map

φ : Part(A)→ Aut(C )
as follows. Let p ∈ Part(A) ⊆ Part(C ). By Proposition 2.3, the partial automor-
phism p has an extension g ∈ Aut(B), and clearly p is g-compatible. As A is a
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generic subset ofC , both dom(p), range(p) ⊆ A are also generic. Now use formula
(4) and apply Lemma 3.3 to get a g-compatible extension p̂ ∈ Aut(C ) of p. Put
φ(p) = p̂. It is in the proof of the next lemma where we really use that B is a
coherent EPPA-extension of A as given by Proposition 2.3 above.

Lemma 3.4. The map φ : Part(A)→ Aut(C ) is coherent.
Proof. We will show that the image of a coherent triple in Part(A) under the
map φ is a coherent triple in Aut(C ). Suppose that p1, p2, q ∈ Part(A) is a coherent
triple, that is, dom(p2) = dom(q), range(p2) = dom(p1), range(p1) = range(q),
and q = p1 ◦p2. Recall thatA is a substructure of bothB andC . By Proposition 2.3
there are g2, g1, h ∈ Aut(B) extendingp2, p1, q, respectively, with h = g1◦g2. Notice
thatp2 is g2-compatible,p1 is g1-compatible, and q is h-compatible.Weneed to show
that q̂ = p̂1 ◦ p̂2.
Let (b, �b), (c, �c) ∈ C be any two points. Here b, c ∈ B, and �b is some b-
valuation, and �c is some c-valuation. By the construction of p̂2 and p̂1 we get
that,

p̂2(b, �b) =
(
g2(b), �g2(b)

)
, where �g2(b)

(
g2(u)

)
= 	p2u

(
�b(u)

)
for u ∈ U ,

and

p̂1(c, �c) =
(
g1(c), �g1(c)

)
, where �g1(c)

(
g1(v)

)
= 	p1v

(
�c(v)

)
for v ∈ U .

On the one hand, we will compute the value of p̂1
(
p̂2(b, �b)

)
. Using the above by

taking c = g2(b), �c = �g2(b) and v = g2(u) we get

p̂1
(
p̂2(b, �b)

)
= p̂1

(
g2(b), �g2(b)

)
=

(
g1g2(b), �g1(g2(b))

)
=

(
h(b), �h(b)

)
where �h(b) has the following value for each u ∈ U ,
�h(b)

(
h(u)

)
= �g1(g2(b))

(
g1g2(u)

)
= 	p1

g2(u)

(
�g2(b)

(
g2(u)

))
= 	p1

g2(u)
◦ 	p2u

(
�b(u)

)
.

On the other hand, we have that

q̂(b, �b) =
(
h(b), �h(b)

)
where

�h(b)
(
h(u)

)
= 	qu

(
�b(u)

)
for u ∈ U .

Therefore, we reach our desired result if we show that �h(b) = �h(b), which follows
from showing that

	qu
(
�b(u)

)
= 	p1

g2(u)
◦ 	p2u

(
�b(u)

)
(5)

for each (b, �b) ∈ C and u ∈ U .
In order to prove (5), we fix (b, �b) ∈ C and u ∈ U , and let

m = �b(u).

Recall that dom(p2) = dom(q), range(p2) = dom(p1), range(p1) = range(q)
are all generic sets as they are subsets of the generic set A ⊆ C , and so we can write
their elements in the form (c, �c) without ambiguity, where �c is some c-valuation.

Case 1. m = �c(u) for some (c, �c) ∈ dom(p2) = dom(q).
We have

p1 ◦ p2(c, �c) = p1
(
g2(c), �g2(c)

)
=

(
g1g2(c), �g1g2(c)

)
=

(
h(c), �h(c)

)
.
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Using this information and (3), we get

	p1
g2(u)

◦ 	p2u (m) = 	p1g2(u) ◦ 	
p2
u (�c(u)) = 	

p1
g2(u)

(
�g2(c)(g2(u))

)
= �h(c)(h(u)).

As q = p1 ◦ p2 we have that q(c, �c) =
(
h(c), �h(c)

)
, and so by construction of 	qu

we get,
	qu (m) = 	

q
u (�c(u)) = �h(c)(h(u)).

Therefore, 	p1
g2(u)

◦ 	p2u (m) = 	qu (m).
Case 2. m �= �c(u) for all (c, �c) ∈ dom(p2) = dom(q).
Suppose that m is the i th element of [u] that is not of the form �c(u) for some
(c, �c) ∈ dom(p2). Then 	p2u (m) is the i th element of [u] not of the form�g2(c)(g2(u))
for (c, �c) ∈ dom(p2). Note that [g2(u)] = [u] as g2 is a bijection, meaning that
	p1
g2(u)
is also a permutation of the set [u]. Finally, as range(p2) = dom(p1) we get

that k = 	p1
g2(u)

◦ 	p2u (m) is the i th element of [u] such that k �= �h(c)(h(u)) for
(c, �c) ∈ dom(p2).
Now, by construction of 	qu and as dom(p2) = dom(q), we have that 	

q
u (m) is the

i th element of [u] not of the form�h(c)(h(u)) for (c, �c) ∈ dom(q). Thus, k = 	qu (m),
and so 	p1

g2(u)
◦ 	p2u (m) = 	qu (m).

Therefore, we have shown that	qu
(
�b(u)

)
= 	p1

g2(u)
◦	p2u

(
�b(u)

)
for any (b, �b) ∈ C

and u ∈ U , implying that �h(b) = �h(b) and so we get that p̂1 ◦ p̂2 = q̂. So the map
p �→ p̂ from Part(A) to Aut(C ) is coherent. �
We now give the proof of Theorem 1.13.

Proof of Theorem 1.13. Let A be a finite L-structure. By Proposition 2.3, there
is an extension B of A in which every element of Part(A) extends to an element
of Aut(B) such that the corresponding map is coherent. From B construct the
L-structure C = {

(b, �b) | b ∈ B, �b is a b-valuation
}
as described above in this

section. Every element of Part(A) extends to p̂ ∈ Aut(C ) given by themap φ above.
By Lemma 3.4, this φ : Part(A) → Aut(C ) is coherent. Finally, by [7, Section 3.1]
every clique in C is the image of a clique in A under an automorphism of C . To
see this, let Q ⊆ C be a Gaifman clique. Then Q is a generic subset by definition of
the structure on C . So by Lemma 3.1, �(Q) ⊆ B is a small subset. Hence, there is
some g ∈ Aut(B) such that Q′ = g(�(Q)) ⊆ A. We finish by applying Lemma 3.3
to the partial automorphism p = g� : Q → Q′ which is g-compatible with generic
domain and range. �

§4. Free amalgamation classes and coherent EPPA. In this section we present the
notion of free amalgamation, and clarify the relationship between free amalgama-
tion classes and classes of structures which forbid a family of Gaifman cliques. This
allows us to apply Theorem 1.7(ii) and conclude that free amalgamation classes
have coherent EPPA.

Definition 4.1. Let L be a relational language. Given finite L-structures
A,B1, B2 with A ⊆ B1 and A ⊆ B2, the free amalgam of B1 and B2 over A is
the structure C whose domain is the disjoint union of B1 and B2 over A, and for
every relation symbol R ∈ L we define RC := RB1 ∪RB2 .
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We have the following two observations on the free amalgam C . First, when
B1, B2 are viewed as subsets of C we have that B1 ∩ B2 = A. Second, there is no
relation symbolR ∈ L and a tuple c̄ ∈ C such that c̄ meets both B1 \A and B2 \A,
and C |= R(c̄).
Definition 4.2. Let L be a relational language, and C be a class of finite L-
structures.

• The class C has the free amalgamation property if C is closed under taking free
amalgams.

• The class C is called a free amalgamation class if it is a Fraı̈ssé class with the
free amalgamation property.

• The Fraı̈ssé limit of a free amalgamation class is called a free homogeneous
structure.

Note that the free amalgamation property implies the amalgamation property.

Example 4.3. The following are examples of free homogeneous structures.

(1) The random graph [2].
(2) The universal homogeneous Kn-free graph [12, Example 2.2.2].
(3) The universal homogeneous directed graph.
(4) The continuum many Henson directed graphs [3].
(5) The universal homogeneous k-hypergraph [18].
(6) The universal homogeneous tetrahedron-free 3-hypergraph, where a tetrahe-
dron is a complete 3-hypergraph on four vertices.

(7) The Fraı̈ssé limit of the class of all finite 3-hypergraphs such that every subset
of size 4 contains at most two 3-hyperedges.

In situations where we have a binary relation which is either transitive or total,
one expects free amalgamation to fail. For example, the classes of all finite partial
orders, linear orders, tournaments, and structures with an equivalence relation
do not have the free amalgamation property. Another example of a Fraı̈ssé class
without free amalgamation is the class of all finite two-graphs,where a two-graph is a
3-hypergraph such that every subset of size 4 has an even number of hyperedges—see
[12, Example 2.3.1.4].

Definition 4.4. Let C be a class of finite L-structures. A finite L-structure F is
called minimal forbidden in C if F /∈ C and for any v ∈ F we have that F \ {v}
is in C.
One can observe that if F is a finite L-structure such that F /∈ C, then F contains
a minimal forbidden substructure. For if F were not a minimal forbidden structure,
there is a vertex v ∈ F , such that F \ {v} is still not in C. We keep repeating this
process until we find a substructure F0 ⊆ F which is minimal forbidden.
Recall that Forbe(F) is the class of all finite L-structures which are F -free
under embeddings. The class Forbe(F) has the hereditary property. Conversely,
suppose that C is a class of finite L-structures closed under isomorphism and
having the hereditary property. Let F be the family of all finite structures which
are minimal forbidden in C. Then C = Forbe(F). To see this, first suppose that
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A ∈ Forbe(F) but A /∈ C. Then A contains some element in F , but this contra-
dicts A is F -free under embeddings. So Forbe(F) ⊆ C. For the other direction,
supposing that A ∈ C but A /∈ Forbe(F), there is some F ∈ F and an embedding
g : F → A. As C has the hereditary property, we get F ∈ C, contradicting F /∈ C. So
C ⊆ Forbe(F).
The following lemma seems to be part of the folklore; we learned about it from
Dugald Macpherson.

Lemma 4.5. Let L be a relational language, and C be a class of finite L-structures.
Then C is a free amalgamation class if and only if C = Forbe(F) for some family F
of Gaifman cliques.

Proof. Let C be a free amalgamation class. By the above, C = Forbe(F) where
F is the family of all the minimal forbidden structures in C. It remains to show
that every element Q ∈ F is a Gaifman clique. If not, then there is some Q ∈ F
containing two distinct elements u, v ∈ Q which do not satisfy any relation of L.
Let Qu = Q \ {u} and Qv = Q \ {v}. By minimality of Q, both Qu and Qv belong
to C. Moreover, Quv := Q \ {u, v} belongs to C by the hereditary property. By the
free amalgamation property of C, we get that Q which is the free amalgam of Qu
andQv overQuv is in C, contradictingQ ∈ F . Therefore, everyQ ∈ F is a Gaifman
clique.
For the reverse direction, suppose that C = Forbe(F) for some collection F of
Gaifman cliques. Let A,B1, B2 ∈ C such that A ⊆ B1 and A ⊆ B2. Let C be the
free amalgam of B1 and B2 over A. We claim that C ∈ C. If C were not in C, then
there is a Gaifman clique Q ∈ F and embedding g : Q → C . Moreover, there are
two vertices u, v ∈ Q with u ∈ B1 \ A and v ∈ B2 \ A. But u and v are related by
some R ∈ L, contradicting C a free amalgam. �
So Lemma 4.5 together with Theorem 1.7(ii) give the following corollary.

Corollary 4.6. Suppose that L is a finite relational language. Then any free
amalgamation class of finite L-structures has coherent EPPA.
We give below an example of a free amalgamation class which cannot be written
as a class which forbids a family of structures under homomorphisms, rather than
embeddings. So Herwig–Lascar Theorem [5, Theorem 3.2] could not be applied in
this situation. However, by Corollary 4.6 this class has coherent EPPA.

Example 4.7. Let L be the language of 3-hypergraphs, that is, L contains one
ternary relation symbol R. A 3-hypergraph is an L-structure such that R is inter-
preted as an irreflexive symmetric ternary relation. A 3-tuple which satisfies R
is called a hyperedge. Let Q be a 3-hypergraph on four vertices with exactly 3
hyperedges. Let C be the class of all finite 3-hypergraphs which forbid Q under
embeddings. The class C is a free amalgamation class, and so has EPPA by Corol-
lary 4.6 above. Recall that a tetrahedron H is a complete 3-hypergraph on four
vertices, and note thatH ∈ C. Now suppose that there is a family F of L-structures
such that C = Forbh(F). Then as Q /∈ C, there is F ∈ F and a homomorphism
h : F → Q. Let α : Q → H be any bijective map. Then α is a homomorphism, and
soαh : F → H is a homomorphism too. SoH is notF -free under homomorphisms,
contradicting thatH ∈ C.
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§5. The automorphism group of a Fraı̈ssé limit. Let M be a countably infinite
L-structure, and put G := Aut(M ). The pointwise stabiliser of a subset A ⊆ M
is denoted by GA, and the orbit of an element a ∈ M under the action of G is
denoted by aG . The automorphism group Aut(M ) is endowed with the pointwise
convergence topology whose basis consists of all cosets of pointwise stabilisers of
finite subsets ofM . That is, a basic open set has the form:

[p] := {g ∈ Aut(M ) | p ⊆ g}
where p : A → B is a finite partial automorphism ofM . Note that [p] = hGA for
some h ∈ Aut(M ) such that p ⊆ h. With this topology Aut(M ) is a Polish group,
that is, a separable completely metrisable topological group.
In this section we focus on the case whenM is a Fraı̈ssé limit, that is, a homoge-
neous structure.We show that if Age(M ) has coherent EPPA, thenAut(M ) contains
a dense locally finite subgroup. We also show that if M is a free homogeneous
structure, then Aut(M ) admits ample generics.

5.1. A dense locally finite subgroup. With respect to the pointwise convergence
topology, a subgroupH ≤ Aut(M ) is dense if and only if for any g ∈ Aut(M ) and
finite A ⊆M there is h ∈ H such that g(a) = h(a) for all a ∈ A, that is,H has the
same orbits as Aut(M ) inMn for all n ∈ �.
Proposition 5.1. Suppose thatM is a homogeneous relational structure such that
Age(M ) has coherent EPPA. Then Aut(M ) contains a dense locally finite subgroup.
Proof. We will build a chain A0 ⊆ A1 ⊆ · · · ⊆ Ai ⊆ Ai+1 ⊆ · · · of finite
substructures ofM such thatM =

⋃
i∈� Ai , and simultaneously we build a directed

system H0 → · · · → Hi φi−→ Hi+1 → · · · of finite groups such that for each i ∈ �
we have that Hi ≤ Aut(Ai), and the map φi : Hi → Hi+1 is a group embedding
such that φi(h) extends h for every h ∈ Hi . Then, the dense locally finite subgroup
of Aut(M ) will beH = lim−→Hi , the direct limit of the directed sequence (Hi)i∈� .
Enumerate all finite partial automorphisms of M as

{
pi : Ui → Vi | i ∈ �

}
.

Here Ui ,Vi are finite substructures ofM , and pi is an isomorphism. Choose some
a ∈ M , and start by putting A0 = {a} and H0 = Aut(A0). Suppose that stage
i has been completed and we have a finite substructure Ai ⊆ M and a group
Hi ≤ Aut(Ai). We will proceed to construct stage i + 1.
Wewill ensure thatUi∪Vi ⊆ Ai+1 and thatHi+1 contains an element extendingpi.
We apply coherent EPPA to the substructureB := Ai ∪Ui ∪Vi to obtain a structure
Ai+1 ∈ Age(M ) with B ⊆ Ai+1, and a coherent map φ : Part(B) → Aut(Ai+1)
witnessing EPPA. By homogeneity ofM we may assume that Ai ⊆ Ai+1 ⊆M .
The partial automorphism pi : Ui → Vi belongs to Part(B) and so it extends to
φ(pi) ∈ Aut(Ai+1). Finish by putting:

Hi+1 := 〈φ(Hi ∪ {pi}
)〉 ≤ Aut(Ai+1) and φi := φ�Hi .

Note that φi : Hi → Hi+1 is a group embedding such that h ⊆ φi(h) for every
h ∈ Hi .
Clearly M =

⋃
i∈� Ai . The construction ensures that the group H := lim−→Hi

intersects every nonempty basic open subset of Aut(M ) since every such subset is
of the form [pi ] for some pi in the enumeration above. Finally, the finiteness of each
Hi implies thatH is locally finite. �
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Since free amalgamation classes have coherentEPPAbyCorollary 4.6,wehave the
following result which generalises [1, Theorem 1.1] of Bhattacharjee and Macpher-
son who proved that the automorphism group of the random graph has a dense
locally finite subgroup.

Corollary 5.2. Let M be a free homogeneous structure over a finite relational
language. Then Aut(M ) contains a dense locally finite subgroup.
We have seen above that coherent EPPA leads to the existence of a dense locally
finite subgroup, the following lemma treats the reverse direction. See [10, Proposition
6.4] for a more general statement.

Proposition 5.3. Let M be a homogeneous relational structure. Suppose that
Aut(M ) has a dense locally finite subgroup. Then Age(M ) has EPPA.
Proof. Let H ≤ Aut(M ) be a dense locally finite subgroup. Fix some
A ∈ Age(M ), and assume that A ⊆ M . Enumerate Part(A) = {p1, . . . , pn}.
By the homogeneity of M there are f1, . . . , fn ∈ Aut(M ) such that pi ⊆ fi .
As H is dense, we may assume that each fi ∈ H . As H is locally finite,
the subgroup F := 〈f1, . . . , fn〉 ≤ H is finite. Define the finite substructure
B :=

⋃{f(A) | f ∈ F } of M . Clearly f(B) = B for all f ∈ F , and so each
fi�B ∈ Aut(B) and extends pi . Thus, B is an EPPA-extension of A. �
Question 5.4. Is it possible to obtain coherent EPPA, rather than just EPPA, in
the conclusion of Proposition 5.3 above?

5.2. Ample generics. We now proceed towards the existence of ample generics
for free homogeneous structures. The action of diagonal conjugation of a group G
on Gn is given by g · (h1, . . . , hn) = (gh1g−1, . . . , ghng−1). The following notion
originates from [6], and the version below is from [10].

Definition 5.5. A Polish group G has ample generics if for each n ≥ 1, G has a
comeagre orbit in its action on Gn by diagonal conjugation.

We say that a countably infinite structureM has ample generics if Aut(M ) has
ample generics. We discuss briefly a consequence of the existence of ample generics.
A subgroup H ≤ G = Aut(M ) has small index if |G : H | < 2ℵ0 . We say thatM
has the small index property if any subgroup of Aut(M ) of small index is open.
So whenM has the small index property, the topological structure of the Aut(M )
is determined by its abstract group structure, as a subgroup of Aut(M ) is open
precisely if it has a small index. An interesting result of [6] and [10, Theorem 1.6]
is that ifM has ample generics, thenM has the small index property. It was shown
in [6] that the random graph has ample generics, and that the automorphism group
of any �-stable, �-categorical structure contains an open subgroup with ample
generics.
In our situation, themethods of [6] can be used to establish the existence of ample
generics for free homogeneous structures.

Theorem 5.6. Any free homogeneous structure over a finite relational language
has ample generics.
Proof. LetM be a free homogeneous structure over a finite relational language.
By Corollary 4.6, Age(M ) has EPPA. Consequently, it follows that the set Γ of
all finite subsets ofM is an amalgamation base ofM (see [9, Definition 2] and [6,
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Definition 2.8]). To see this, let p1, . . . , pn be finite partial automorphisms ofM . Put
A =

⋃n
i=1(dom(pi) ∪ range(pi)), then by EPPA there is an extension B ∈ Age(M )

of A such that each pi extends to an automorphism of B. By homogeneity of
M , we may assume that A ⊆ B ⊆ M . This establishes the first condition of an
amalgamation base. To show the second condition, let A,B,C be in Γ such that
A ⊆ B and A ⊆ C . Let D ∈ Age(M ) be the free amalgam of B and C over A.
Again by homogeneity ofM , we may assume thatC ⊆ D ⊆M . Let B ′ ⊆ D be the
isomorphic copy of B. Then if α ∈ Aut(B ′) and  ∈ Aut(C ) such that α�A = �A,
then their union α ∪  is an automorphism of D, this holds because of the way the
structure on D was defined. We finish by invoking [9, Proposition 3] to conclude
thatM has ample generics. �
Any homogeneous structure over a finite relational language is �-categorical. So
from [10, Theorems 6.9, 6.12, and 6.19, and Corollary 1.9] we obtain the following.

Corollary 5.7. Suppose that M is a free homogeneous structure over a finite
relational language.ThenAut(M ) has the small index property, uncountable cofinality,
21-Bergman property, and Serre’s property (FA).
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