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We consider high-order strongly nonlinear long wave models expanded in a single small
parameter measuring the ratio of the water depth to the characteristic wavelength. By
examining its dispersion relation, the high-order system for the bottom velocity is found
stable to all disturbances at any order of approximation. On the other hand, systems
for other velocities can be unstable and even ill-posed, as signified by the unbounded
maximum growth. Under the steady assumption, a new third-order solitary wave solution
of the Euler equations is obtained using the high-order strongly nonlinear system and is
expanded in an amplitude parameter, which is different from that used in weakly nonlinear
theory. The third-order solution is shown to well describe various physical quantities
induced by a finite-amplitude solitary wave, including the wave profile, horizontal velocity
profile, particle velocity at the crest and bottom pressure. For numerical computations, the
first- and second-order strongly nonlinear systems for the bottom velocity are considered.
It is shown that finite difference schemes are unstable due to truncation errors introduced
in approximating high-order spatial derivatives and, therefore, a more accurate spatial
discretization scheme is necessary. Using a pseudo-spectral method based on finite Fourier
series combined with an iterative scheme for the inversion of a non-local operator,
the strongly nonlinear systems are solved numerically for the propagation of a single
solitary wave and the head-on collision of two counter-propagating solitary waves of finite
amplitudes, and the results are compared with previous laboratory measurements.
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1. Introduction

Nonlinear surface gravity waves in shallow water have been studied using various
mathematical models derived under the long wave assumption that the water depth h
is much smaller than the characteristic wavelength A, or, equivalently, the dispersion
parameter B defined by 8 = /A is small. In addition, the nonlinearity parameter « defined
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by « = a/h, with a being the wave amplitude, has been introduced and plays a crucial role
in characterizing the long models.

Assuming the balance between dispersion and nonlinearity, or @ = O(8%) < 1, a
number of weakly nonlinear long wave models have been obtained from the Euler
equations, and their solitary wave solutions have been studied extensively. The most
well-known models include the Boussinesq equations and the Korteweg—de Vries (KdV)
equation for bi- and uni-directional waves, respectively. These models have been improved
extensively, including higher-order nonlinear and dispersive terms, for a wide range of
applications; see, e.g. an earlier review by Miles (1980). A similar asymptotic technique

with @ = O(B8%) < 1 has also been applied to the steady Euler equations to find explicit
asymptotic solitary wave solutions, for example, correct to the third order in o by
Grimshaw (1971) and to the ninth order by Fenton (1972).

While 8 <« 1 should be assumed for long waves, the smallness assumption on « can
be removed to obtain another class of nonlinear long wave models. Such models were
derived by Su & Gardner (1969) and Green & Naghdi (1976) for one- and two-dimensional
waves, respectively, and describe the time evolution of the surface elevation and the
depth-averaged horizontal velocity field. The Su—Gardner or Green—Naghdi (SG/GN)
equations are the shallow water equations with leading-order dispersive terms that appear
at O(B%). As no explicit assumption on the magnitude of o was made, the SG/GN
equations can be considered a strongly nonlinear long wave model characterized by
nonlinear dispersive terms. When the dispersive terms are linearized, the SG/GN equations
can be reduced to the weakly nonlinear Boussinesq equations.

Interestingly, for the steady case, the asymptotic assumption of « = O(1) and 8 <K 1
was adopted by Rayleigh (1876) more than a century ago. In fact, the ordinary differential
equation for solitary waves that Rayleigh (1876) studied is exactly the travelling-wave limit
of the SG/GN equations. Therefore, Rayleigh’s solution is the solitary wave solution of
the SG/GN model. Almost 80 years later, Rayleigh’s equation was rediscovered by Serre
(1953).

Similarly to weakly nonlinear models, the SG/GN equations were also modified
to improve their dispersive relation for short waves that are often excited in many
applications. Nwogu (1993) proposed to use the horizontal velocity at an intermediate
depth, instead of the depth-averaged velocity, for the weakly nonlinear Boussinesq
equations to better compare their linear dispersion relation with that of the linearized
Euler equations. Using this idea, a strongly nonlinear long wave model for the velocity
at an intermediate depth was obtained by Wei ez al. (1995), who studied numerically the
propagation of solitary waves over bottom topography and showed that their numerical
solutions are in good agreement with the numerical solutions of the Euler equations until
the wave slope becomes too high.

To better describe finite-amplitude long waves, these strongly nonlinear models have
been also extended to include terms of O(/S4) or higher. A series of such efforts have been
made by Wu (1998, 1999), Madsen & Schiffer (1998), Agnon, Madsen & Schiffer (1999),
Madsen, Bingham & Liu (2002) and many others. In particular, Wu (1998) presented
a systematic approach to find strongly nonlinear long wave models for different fluid
velocities, including the depth-averaged velocity, the bottom velocity, the surface velocity
and the velocity at an intermediate depth. Among these, the strongly nonlinear models
for the surface velocity and depth-averaged velocity are known to preserve the original
Hamiltonian structure of the Euler equations even if they are truncated at an arbitrary
order of B2 (Zakharov 1968; Matsuno 2015). This is, however, true only in an asymptotic
sense for the systems for other velocities.
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While these high-order strongly nonlinear models are expected to better describe the
evolution of finite-amplitude long waves, they need to be used with care for applications
as their solution behaviour has not been fully understood. For example, when truncated
at O(B*), the system for the depth-averaged velocity is ill-posed (Matsuno 2016) and its
initial value problem cannot be solved numerically without any artificial filter to remove
short-wavelength disturbances that grow extremely fast. Here the ill posedness refers to the
case when the growth rate of unstable disturbances increases without bound as not only
k — o0, but also k approaches a critical wavenumber above which the system is unstable.
Similar observations of unstable short-wavelength disturbances have been made when the
long wave models for other velocities are solved numerically (Kirby 2020; Madsen &
Fuhrman 2020). A main source of the difficulty observed in previous studies could be
from the ill posedness of these long wave models (Choi 2019), as well as numerical errors
introduced when high-order spatial derivatives are evaluated.

In this paper, we study both analytically and numerically a high-order strongly nonlinear
long wave model for the bottom velocity expanded in A2, which can be shown to be
well-posed at any order of approximation. While the choice of a well-posed model is
essential for applications, there is no guarantee that the model remains well behaved when
it is numerically approximated. This is even more true for a strongly nonlinear model
that contains high-order nonlinear dispersive terms with high-order spatial derivatives.
Here, we consider both finite difference and pseudo-spectral methods and propose a stable
numerical scheme to solve the strongly nonlinear models.

This paper is organized as follows. After examining the ill posedness of truncated
linearized long wave models in § 2, we present the two-dimensional strongly nonlinear
long wave model for the bottom velocity in § 3, from which the third-order solitary wave
solution of the Euler equations is obtained in § 4. After its relationship with other long
wave models is discussed in § 5, the model is solved numerically for the propagation of
solitary waves and the head-on collision of two counter-propagating solitary waves in § 6.
Concluding remarks are given in § 7.

2. Basic formulation for nonlinear long waves
For water waves propagating in two horizontal dimensions, the free surface boundary
conditions can be written (Zakharov 1968) as

G+ VOV =1 +|VEAW, &+ 3 VOP + g0 = 51+ [VEHW2, (21ab)

where ¢ (x, t) is the surface elevation, @ (x, ) = ¢ (x,z = ¢, t) is the velocity potential
evaluated at the free surface, W is the vertical velocity evaluated at the free surface defined
by W = ¢,|,— and g is the gravitational acceleration. Here, the subscripts  and z represent
partial differentiations with respect to time ¢ and the vertical coordinate z, respectively, and
V is the two-dimensional horizontal gradient given by V = (d/0dx, d/dy). These equations
can be regarded as a system of nonlinear evolution equations for ¢ and @ once W is
expressed in terms of these two variables.

2.1. Linear models

For small-amplitude waves, the system given by (2.1) can be linearized to
=W, &,+gt=0. (2.2a,b)

In the meantime, @ and W can be approximated by those evaluated at the mean free surface
(z=0)sothat ® >~ ¢(x,0,7) = ¢o(x, ) and W =~ ¢, (x, 0, 1) = wo(x, 1).
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When the three-dimensional Laplace equation is solved for ¢ imposing the bottom
boundary condition given by d¢/0z|,=—, = 0, its solution can be written, in Fourier space,
as

b (k. z, 1) = {cosh[k(z + h)]/ cosh(kh)}¢o (K, 1), (2.3)

where f (k,z,t) is the Fourier transform of f(x,z, 1),k = |k| with k being the
two-dimensional wavenumber vector and /% is the constant water depth. Then, from (2.3),
one can obtain

Wo(k, t) = (ktanh kh)¢o (k, ©), (2.4)
from which the approximate expression for W is given, in terms of @, by
Wik, 1) > (ktanh kh)® (k, 1). (2.5)

Finally, after taking the Fourier transform of (2.2) and using (2.5), the linear evolution
equations for ¢ and @ can be written, in Fourier space, as

¢, = (ktanhkh)®, &, + gt =0. (2.6a,b)

For (;: , (13) ~ exp(—iwt), (2.6) yields the full linear dispersion relation for surface gravity
waves given by

w® = gktanh kh, (2.7)
from which one can see that the wave frequency w is always real as k > 0.
For long waves (kh < 1), 7 = tanh kh can be expanded as

S 22n+2(22n+2 _ 1)an+2

T=2 2n +2)!

n=0

(kh)?+1, (2.8)

where Bj, are the Bernoulli numbers given by By =1,B2 = 1/6, B4 = —1/30, Bg =
1/42, .. .. This infinite series converges to tanh kh as long as kh < 1/2 (due to singularities
at kh = £i(7/2) in the complex k-plane), but, when it is approximated for long waves, its
behaviour depends sensitively on how it is truncated.

When the upper limit for the summation in (2.8) is replaced by an integer M (> 0), the
truncated linear system (2.6) is given by

t=kTy ®, &, +gl=0, (2.9a,b)

where 7y represents the Mth-order long wave approximation of 7~ valid to O(8*¥) as
kh = O(pB). The linear dispersion relation of this truncated system is then given by

22M+2 (22M+2 _ 1)B2M+2

(2M +2)!

Now one can see that, if M is an odd integer, the right-hand side of (2.10) becomes
negative for large k so that w becomes purely imaginary. As the imaginary part of w, or the
growth rate is proportional to KM+1 it increases without bound as k — oo and, therefore,
the truncated system with odd M is ill-posed. For example, as shown in figure 1(a),
short-wavelength disturbances of ki 2 1.732 and kh 2 1.647 are unstable with the growth
rates proportional to k% and k* for M = 1 and 3, respectively. Under the linear assumption,
as the free surface velocity potential @ can be approximated by the mean level velocity
potential ¢, this discussion is parallel to that for the long wave model for ¢9 in Madsen &
Schiffer (1998).

945 Al15-4

w? ~ ghk? [1 — %(kh)z + %(kh)“ +o (kh)ZM] . (2.10)


https://doi.org/10.1017/jfm.2022.544

https://doi.org/10.1017/jfm.2022.544 Published online by Cambridge University Press

High-order long wave approximation

(a) (b) ()
3 7 3 7 3
NQO 2 ) K 2 2
| 1 1
A
0 1 2 3 4 50 1 2 3 4 50 1 2 3 4 5
kh kh kh

Figure 1. Linear dispersion relations between the wave frequency @ and the wavenumber £ for the systems for
(a) the surface potential; (b) the depth-averaged velocity; (c) the bottom potential given by (2.10), (2.13) and
(2.16), respectively. Three different approximations (dotted: M = 1; dashed: M = 2; dash-dotted: M = 3) are
compared with the full dispersion relation of the linearized Euler equations (solid) given by (2.7). The vertical
line in (b) shows the value of k., where a singularity appears for M = 2.

If M is an even integer, the wave frequency w is always real, but w ~ kM*! increases
rapidly with k. This requires one to use a very small time step when the system for ¢
and @ is solved numerically as the criterion for numerical stability for a time integration
scheme can be written as wAt < C, with C being a constant depending on the scheme.
Therefore, the long wave model for the surface variables (¢ and @) with any M might be
inappropriate for numerical computations.

Instead of the surface velocity potential @, the well-known Boussinesq equations are
often written in terms of the depth-averaged velocity defined by

1 ¢
u—= Vo dz. 2.11
. (h+;>/_h 9 1D

For small-amplitude waves, after replacing the upper limit of the integration by 0 and using
(2.3), the Fourier transform of u can be approximated by u~ —ik{tanh kh/ (kh)}qs, from

which we have hV iz ~ —(k tanh kh)qs. Then, from (2.9), the linear system for ¢ and u can
be found, in Fourier space, as

& =—hV-w, (khcothkh)iy, + gV = 0. (2.12a,b)

For a long wave, when truncated at O(ﬂZM ), the linear system (2.12) yields the following
dispersion relation

[1 + X wm? - Lamt 4ot %(kh)w} o ~ ghk? (2.13)
3 45 @M)! -8 '
where the expansion on the left-hand side of (2.13) is the truncated Taylor series of
khcothkh. Contrary to the system for the surface velocity potential @, the system
for the depth-averaged velocity is well-posed for odd M, but is problematic for even
M. For example, for M = 2, the system is unstable for disturbances of k > k. with
keh = [(15 + 9\/3)/2]1/2 ~ 4.191. Although the growth rate decreases to 0 as k — oo,
there is a singularity at k = k., where the growth rate becomes infinity, as shown in
figure 1(b). This implies that the depth-averaged system given by (2.12) with even M
should avoided (Matsuno 2016). On the other hand, for odd M, the wave frequency w is
real and approaches zero as k increases, which is ideal for numerical stability, as discussed
previously. Therefore, the depth-averaged system only with odd M would be useful for

numerical computations.

945 A15-5


https://doi.org/10.1017/jfm.2022.544

https://doi.org/10.1017/jfm.2022.544 Published online by Cambridge University Press

W. Choi

Another variable often adopted for long wave models is the bottom velocity potential,
or the bottom velocity. For small-amplitude waves, @ and the bottom velocity potential
¢p(x, 1) = ¢(x, —h, t) are related, from (2.3), as

& ~ ¢o(k, 1) = (coshkh)p(k, 7). (2.14)

Then, the linear evolution equations for 2 and ng can be obtained, from (2.6) with (2.14),
as

¢, = (ksinhkh)@p, (coshkh)dy, + g¢ = 0. (2.15a,b)

For kh = O(B) < 1, when the expansions of sinh k4 and cosh kh are truncated at o(pM),
as before, the dispersion relation for (2.15) is given by

(kh)? (kh)*M (kh)? (kh)y*M
[H a +(2M)!] TR Y VR

from which one can see that w is real for any values of k and M. Unlike that for the
surface velocity potential or the depth-averaged velocity, the system for the bottom velocity
given by (2.15) is stable to all disturbances at any order of approximation and is therefore
well-posed. As can be seen in figure 1(c), as M increases, the dispersion relation (2.16)
converges uniformly to the full linear dispersion relation given by (2.7).

Following Nwogu (1993), the long wave model can be expressed in terms of the velocity
potential at an arbitrary vertical level z = zo(—h < zo < 0), which can be related to the
bottom variable as

~ ghk? [1 +— ] . (2.16)

dp(k, 1) = sechlk(zg + 1)]Pa (K, 1). (2.17)
By substituting this into (2.15), the linear system for ¢ and ¢,, is obtained as

¢, = (ksinhkh) sech[k(zq + h)]da,  (coshkh) sech[k(zq + h)|da, + gC = 0. (2.18a,b)

When the linear system is truncated at O(8M), its dispersion relation can be found as

M M
w* = ghk? [Z a2n(kh)2":| / [Z ban (kh)Z”:| , (2.19)

n=0 n=0

where ay, and by, are given by

-y 23 wyi N By () )Y
“2”_2(2(n—j)+1)!(2j)!<1+ h) ’ bzn_g(Z(n—j))!(Zj)! <1+h) ’

(2.20a,b)

with E, being the nth Euler number given by Eg = 1, Ey = —1,E4 =5, Eg = —61, .. ..
For example, for M = 2, we have

il G K ke U B L M

5
2
O C (e [ )

When the second-order dispersive terms proportional to (kh)* are neglected, this is
identical to the dispersion relation obtained by Nwogu (1993). For z, = 0 and z, = —#,
(2.21) can be reduced to (2.13) and (2.16) with M = 2, respectively.

945 A15-6
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As discussed previously, when the linear system (2.18) is truncated, its ill posedness
is determined by the behaviour of large k disturbances, or, equivalently, the sign of
arp/bay in (2.19). For example, for M = 1, the large-k disturbances is stable only
when —1 <z4/h < -1+ 1/\/32 —0.423 and z, should be chosen in this range.
For an arbitrary value of M, one should find a range of z, for which the sign of
arp/bay 1s always positive. For example, for M = 2 and M = 3, the conditions for
stability are given by —1 < zo/h < —1 + 1/+/5 >~ —0.553 and —1 < z,/h < —0.499,
respectively. While it fluctuates with M, the permissible range of z, is small and
close to the bottom as M increases. Therefore, it is ideal to choose the system for the
bottom velocity potential or velocity for applications as it is well-posed at any order of
approximation.

It should be mentioned that our main goal is not to improve the dispersion relation for
short waves, but to develop a well-posed strongly nonlinear long wave system, although it
would be desirable to improve the dispersive behaviour of short waves. A system with the
full linear dispersion relation for water waves will be discussed in § 5.3.

2.2. Nonlinear models

Here, we sketch briefly the derivation of strongly nonlinear long wave models. To close
(2.1), W needs to be expressed in terms of ¢ and @ for the system for the surface potential
while W and @ need to be written, for example, in terms of ¢ and ¢, for the system for the
bottom potential.

First the three-dimensional velocity potential ¢ (x, z, f) is expanded in Taylor series
about a fixed vertical level, or z = z,,

o D=z
EEUEDD — o e

j=0

. . .
(7 =z )¥F . 9

+y S Z"") y2+iy-1 92 (2.22)

A 92 |,
By introducing in (2.22)
Go = ¢|z=zm Woq = 8¢/82|z=zaa (2.23a,b)

¢(x, z,t) and w(x, z,t) = d¢/dz can be written (Madsen et al. 2002; Madsen & Agnon
2003) as

¢ = cos[(z — 24) V1pe + sin[(z — 2a) VI-V  lwy, (2.24a)
w = —sin[(z — z¢) V]V ¢y + cos[(z — z¢) V |Wg. (2.24b)

When ¢ and w in (2.24) are evaluated at z = ¢, the expressions for the free surface
variables @ (x, r) and W(x, t) can be found, in terms of ¢, and wy, as

@ = cos[({ — 2a) VIpy + sin[(¢ — 24) V-V g, (2.25a)
W = —sin[(¢ — z¢)V]- Vo + cos[(¢ — z¢) VIwg. (2.25b)

Depending on the choice of zy, different nonlinear wave models can be obtained.
For example, in the high-order spectral (HOS) method for surface waves on finite-depth
water (Dommermuth & Yue 1987; West et al. 1987; Craig & Sulem 1993), z, =0

945 A15-7
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is chosen. After using the relationship between wy and ¢q given by (2.4), the expression
for W in infinite series can be found, in terms of ¢ and @, from (2.25) (Choi 2019).
For numerical computations, one should truncate the series to a certain order in wave
steepness defined by € =a/1 < 1 and the resulting truncated system for ¢ and @
can be considered an asymptotic model for weakly nonlinear waves in water of finite
depth.

For finite-amplitude long waves in shallow water, it is more appropriate to choose z, =
—h to rewrite (2.24), with w, = 0 at the (flat) bottom, as

¢(x,z,t) =cos[(z+ h)V]pp, w(x,z,t) = —sin[(z+ h)V]-Vp, (2.26a,b)

where ¢ (x, t) is the bottom velocity potential, as before. By substituting z = ¢ into (2.26),
@ and W can be expressed, in terms of ¢ and ¢, as

@ = cos[(¢ +h)Vgp, W = —sin[(¢ +h)V]-Vep. (2.27a,b)

Then, substituting (2.27) into (2.1) yields formally a system of nonlinear evolution
equations for ¢ and ¢ although the cosine and sine functions in (2.27) need to be expanded
in infinite series and then truncated for numerical evaluations. As will be seen in § 3,
the truncated system is equivalent to an asymptotic model valid for small 8. Detailed
discussions on the system for ¢ and ¢, will be presented in § 3.

Similarly, one can find a system for ¢, using its relationship with ¢, given, from (2.6a),
by ¢, = cos[(zo + 1) V]epy. After its inversion for the expression for ¢, is substituted into
(2.27) to find the expressions for @ and W in terms of ¢ and ¢y, a closed system for ¢
and ¢, can be found from (2.1). As shown in Choi (2019), one can also find a system
for ¢ and @ from (2.1) by using the expression for W in terms of ¢ and @ found from
(2.27). As discussed in § 2.1, depending on the order of approximation, the system for
(¢, ¢q) or (¢, @) can be ill-posed and will not be further considered. Instead, we will
hereinafter focus on the nonlinear system for (¢, ¢), which is well-posed at any order of
approximation.

3. High-order long wave model for the bottom potential
3.1. Expansion in terms of the bottom velocity potential

By expanding the cosine and sine functions in (2.27), @ and W can be expressed, in terms
of ¢ and ¢y, as

— (="
D= Dy, Do =-—0"V"y, (3.1a.b)
) m)!
- D™ o2t
W= Z Wom,  Wom = m’? g2t )¢b, (3.2a,b)

m=0

where n = h + ¢, and both @;,, and W, explicitly depend only on ¢ and ¢p. Assuming
that nV = O(h/1) = O(B) < 1 with ¢ /h = O(a/h) = O(a) = O(1), one can notice that
Do,/ P = O(B¥™) and Ws,,,/|V®| = O(BZ"+1) for m > 0. Although no small parameter
is explicitly introduced, these series can be considered asymptotic series in A2 when
truncated.

945 A15-8
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3.2. System of nonlinear evolution equations

By substituting (3.1) and (3.2) into (2.1), the nonlinear evolution equations for ¢ and ¢
can be obtained as

G=_ Q. ¢), Pi=) R by, (3.3a,b)

where @ is given, in terms of ¢ and ¢y, by (3.1). In (3.3), Q2, (m > 0) are given by

Q0= —Vi-V&y+ Wy, Qo =—V¢-Voy + Way + |VE*Wagyo1y form > 1,

(3.4a,b)
while R»,, (m > 0) are given by
Ro=—g{ — 5IV®0], Ry=—V&-Voy+ 1 Wo’, (3.5a,b)
1 m 1 m—1
Rom = —3 Z V&3,V Doy + 3 Z Wi Woim—j—1)
Jj=0 Jj=0
1 m—2
+ E|V;|2 > WoiWaguja) form > 2. (3.5¢)
Jj=0

When the expressions for @,,, and W5, given by (3.1) and (3.2) are substituted into (3.4)
and (3.5), one can find the explicit expressions of Q»,, and Ry,,. In particular, it is useful
to notice that Qy,, can be re-written as

(_1)m+1
2m+1)!

As (3.3b) is the evolution equation for @, an additional step is necessary to find ¢, from
@. When the infinite series for @ in (3.1) is inverted, ¢, can be expressed, in terms of ¢
and @, as

Oyn=V- [ n2m+1v2mv¢b} for m > 0. (3.6)

[ee] m ( 1)j+l

§ b b b § : — 2jv72j +b
¢b = ¢2m ¢0 = @, ¢2m = Wﬁ AV, ]¢2(m—j) for m > 1. (3.7a—c)
m=0 j=1

To be discussed in § 5, for numerical computations, one needs to truncate the right-hand
sides of (3.3) to a desired order of ,82. As both Oy, and R»,, are 0(,32’") for m > 0, the
system truncated to m = M is asymptotically correct to O(8>¥).

3.3. Relation to the system for the depth-averaged velocity

By substituting (2.6a) into (2.11), the depth-averaged velocity u can be written, in terms
of ¢ and ¢y, as

o0

_ 1 =D" o2
u=—sin(nV)p, = E ———— "V, (3.8)
!
n o 2m+ 1)!
where v is the bottom velocity given by
v= V. (3.9)

945 A15-9
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From (3.5¢) and (3.8), one can see that the evolution equation for ¢ given by (3.3a) can be
written as

¢+ Ve(qu) =0, (3.10)

which represents the exact conservation law of mass.
By inverting (3.8), the expression for v can be found, in terms of ¢ and u, as

e} m (_1)j+1 ) )
V= Z 1_)2m, 1_)0 =u, 1_12m = Z m?’}zjvzjilﬂm_]) for m > 1. (3.11a—c)
m=0 j=1 ’

When this is substituted into (3.3b), the evolution equation for the depth-averaged velocity
u can be found, as shown in Appendix A. As mentioned previously, the system for the
depth ¢ and u are ill-posed when the order of approximation is even.

While the original three-dimensional velocity field is irrotational, the two-dimensional
depth-averaged velocity field u is no longer irrotational. By taking the curl of (3.11) and
using the irrotationality of v (V x v = V x V¢, = 0), the vorticity for the depth-averaged
velocity given by

o0
Vxia=-—Y VX, (3.12)

m=1

is non-zero although it is still weak for long waves as va,, = O(8>™) form > 1.

3.4. Conservation of energy

Zakharov (1968) showed that the system given by (2.1) can be written as Hamilton’s
equations

oF P °F (3.13a,b)

= —, - —, . a,
e 5D t 5

where 8E/6¢ and SE/3® represent the functional derivatives of E with respect to ¢ and
@, respectively. Then the system (3.13) conserves the total energy E given by

E= %/(g{z + @L) dx. (3.14)

After substituting (3.1) for @ and (3.3a) with (3.5¢) for ¢; into (3.14), E can be expanded
as

E="Em(. ¢p). (3.15)
m=0
Here, E»,, = O(B%™) for m > 0 are given by
1
Ep = 3 /(g§2 +nVp-Voy) dx, (3.16a)
m 2j+1v72j . 2(m—j) xy2(m—j)
2 = 2j+ D!'Q2Gm —)))!

The total energy written in infinite series is conserved, but its truncated expression is not
a conserved quantity for the corresponding truncated system for ¢ and ¢,. The truncated
total energy is conserved only asymptotically. On the other hand, the systems for (¢, @)
and (¢, u) conserve the truncated total energy exactly at any order of approximation
(Matsuno 2015).
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4. Third-order solitary wave solution

Under the weakly nonlinear assumption (o < 1), the explicit solitary wave solution of
the Euler equations was obtained to the third order in o by Grimshaw (1971) and to
the ninth order by Fenton (1972). For the strongly nonlinear case of o = O(1), the
leading-order solution with an error of O(82) was obtained by Rayleigh (1876), but no
explicit higher-order solution has been known although it was computed numerically using
a steady long wave model in the hodograph plane by Murashige & Choi (2015). Here,
assuming o = O(1), we obtain a third-order solution of the Euler equations using the
system for ¢ and ¢, given by (3.3).

4.1. Wave profile

For one-dimensional waves, after introducing X = x — ¢t and integrating once with
&, dpy) = 0 at X - o0, (3.3) with (3.5¢) can be written, in terms of ¢(X) and
v(X) = ¢px, as
o D™
— N 7 2m m
_cg_%(2m+1)!n D*"[v] form >0, 4.1)
where ¢ is the solitary wave speed and D = d/dX. This can be inverted to have the
expression for v, in terms of ¢, as
00 m it
cc (1Yt
v=Y v, v)= o vy, = Z i DY[v5,, 1 m=1. (42a—)
m=0 j=1
Notice that this can be also obtained from (3.10), or u = ¢¢ /n, with (3.11).
Then, from (3.1) and (3.2), the new expressions for @ and W can be found, in terms of

¢, as

- N VLA
®= Z (pzym’ <p§m = Z W”zjl)m_l[v;(m,j)], (43a,b)
m=0 j=0 /)
S 5 (!
3 — 2j+1 ny2j+1
W= W W= TERITLAN A T (4.4a,b)
m=0 j=0 J .

By substituting these into the steady form of (3.35), one can find an ordinary differential
equation for ¢ (X) as

o
Y Fan(t;0) =0, Fau(g;c) = D[P, + R, (4.5a.b)
m=0

where R5 =~ are given, from (3.5), by

R) = —gt — 3(D[®§)*, RS = —(D[DN(D[D3]) + 5 (W§)?, (4.6a,b)
A 1 . S S 1 m_l A) A)
= =5 2_DIOYDDIPy D+ 5 3 WoWag )
j=0 j=0
1 m—2
+ 5(D[;])2 DWW,y form>2. (4.6¢)
j=0
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In (4.5), F», = 0(,32’”) are explicit functions of ¢, and their explicit expressions for m =
0, 1, 2, 3 are given in Appendix B.

After multiplying by ¢x, (4.5) can be integrated once with respect to X to have the
following nonlinear ordinary differential equation

X

3 Nan(@:0) =0, Naw(@:ic) = f Fan(&: )¢y dX'. (47ab)
m=0 %

The explicit expressions for N, (m = 0, 1, 2, 3) are given by

2

No(¢: ¢) = g—nwz - (4.80)

2h2 2
Ny(Cio) = — (CT) e (4.85)

n

2h2
Na(gi0) = —;Tn(2n2§/§/” — 2"+ 2ng e — 120, (4.8¢)
C2h2 4.7.(5) 3 /" 12y - (4) 412
Ne(&50) = _—1890;7[4" $e =g — 68 +2n7¢
—6772§‘/(11§,2 + Sné_//)é_/// + 10n3§//3 _ 75”2;./2{//2 _ 905144_// + 220§/6]’

(4.8d)

where ¢ = d"¢/dX" and we have imposed the zero boundary conditions for ¢ and
its derivatives at infinities. Once again, as Ny, = O(ﬁz’”), the infinite series in (4.7)
can be truncated by replacing the upper limit of the summation by a desired order of
approximation M.

The zeroth-order approximation to (4.7), or No(¢; ¢) =0, yields a trivial solution,
¢ =0, when the zero boundary conditions at infinities are imposed. This implies that
No(¢;c) = O(,Bz) and one should include the O(ﬁz)—terms to find a non-trivial solution
of (4.7).

4.1.1. First-order solution
The ordinary differential equation that appears at O(B?) is given, from (4.7), by
No(&o; co) + N2(&os o) = 0, or

3g c2

”n 2| “0

== — —(h+ , 4.9
o (c%h2> 8o |: 2 ( §O)j| (4.9)
where ¢y will be referred to as the first-order solution. From ;6 =0 at ¢y = a, the
leading-order wave speed cg and the amplitude a are related as

g = g(h+a). (4.10)
The solitary wave solution of (4.9) can be found as
Zo(X) = asech? (ksX), (4.11)
where k; is given by
(koh)? = §< a ) (4.12)
4\h+a
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This is the solution that Rayleigh (1876) obtained in his seminal work under the sole
assumption of A2 < 1. It should be mentioned that (4.11) is also the solitary wave solution
of the SG/GN system (5.11).

As (ksh)? = 0(,82) <« 1 has been assumed for long waves, (4.12) shows that y defined

by

_ Y _ 2
Y =114 0B <1, (4.13)

should be small, which is true only when « < 1. This implies that, even for the strongly
nonlinear waves, a balance between nonlinearity and dispersion is still required for a
solitary wave solution to exist. However, the balance occurs between B2 and y, instead
of B% and « for weakly nonlinear waves. As shown in §4.1.3, the asymptotic solution
expanded in B2, or equivalently in y, compares well with the Euler solutions over a wider
range of wave amplitudes than that expanded in «.

4.1.2. Third-order solution
An asymptotically consistent higher-order solitary wave solution can be found from (4.7)
by writing ¢ and ¢ as

c=Y e L= ), (4.14a,b)
m=0

m=0

where the leading-order solutions ¢ and ¢y (X) are given by (4.10) and (4.11), respectively,
and both ¢y, and ¢, have been assumed to be 0(,32’"). By substituting (4.14) into (4.7)
and collecting terms of 0(,32’”), one can find an equation for &z, (m > 1) as

[0, +HX)oam = f5X)cam + Fam(X). (4.15)
Here, fj(X) (j = 1, 2, 3) depending on ¢y and ¢ remain the same for any m while F7,,(X)

is a function of ¢; and ¢p; for / = 0, 1, ..., m — 1. Notice that f; (j = 1, 2, 3, 4) are known
before (4.15) is solved for ¢»,,. The solution of (4.15) is then given by

1 X f3 F2m
fom = + / fo (—c2+ ) dX,  fo(X) = exp [ / (fz/fl)dX}, (4.16ab)
foJ-" \N1 N

where we have assumed symmetric profiles for ¢, with neglecting the homogenous
solutions.

At 0(;32), we can find the leading-order corrections to ¢o and ¢y from (4.15) with f;(X)
(G =1,2,3)and F», given by

c2h? 3 coh?
h= —OTC(S, Hh= C<2)§0 — ghgy — 584“02, = T(éz - 604“02, Fy = —nN4(%o, co),
4.17a—d)

for which the integrating factor fp(X) is given by fo(X) = sinh(2ksx)/ tanhz(ksX) with k;
being defined in (4.12). By eliminating terms proportional to x sech? (ksx) tanh? (kex) in
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(4.16) to avoid secular terms (Grimshaw 1971; Fenton 1972), ¢; and ¢ (X) can be found as

(6] . o
co 10%
$) o :
— 2 Q22
ﬁ = ﬁ azoS + Zasz JT v,

j=1
where § = sech(k;X), T = tanh(k;X) and ay;(j = 0, 1, 2, 3) are given by

axp = 155 + 6a + @?), az = —(225 + 150a + 167a2),
an = —Ta(30 + 130), a3 = 63a°.

Notice that ¢, and ¢, are proportional to y = O(p2), as expected.
Similarly, at 0(,34), ¢4 and &4 (X) that are proportional to )/2 can be found as

c4 a(40+2la) ,
co 1400

’

6
4 o 2 22 | 2
4% s S¥T2 | 2,
n = 22050000 | 4400 j;a“f Y

where aq; j =0, 1, ..., 6) are given by

asp = —1050(—1575 — 1455a + 1709a% + 1843a> + 2540™),
as = —2a(9161775 + 4616055 + 5599225a% + 964278a°),

agp = —12403125 — 21895650c — 249603300 + 154779500 + 31165120,

ag3 = —20(—8037225 + 377837550 + 391637250 + 12100858a°),
ass = 10a> (14635350 + 108361950 + 2676968a2),
ass = 700> (134985 + 125131a),
ase = —4469535a*.

(4.18)

(4.19)

(4.20a)
(4.20b)

4.21)

(4.22)

(4.23a)
(4.23b)
(4.23¢)
(4.23d)
(4.23¢)
(4.23f)
(4.23g)

To summarize, the third-order solitary wave solution valid to 0(;34), or 0()/2), is given,

from (4.10) and (4.11), (4.18) and (4.19), and (4.21) and (4.22), by

o ala +40) , 3
—eo |14, T 0L 003
¢ CO[ T Y T a0 Y TO0Y)

3
1 )
_ 2, L 2 Q272
{=a| S+ s (@s +;azjs %)y
J:
6 .
ans® + Y ayS¥T* | v + 0(r%)

* 22050000 =
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When the solitary wave amplitude is defined by a; = ¢(0), its relationship with a can be
expanded, in terms of y, as

ao a4o 2 3 :|
—al14 80,40 2 o6h]. 426
as “[ * 300" T 220500007 T (4.26)

which can be inverted to

5+6 2
azas[l_w

20 Vs
2100 + 10215a, + 1423342 + 6941a> + 8234*
+ s 4200(; s s ys2 + 0(ys3):| , (427)

where y; = as/(1 +ag) and y = y; — (5 + a9y /20 + O().

Under the small-amplitude assumption of o = O(B?), after expanding (4.13) in «, the
third-order solitary wave solution (4.24) and (4.25) can be reduced to the third-order
weakly nonlinear solution given by

¢/ (g =11+ 05 — 5502 + 5o + O], (4.284)
¢/h = as[S* — 2a,SPT? + a2 (38T — US4T?) + 0())], (4.28b)
ksh = ()P ?[1 = Sy + a2 + 0@D)], (4.28¢)

where oy = as/h and we have made the weakly nonlinear approximation to (4.26) to find
oy = a +a?/4 + o /8 + O(a*), which can be inverted to

o =ay — 302 + O(ad). (4.29)

The weakly nonlinear solution given by (4.28) was first obtained by Grimshaw (1971).

4.1.3. Comparison of solutions

Figure 2 shows the comparison between the strongly and weakly nonlinear solitary
wave solutions along with the fully nonlinear Euler solutions obtained numerically by
Longuet-Higgins & Fenton (1974) for the solitary wave speed ¢ and its total mass M
defined by

M= / - ¢ (X) dX. (4.30)

As shown in figure 2(a), as the order of approximation increases, the strongly nonlinear
solution for the wave speed ¢ approaches the Euler solution and the comparison is
reasonable up to ay/h = 0.65, where the difference is less than 1%. As shown in
figure 2(b), a similar conclusion can be made to the total mass M, for which the difference
is approximately 3 % when a;/h = 0.65. Considering that the maximum solitary wave
amplitude is approximately a;/h = 0.827, the third-order solitary wave solution can be
considered a good approximation to the Euler solution for finite-amplitude solitary waves.
The difference increases with the wave amplitude, but this is not so surprising. The solitary
wave becomes sharper near the crest as the amplitude increases so that the long wave
approximation starts to be locally invalid.

In figure 3, the strongly nonlinear solitary wave profiles for a;/h = 0.460 are compared
with the Euler solutions computed by Li et al. (2004). While the first-order solution
(or Rayleigh’s solution) is wider than the Euler solution, both the second-order and
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Figure 2. (a) Solitary wave speed c and () total mass M vs amplitude a; for different orders of approximation
(dotted: first order; dashed: second order; solid: third order). The black and red lines represent the strongly
nonlinear and weakly nonlinear solutions, respectively. The symbols are the numerical solution of the Euler
equations from Longuet-Higgins & Fenton (1974). In (a), the third-order weakly nonlinear solution for ¢ is
close to the third-order strongly nonlinear solution and is not shown here.

@ o50 | | ERONT

0.4} 0.4

¢/h 03} 0.3

0.2} 0.2

0.1} 0.1

0

-4 -2

Figure 3. Solitary wave profiles for a;/h = 0.460. (a) Strongly nonlinear solutions under the first- (dotted),
second- (dashed) and third-order (solid) approximations are compared with the numerical solution of the Euler
equations (symbols) computed by Li, Hyman & Choi (2004).(b) Comparison between the strongly (solid) and
weakly (dashed) nonlinear solutions under the third-order approximation. The first- and second-order weakly
nonlinear solutions compare poorly with the Euler solutions and are not shown here.

third-order solutions agree well with the Euler solution. While the first- and second-order
weakly nonlinear solutions (not shown here) compare poorly with the Euler solution,
the third-order weakly nonlinear solution is as good as the third-order strongly nonlinear
solution.

In figure 4, the wave amplitude is further increased to as;/h = 0.663. As can be
seen in figure 4(a), the comparison of the strongly nonlinear solution with the Euler
solution improves as the order of approximation increases. The third-order strongly
nonlinear solution is slightly wider than the Euler solution, in particular near the crest,
where short-wavelength components are no longer negligible. Away from the crest, the
third-order solution agrees well with the Euler solution.

In figure 4(b), it is surprising to see that the third-order weakly nonlinear solution
compares better with the Euler solution than the strongly nonlinear one, in particular near
the crest, even though the amplitude (a;/h = 0.663) is too large for the weakly nonlinear
theory to be valid. Furthermore, the long wave theory is expected to fail to describe the
profile near crest when the wave amplitude is large as the wave slope becomes so steep
(eventually to form a corner at the maximum amplitude). As discussed in Murashige &
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Figure 4. Solitary wave profiles for a;/h = 0.663. In (a), strongly nonlinear solutions under the first- (dotted),
second- (dashed) and third-order (solid) approximations are compared with the numerical solution of the
Euler equations (symbols) computed by Li ez al. (2004). In (b—d), the strongly nonlinear solutions (solid) are
compared with the weakly nonlinear solutions (dashed) under the third-, first-, second-order approximations,
respectively. Notice that the comparison of the weakly nonlinear solution with the Euler solution (symbols)
depends sensitively on the order of approximation.

Choi (2015) in terms of singularity structures in the complex planes of different theoretical
models, this agreement might be coincident. As can be seen in figure 2, the comparison of
the weakly nonlinear solution with the Euler solution depends sensitively on the order
of nonlinearity while that of the strongly nonlinear solution improves uniformly with
the order. In addition, the strongly nonlinear solution better behaves on the outskirts
of the solitary wave, where the long wave approximation should be applicable. This
can be also seen in figure 4(c,d), where the Euler solution is compared with first- and
second-order solutions. The weakly nonlinear solution near the crest agrees well with
the Euler solution under the first-order approximation, but compares poorly under the
second-order approximation. On the other hand, irrespective of the order of approximation,
the strongly nonlinear solitary wave solution (4.25) shows uniform convergence to the
Euler solution and can be used reliably. Furthermore, as shown later in figure 5, the weakly
nonlinear solutions for finite-amplitude waves are no longer valid when their velocity
profiles are compared with the Euler solutions.

4.2. Velocity and pressure fields induced by a solitary wave

The velocity and pressure fields induced by a solitary wave is of great interest for
applications. After the Mth-order solitary wave solution is found, one should find
the corresponding velocity and pressure fields with care so that their expressions are
asymptotically consistent with the solitary wave solution. Otherwise, the results contain
higher-order terms that have been neglected for the solitary wave solution and could show
poor agreement with the Euler solutions.
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(0)

z/h

Figure 5. Horizontal velocity profile U(z) below the crest of a solitary wave for (a) as/h = 0.215;
(b) as/h = 0.310; (c) as/h = 0.428; (d) as/h = 0.65. The third-order solution (solid) is compared with the
second-order solution (dashed), the third-order weakly nonlinear solution (dot-dashed) given by (4.38), the
numerical solution of the level-4 GN model of Zhao et al. (2014) (circles) and the numerical solution of Tanaka
(1986) shown in Madsen et al. (2002) (squares). Notice that the first-order solution (dotted) is independent

of z.
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u(z)/(gh)"?

4.2.1. Velocity fields

The horizontal and vertical velocities, (1, w) = (¢x, ¢,), induced by a solitary wave can

be computed, from (2.26), as

945 A15-18

(=™
ul,2) = Z (2m)!
m=0
S (_l)m—H
XD =D o

m=0

(d)

(Z + h)ZmDva’

(Z + h)2m+lD2m+1v,

020 030 040 050 0.60 0.70
u(z)/(gh)""*

(4.31)
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where —h < z < ¢. To find an asymptotically consistent velocity field, the bottom velocity
v(X) = D¢y, should be first expanded as

o0
v=Y v, (4.33)
o

where v;, = O(B%™) can be found by substituting into (4.2) the expansions for ¢ and ¢
given by (4.14). For example, up to the third order, v, (m =0, 1, 2) can be explicitly
found as

o = %o ’ (4.34q)
1o
280
vy = — + —[64“2 + n0(=28)7 + nog)1, (4.34D)
10 6170
C
ﬁ=%? [@ﬁwmz%+m$n
coh
+ 607 [3607024 — 36022 + 1200024 ¢s — 24003802 + 60n3 ¢l
14 2 2
+ 770(32 §o - 8770§6 §o 22U0§(;/ 16"(2)§0§(/)// + 777046/”)], (4.34c¢)

where the expressions for {2, and ¢, have been obtained in § 4.1. Then, after substituting
(4.33) into (4.31) and (4.32), one can find the following expressions for # and w

o
(=17 ;
u(X,7) = Z s, (X, 2), u, = Z W( 7+ h)szzfv;(m_j), (4.35a,b)
m=0

o0
(—1y*!
WX, 2) =) wh,(X.2), W, = Z(z TG mFTIDITS L (4.36a.b)

where u5, and w3 = are both O(B>™). The horizontal velocity profile below the solitary
wave crest is also of interest and can be found as U(z) = u(0, z) as

p2_ @ @ E—(H'Z/h)z}
U(z)/(gh) 1+ )2 |:1+{ 10+4 1+ v

N { (5820 + 8519 + 3194¢:2) N 3a(1 4 6a) (1 + z/h)?

21000 40 1+
32—a) (L+z/W*) , 3
(0] , 4.37
+— 07 a)2 + O0(y”) (4.37)
from which the horizontal velocity at the crest U, can be obtained as U, = U (ay).
945 A15-19


https://doi.org/10.1017/jfm.2022.544

https://doi.org/10.1017/jfm.2022.544 Published online by Cambridge University Press

W. Choi

L o
10F a
L o 7
0.8} Sl
N [ //
S 0.6 L ,z/ _______ il
Ol S
< [ 77
D04 2 1
02f 1
0 0.2 0.4 0.6 0.8
as/h

Figure 6. The particle velocity at the crest U, vs the solitary wave amplitude a,. The first (dotted), second
(dashed) and third-order (solid) strongly nonlinear solutions are compared with the numerical solution of the
Euler equations of Tanaka (1986) (symbols) as well as the third-order weakly nonlinear solution (dot-dashed).

By expanding (4.37) for small «, the weakly nonlinear solution correct to the third order
in o, can be obtained as

U@2)/(gh)'"? = a5+ 3a2[—1 + (1 +z/h)*]
+a[2 — 3L+ 2/ + 31 + 2/ + Oeh. (4.38)

The horizontal velocity at the crest U. = U(ay) is given, after neglecting terms of O(a;‘),
by

Ue/(gh)'* = a5 + 5503 + O(e)). (4.39)

These third-order weakly nonlinear solutions given by (4.38) and (4.39) are identical to
those in Grimshaw (1971).

In figure 5, the vertical profile of the horizontal velocity below the solitary wave crest
U(z) is computed for az/h = 0.65 and is compared with the numerical solution of the
Euler equations of Tanaka (1986), which was also confirmed by Madsen et al. (2002).
Once again, the third-order strongly nonlinear solution for the horizontal velocity profile
shows good agreement with the Euler solution. It is interesting to notice that there is
a considerable discrepancy between the third-order weakly nonlinear solution given by
(4.38) and the Euler solution for the velocity profile although the two solutions agree well
for the wave profile. This shows that an asymptotic result should be used with care, in
particular, when it is applied to a parameter range outside its validity. Figure 6 shows the
horizontal velocity at the crest of the solitary wave U, vs a;. Compared with the first-order
solution (Rayleigh’s solution), the third-order solution shows considerable improvement
in the comparison with the Euler solution of Tanaka (1986).

4.2.2. Pressure field
Using the Bernoulli equation given by

9 1
p=—p [gz + a—q: + E(u2 + wz)} , (4.40)
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the pressure field p(x, z, f) can be found as

PGz, 1) = —pgz+ Y pam(dp, 2, (4.41)

m=0
where p»,, are given, from (2.6a) and (4.35) and (4.36), by

— H(—1\ymt1 2m LE 2m—1
pom = p(=D"" (z+h) [(Zm)!at(D v)

I L e
i ; { QD!(2>m — D)! (D~v)(D v)

(z+ h)? 2t oyt ”
Tarmem i VP Ik (4.42)

In a frame of reference moving with a solitary wave, the dynamic bottom pressure
defined by P(X) = p(X, —h) — pgh is given, from (4.40), by

P(X) = po(#p, —h) = p(cv — $v7), (4.43)

which can be also found from (4.41) with py,, = 0 at z = —h for m #0. To compute the
dynamic bottom pressure, the expansion for v given by (4.33) is substituted into (4.43) and
is re-arranged to have

) m

1

PX) =Y P},(X). P, =p) <cz,nv;(m_j) - Evémvi(m_j)>. (4.44a,b)
m=0 Jj=0

In particular, to the third order in y, the bottom pressure below the crest of the solitary
wave P, = P(0) is given by

Pe  24a  aF ,

o
= 27 + 157"~ 10500 2010 + 3907w + 1597a?)y> + 0(y*).  (4.45)

Under the weakly nonlinear assumption, the expression of P, in (4.45) can be reduced to

P.
pgh

a5 — 307 + 305 +0()), (4.46)

where (4.29) has been used for the expression of «; in terms of «. This third-order weakly
nonlinear result was found previously by Fenton (1972).

Figure 7 shows the variation of the bottom pressure P, with the wave amplitude a;.
Compared with the third-order strongly nonlinear solution given by (4.45), the lower-order
solutions as well as the third-order weakly nonlinear solution over-predicts the bottom
pressure P, when the wave amplitude is finite.

5. Truncated evolution equations for long waves

The infinite series on the right-hand sides of the system given by (3.3) need to be truncated
for numerical computations. The nonlinear evolution equations for ¢ and ¢, correct to
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Figure 7. Bottom pressure below the wave crest P, vs the solitary wave amplitude a;. The third-order solution
(solid) is compared with the first- (dotted) and second-order (dashed) solutions as well as the third-order weakly
nonlinear solution (dot-dashed) of Grimshaw (1971).

O(B*M) are then given by

M M M
G=Y 0w, dp), =) Rl ), D= 0, ¢p),  (Slac)

m=0 m=0 m=0

where @»,,, Oz, and Ry, are given by (3.1), (3.4) and (3.5), respectively. This system will
be referred to as the Mth-order system.

Under the small-amplitude assumption of ¢/h = O(a/h) < 1, the truncated system
(5.1) can be linearized to

¢ =Somldpl,  Comlon,] = —g¢, (5.2a,b)
where the linear operators Syps and Cppy are given by

& (—pm Flg2(mt) =D en
Sy = — L pmriyenTl Gy = -~ _pemvem, 5.3a,b
M E am )] M E (5.3a,b)

|
m=0 m=1 (2)’)’1) ’

Notice that Cop[¢hp] and Sopys[¢p] are the linear approximations to @ and W. The linear
dispersion relation for (5.2) is then given by (2.16), which shows that the wave frequency
is always real for any choice of k and M.

When the zeroth-order (M = 0) approximation is made to (5.1), we have

G+ V-Vep) =0, ¢y, +g¢ + 1IVey|* =0, (5.4a,b)

which is the system of (non-dispersive) shallow water equations.
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5.1. First-order model

When the leading-order dispersive terms of O(ﬂz) are included, (5.1) can be reduced to
the first-order (M = 1) system given by

3
&+ V- [(n - %VZ) V%} —0, (5.5a)
nZ 1 772
1—2=V2)¢p| +8C+=Vop-Vo, =V- | V3¢, Voy |, (5.5b)
TR A AR A 2!

which is the system derived by Wei et al. (1995) for the bottom velocity potential. For
weakly nonlinear waves of o = O(f2), this first-order system can be further reduced to
the first-order weakly nonlinear model

h3

&+ Ve[(h+ Vel — ;(vz)zm =0, (5.6a)
n_, 1

(1 ST ) Goe+ 88+ 5V Vb =0, (5.6b)

which was first obtained by Mei & Le Méhaute (1966).
After taking the gradient, the first-order system (5.5) can be written, in terms of the
bottom velocity v = V¢, as

773
S O 570

v(Tv v L) =v[v. [T 5.7b
(g ol ) o]

This system is asymptotically equivalent to the strongly nonlinear long wave model for
the depth-averaged velocity, or the SG/GN equations. Using the relationship between the
bottom velocity v and the depth-averaged velocity u given, from (3.11), by
n?
v=ia+ gv%} + 0(BY), (5.8)

equation (5.7a) becomes (3.10) while (5.7b) can be written as

3 2 - 3
[a _ly (”—V.aﬂ +V (g; + la-a) -V [’7_(V.a)2 +2y (”—V-a)} . (5.9)
n 3 [ 2 2 n 3

Here, we have used V(V-i1) = V2 + O(ﬁz). This scaling can be seen from (3.12), or
V x it = —1(nVn x V2a) + O(B*) = 0(B?). (5.10)
After rearranging terms and using (5.10), one can show that (5.9) along with (3.10) yields
the SG/GN equations for the depth-averaged velocity u
&G+ Vetqu) =0, wu+uVu+gVe = %V [%S{V-ﬁt 4+ u-V(V-u) — (V-ﬁ)z}:| .
(5.11a,b)

For one-dimensional waves, Rayleigh’s solution given by (4.11) is the solitary wave
solution of (5.11), as pointed out earlier, with u = ¢(¢ /n).
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5.2. Second-order model

The second-order (M = 2) model correct to 0(,34) can be written explicitly as

773 775
&+ V. Hn — §v2 + §(v2)2} V¢b] =0, (5.12q)
’72 2 '74 2\2 1
|:{1 - EV + Z(V ) }¢bj|t +8¢ + §V¢b'v¢b
2 4
=V. (%vzqwm) - V. [%{W(vzmvm) + V(v2¢b>2}] : (5.12b)

The truncated total energy correct to O(B*) is given by E = Eg + E» + E4 with
Eyn(m =0, 1, 2) defined, from (3.15) and (3.16), by

1
o= / (8¢% + V-V epy) dix, (5.13a)
1
Er=3 / P’[(V¢p)* = Vu- V2V ] dx, (5.135)

E4 1P[3VA(Vp)-VE(V ) — 4V ) (V) + V- VAVl dx.  (5.13¢)

5!
As mentioned previously, unlike the system for the surface velocity potential and that for
the depth-averaged velocity, it can be shown that the system given by (5.12) conserves
the truncated total energy only asymptotically. Likewise, the second-order solitary wave
solution obtained in § 4 is only the asymptotic solution of the second-order system (5.12).

5.3. Truncated model with the full linear dispersion relation

The truncated system (5.1) for the bottom velocity is always well-posed at any order of
approximation, but the linear dispersion relation of a lower-order model is inaccurate,
in particular, for short waves. While the system is supposed to correctly describe only
long waves, one cannot avoid short waves excited by, for example, numerical errors,
nonlinearity and bottom variation. Following Whitham (1974), the truncated system (5.1)
can be modified to include the full linear dispersion relation as

M
& =—Llgp] + |:<Z QZm) - 52M[¢b]} ; (5.14a)
m=0

M M
|:¢b + (Z <1§2m> — Cm[%]} = Z Rom, (5.14b)
t m=0

m=1

where the Fourier transform of an integral operator L[¢p] is defined, from (2.5), as

E/[d;] = —(ktanh kh)qﬁb so that W >~ —L[¢p]. Here, the local operators Sryy and Copyy
defined in (5.3) are introduced to eliminate the truncated linear dispersion relation while
L[] provides the full linear dispersion relation: w* = gk tanh kh. This idea was first
proposed by Whitham (1974), who replaced the third-order spatial derivative term in the
KdV equation by an integral operator that produces the full linear dispersion relation for
uni-directional waves. Nevertheless, it should be remarked that the system given by (5.14)
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is asymptotically inconsistent and needs to be carefully tested prior to its application.
Furthermore, the high-order nonlinearity in the strongly nonlinear long wave model along
with the full dispersive terms could increase the wave steepness (Whitham 1974), which
makes computations challenging. Even for ill-posed systems, the (unstable) linear terms
can be replaced by the same non-local term to regularize the systems (Choi 2019), but
the issues mentioned above cannot be avoided. Therefore, care should be taken in using
the regularized strongly nonlinear model (5.14) until the interplay between high-order
nonlinearity and full dispersion is fully understood.

6. Numerical solutions of the system for the bottom velocity

For one-dimensional waves, after differentiating once with respect to x, the second-order
system (5.12) valid to 0(;34) can be written as

U U
&+ (ﬂv - §Uxx + ;vxxxx) =0, (6.1a)
! ! .

n” n* n*
[v-— (§Tvx—-ZTvmx)x}t+-g§x+-vux:=[ETvvx—-ZT(vuux%—vaum)}Lx, (6.1b)

where ) = h + ¢ and v = ¢,. After dropping terms proportional to n* and 7° in (6.1) that
are O(B%), one can obtain the first-order system valid to O(B?) as

n n* n*
&+ nv— ;Uxx =0, v— va + 8¢ +vvy = 51)11)C . (6.2a,b)
° X ° xdr ° XX

Finite difference schemes have been widely used to solve long wave models due to
their simplicity along with their convenience in inverting an operator that appears in
the time derivative on the left-hand side of (6.1b), or (6.2b). To test if finite difference
approximations are suitable for the strongly nonlinear system for the bottom velocity, we
first consider the first-order system (6.2).

6.1. Finite difference approximation to the linearized first-order system
After all physical variables are non-dimensionalized with respect to & and g (or,
equivalently, 7 = g = 1 are chosen), the linearized system for ¢ and v given, from (6.2),
by
G+ ve— g =0, (U — Jvn)i + & =0, (6.3a,b)

can be approximated, using the second-order central difference scheme in space, as
& +Dov — tDoD4D_v =0, (v— $DD_v); + Do¢ = 0. (6.4a,b)

Here, D4, D_ and Dy are the forward, backward and central differences, respectively, so
that the finite difference approximations for the first-, second- and third-order derivatives
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are given by

2

Vit] — Vi—1 AXx
Dov; = HTCJ =y ey + o(AxY, (6.5a)
viel — 20 + v Ax?
DJ,_D_UJ‘ = It AXJZ J = Uxxj + vaxxxj + O(Ax4), (65b)
Vito — 20ix1 + 2vi_1 — vi_2 Ax?
DoD4D_vj = & J+2Ax3 ] T2 = v + — Ve + o(AxY),  (6.5¢)

where Ax is the grid size and v; = (x;, 1) with x; = jAx. Notice that the terms proportional
to Ax? in (6.5) represent the leading-order truncation errors associated with the central
difference approximation adopted here and can be found by expanding vj+1 and vj1; for
small Ax about x = x;.

With these finite difference approximations, the linear system (6.3) is modified to

2

1 2 Ax 4
S+ vy — 8(1 — AX")Vxx — Hvxxxxx = O(Ax"), (6.6a)
b= 20 ) det 28— ocarh (6.6b)
v zvxx o Uxxxx ; Cx 6 Cxxx = X" ), .

whose linear dispersion relation can be obtained as

Ax? 1 Ax? 1 1 Ax?

2 2 2 2 2 2 2 4

=Kk (1— =k ) |14+ =k - =1+ -k 14+ k> — —&*),
“ ( 6 )[ 6 6 ( 4 )]/( 2 24 )

(6.7)

which can be reduced to (2.16) with M = 1 as Ax — 0. The question is if the right-hand
side of (6.7) is always positive when Ax is small, but non-zero. If not, w is purely
imaginary for a certain range of k and the finite difference scheme would then be unstable
to disturbances whose wavenumbers are within the range. Notice that the denominator
of (6.7) is always positive for 0 < k < kj;qx, Where kj,qy 1S the maximum wavenumber
resolved by a finite difference scheme given by k. = m/Ax. Then, the sign of the
right-hand side of (6.7) follows that of its numerator, from which the range of k = kAx
for imaginary w or numerical instability can be approximated by 2 < k < /6 ~ 2.449 for
small Ax. This implies that, when the system given by (6.2) is discretized, the disturbances
whose wavenumbers are within this range can be unstable when they are excited. As the
growth rate in (6.7) is proportional to 1 /Ax with k = O(1), the numerical scheme becomes
more unstable when Ax is decreased to obtain a more accurate solution.

It should be recalled that this difficulty arises from the finite difference approximation
of high-order spatial derivatives in (6.2) even though the system is well-posed.
This discussion can be also applied to the weakly nonlinear model for the bottom
variable although its nonlinear behaviour would be different from its strongly nonlinear
counterpart.

On the other hand, the first-order or SG/GN equations for the depth-averaged velocity u
is given, from (A 10) after dropping terms of O(8%), by

_ _ 1 3 o ,72_ ) i 773_
&+ (nu)x =0, Uu——Mu)y | 8o+ uu,=|—u"+— | —ux .
377 t 2 T] xdx

945 A15-26


https://doi.org/10.1017/jfm.2022.544

https://doi.org/10.1017/jfm.2022.544 Published online by Cambridge University Press

High-order long wave approximation

When the SG/GN equations are linearized and discretized using the previous second-order
finite difference scheme, they can be modified to

_ Ax? _ 4
G+ ux + Tuxxx = O(Ax"), (6.9a)

I AxX? _ et Ax? o(Axh) (6.95)
U— ZUy — ——U — o = x), .
3 XX 36 XXXX , é‘x 6 {XXX

whose dispersion relation can be found as

A2\ 1, AR
=2 (1-2 14+ k> — 2544 (6.10)
6 3 36

The right-hand side of (6.10) can be shown always positive for 0 < k < k4, for any
choice of Ax and, unlike that for the bottom velocity v, the modified system for
the depth-averaged velocity u is always neutrally stable with the second-order central
difference approximation. Furthermore, unlike that given by (6.7), the frequency w given
by (6.10) for the depth-averaged system is independent of Ax and is bounded as Ax — 0,
which implies the system given by (6.8) imposes little constraint on the choice of At for
numerical stability. Therefore, the system for the depth-averaged velocity is more suitable
for numerical computations than that for the bottom variable. Unfortunately, the issue of
the depth-averaged system is that it could be ill-posed when truncated at even orders in 5.

While we only consider the first-order system, the similar numerical issues discussed
previously are expected to appear in the higher-order systems for the bottom velocity. As
the order of approximation increases, we need to include higher-order spatial derivatives,
which would make the corresponding modified system more unstable. This indicates
that finite difference approximations might not be so suitable to solve the strongly
nonlinear system for the bottom velocity given by (6.1) or (6.2). Therefore, we adopt
a pseudo-spectral method, with which high-order spatial derivatives can be accurately
evaluated.

6.2. Pseudo-spectral method for the second-order system

To solve (6.1), we use a pseudo-spectral method based on Fourier series, where ¢ and v
are approximated by finite complex Fourier series

N/2 N/2
te= Y Lo vwn= Y e, (6.11a,b)
n=—N/2+1 n=—N/2+1

where N is the total number of Fourier modes for computations and k, = 27n/L with L
being the computational domain length. We use a fast Fourier transform routine to compute

the complex Fourier coefficients (Zp, Dy) for =N /2+ 1 <n < N/2 defined by

N—1 N—1
G = gne i b0 =y e e, (6.12a,b)
j=0 =0

where (1) = ¢(x;, 1) and v;(1) = v(x;, 1) with x; =jAx(j=0,...,N —1). When
linearized, (6.1) yields a coupled system of ordinary differential equations for Z,(t) and
U,(2), from which one can find the dispersion relation given by (2.16) with M = 2.

945 A15-27


https://doi.org/10.1017/jfm.2022.544

https://doi.org/10.1017/jfm.2022.544 Published online by Cambridge University Press

W. Choi

In solving (6.1), the spatial derivatives are evaluated in Fourier space while the nonlinear
terms are computed in physical space. Then, the evolution equations in (6.1) are integrated
in time using the fourth-order Runge—Kutta (RK4) scheme.

At every time step when a nonlinear system is solved numerically with finite Fourier
series, aliasing errors are introduced and a filter needs to be applied to eliminate them.
As the order of nonlinearity My, is given by My = 2M + 2, with M being the order of
approximation, one can in principle eliminate the aliasing errors by removing the Fourier
coefficients En and v, for |n| > [(Mny — 1)/(Mnr + 1)]1(N/2) so that we only keep the
Fourier modes for |n| > [2/(Myr + 1)] (N/2). Although the total energy is conserved only
asymptotically for (6.1), it is monitored to make sure that the de-aliasing filter produces no
significant energy loss.

After solving (6.1a) for ¢ and (6.1b) for @, given by

2 4
n n
(px =V — (EUX — 4—!Uxxx)x s (613)

one needs to invert (6.13) to find v at a new time step. A similar inversion step was required
to solve the regularized two-layer long wave model for internal waves proposed by Choi,
Barros & Jo (2009), for which an iterative scheme was developed for the inversion (Choi,
Goullet & Jo 2011). Here, we adopt a similar iterative scheme, which can be written as

%-2 ) 54 4) (41 772 52 774 %-4
1— 2024+ 204D = + | - oW — (= =2 )|, (6.14)
( 207 7417 * 20 21)F 41 41 ) e

where v™ is the estimate after the nth iteration step (n > 0), v©@ is an initial guess
and £ is a numerical parameter to accelerate the convergence of this iteration scheme,
which is chosen to be & = 4y, as discussed in Appendix C. After the right-hand side
of (6.14) is evaluated in physical space, the linear operator with constant coefficients
on the left-hand side can be easily inverted in Fourier space. This iterative scheme is
repeated until |[v®FD — @ || /][0 || < 1071 is satisfied, where ||| denotes
the maximum of |vj(n)| forj=1,...,N.

Alternatively, one can use (3.7) to find the following approximate expression for v in
terms of two known functions, n(= s + ¢) and @,

n? n? (n? UN
v>vgt+ vy t+uvg =D+ (2—!q§xx)x — |:§ (2—!d>xx>xx — 4—!<Dxxxx:|x. (6.15)

As this is the asymptotic inversion of (6.13) with an error of 0(,36), the numerical
inversion with the iterative scheme given by (6.14) is more preferable as § increases. In
the meantime, (6.15) is used to find an initial guess for v to start the iteration in (6.14).

In our computations, the steady solitary wave solution of the Euler equations obtained
in § 4 is chosen for the initial condition for ¢ while the steady form of (6.1a), or

2 4
M2, M 4 g
(1 — yax + yax) v = 7, (616)

is used to find the initial condition for v using an iterative scheme similar to (6.14).
Figure 8 shows the numerical solution of the first-order system (6.2) for the propagation
of a solitary wave for two different amplitudes: a = 0.2 and 0.4. Notice that a; = a for
the first-order solution. The total computational domain is given by —200 < x < 200
although the solution is shown over —50 < x < 50. The number of Fourier modes is
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Figure 8. Numerical solutions of the first-order system (6.2) for the propagation of a solitary wave of
(a) a/h = 0.2 and (b) a/h = 0.4. The initial condition for ¢ is given by the first-order solitary solution (4.11)
while that for v is found by solving numerically (6.16) without the last term on the left-hand side. The time
evolution of the surface elevation ¢ is shown for 0 < #(g/h)!'/?> < 200 in a frame of reference moving with the
solitary wave speed co defined by (4.10).

N = (5/2) x 2° so that 2° Fourier modes are meaningful after applying the de-aliasing
filter. The time step is chosen to be Az = 0.1, which satisfies the stability condition for
the RK4 scheme. At ¢ = 200, the loss of the truncated total energy £ = Eg + E» + O(/B4)
defined by (3.16) is approximately 0.199 % and 1.703 % for a = 0.2 and 0.4, respectively.
It should be remembered that the truncated total energy is conserved only asymptotically.
As the numerical model runs smoothly, the system for the bottom velocity is confirmed
to remain stable when the pseudo-spectral scheme is used. However, as the first-order
solitary wave solution of the Euler equations given by (4.11) is not the exact steady solution
of the first-order system (6.2), it sheds small-amplitude waves for initial adjustment. For
the initial condition for v, instead of solving numerically (6.16), one can choose v, given
by (4.34a), but the duration for the initial adjustment increases. It is observed that the
amplitude of dispersive tails for a = 0.4 is greater than that for @ = 0.2, which implies
that the first-order approximation might not be sufficient enough to describe the solitary
wave of a = 0.4.

The numerical solution of the second-order model (6.1) for a = 0.4 is shown in figure 9.
In this computation, we use the same numerical parameters as before, except for the
number of Fourier modes, which is now N = (7/2) x 29 as the order of nonlinearity
increases from 4 to 6. Compared with the first-order solution shown in figure 8(b), the
initial solitary wave sheds dispersive tails of smaller amplitudes for a shorter time period
and is deformed to an almost steady profile at r = 200, as can be seen in figure 9(a).
The truncated energy E = Eo + E» + E4 + 0(,86) defined by (3.16) initially decreases
in time, but reaches a steady state, as shown in figure 9(b). The total energy loss at
t = 200 from its initial value is approximately 0.230 %. As shown in figure 9(c), when
the numerical solution at + = 200 is compared with the initial condition, it appears slightly
ahead of the initial profile. The wave speed computed from the numerical solution of
the second-order model increases only by 0.37 % from the second-order wave speed
¢y = 1.197 computed from (4.24). Therefore, it can be concluded that the second-order
model well approximates the second-order solitary wave solution for a = 0.4. Notice that
the solitary wave amplitude a, defined by (4.26) for a = 0.4 is given by a; =~ 0.443 for the
second-order solution.
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Figure 9. Numerical solution of the second-order system (6.1) initialized with a solitary wave of a/h = 0.4,
or ag/h >~ 0.443. The initial condition for ¢ is given by the second-order solitary wave solution (4.11) while
that for v is found by solving numerically (6.16). (a) Time evolution of the surface elevation ¢ is shown for
0<tg/ h)'/2 < 200 in a frame of reference moving with the solitary wave speed ¢ = ¢o + ¢ with ¢ and ¢;
defined by (4.10) and (4.18), respectively. (b) Truncated total energy E vs time ¢. (c) Comparison between the
numerical solution (solid line) for ¢ at #(g/h)"/? = 200 and the initial condition (circles).

6.3. Comparison with experimental data for head-on collision

To test the second-order model (6.1) for time-dependent problems, we study the head-on
collision of two counter-propagating solitary waves for which precision measurements
of wave profiles were recently made by Chen & Yeh (2014) using the laser induced
fluorescence technique. Although they studied the head-on collision of two solitary
waves of the same amplitude (a; = 0.4), their measured wave profile in the first time
snapshot shown in Chen & Yeh (2014) is slightly asymmetric about the centre of the
two waves and the approximate amplitudes of the right- and left-going waves are found
to be approximately a; = 0.40 and a; = 0.39, respectively. As an initial condition, one
can locate two solitary waves of these amplitudes far away from each other, but, for
the comparison with their experimental data, it is more convenient to place them at the
locations where the two solitary waves are observed in the first snapshot.

In figure 10, the first- and second-order solitary wave solutions for a; = 0.4 are
compared with the experimental data of Chen & Yeh (2014) to make sure that the
initial solitary wave profile is close to their measurement for this amplitude. The
second-order solution given by (4.11) well approximates the measurement and, therefore,
the superposition of two second-order solitary wave solutions of slightly different wave
amplitudes (0.4 and 0.39) might be considered a good initial condition. Assuming their
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Figure 10. Comparison of solitary wave solutions found in § 4 with the experimental data (symbols) of Chen
& Yeh (2014). The second-order solution (solid) is given by ¢ = ¢y + ¢» with for a;/h = 0.4 (a/h = 0.3644),
where ¢o and ¢; are given by (4.11) and (4.19), respectively; the first-order solution (dashed) is given by { = ¢o
with a;/h = a/h = 0.4; the weakly nonlinear second-order solution (dotted) of Grimshaw (1971) with a;/h =
a/h = 0.4 is also given by (4.28b) without third-order terms. Notice that the first-order solution is almost
indistinguishable from the weakly nonlinear second-order solution for this amplitude.

1.0
¢/h
20 & =0
o 15
0
~
s
=10
5 —
0 . u
—20 —15 —-10 -5 0 5 10 15 20

Figure 11. Numerical solution of the second-order system (6.1) for the head-on collision of two solitary waves.
The system is initialized with two second-order solitary wave solutions (4.11). The right-going wave of a;/h =
0.4 (a/h ~ 0.366) is located at x/h = —8.23 while the left-going wave of a;/h = 0.39 (a/h ~ 0.356) is located
atx/h = 8.15.

interaction is initially small as they are far apart, the two solitary waves located at
x = —8.23 and 8.15 are linearly superposed at r = 0. Both the first-order solution given
by (4.11) and the weakly nonlinear second-order solution of Grimshaw (1971) given by
(4.28b) are also shown in figure 10 and are found slightly wider than the second-order
solution (4.11).

The numerical solution of the second-order model (6.1) for the head-on collision of two
solitary waves of a; = 0.4 and ag = 0.39 is shown in figure 11. The numerical method
described in the preceding section is adopted with the following numerical parameters:
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—80 <x<80,N=(7/2) x 28 0 <1 <20, Ar = 0.01. Notice that the solution over
—20 < x < 20 is presented in figure 11. The numerical filter for de-aliasing is also used
and the loss of the truncated energy at t = 20 is approximately 0.130 %.

Figure 12 shows the numerical solution of the second-order model (6.1) compared with
the experimental data of Chen & Yeh (2014). In addition, the numerical solutions of two
first-order systems: one is the system for the bottom velocity given by (6.2) and the other is
the SG/GN equations for the depth-averaged velocity given by (6.8). The aforementioned
numerical method for the second-order system is also used for the first-order systems.
Notice that the truncated energy is exactly conserved for the SG/GN equations and its
loss for the numerical solution is found to be 1.03 x 107 %, which implies that our
numerical method can be considered accurate. Therefore, one can conclude that the system
for the bottom velocity loses more energy due to the fact that the truncated energy is not a
conserved quantity, and the de-aliasing filter is not a main source of the energy loss.

In figure 12, the numerical solutions of the first-order models (for both the
depth-averaged and bottom velocities) agree reasonably well with the experiments, but
they show some discrepancy at the end of collision shown in figure 12(e,f). The
measurements at ¢ — t, = 1.02 and 1.79 are correctly predicted only by the second-order
model given by (6.1), which shows that the high-order model is necessary to capture the
finite-amplitude effect on the collision.

7. Conclusion

We have studied a system for strongly nonlinear long waves expanded in 82, where the
long wave parameter 8 = h/A is the only small parameter in the expansion without any
assumption on the amplitude parameter « = a/h. It has been shown that, as its linear
dispersion relation is always real at any order of approximation in 82, the high-order
long wave model for the bottom velocity is most useful to study the evolution of
finite-amplitude waves in shallow water. On the other hand, the long wave systems for
other velocities, including the depth-averaged and surface velocities, could be unstable
to short-wavelength disturbances at some orders of approximation. For example, the
first-order strongly nonlinear system for the surface velocity, or the second-order system
for the depth-averaged velocity that could be unstable should be avoided for numerical
computations. Furthermore, once a system becomes unstable, its initial value problem is
ill-posed, as signified by the unbounded maximum growth rate. It has been shown that the
instability and ill posedness are associated with truncation of the linear dispersion relation
for long waves.

Using the strongly nonlinear system for the bottom variable, it has been shown that the
steady solitary wave solution of the Euler equations can be obtained asymptotically, and an
explicit solution valid to the third order in A has been obtained. Its validity has been tested
for the wave profile, horizontal velocity profile, particle velocity on the crest and bottom
pressure. The third-order solution has been found to agree well with numerical solutions
of the Euler equations and has improved the first-order strongly nonlinear solution of
Rayleigh (1876) and the third-order weakly nonlinear solution previously obtained by
Grimshaw (1971).

While the high-order strongly nonlinear system for the bottom velocity is suitable for
practical applications, its introduction of high-order spatial derivatives brings another
difficulty when it is solved numerically. As finite difference approximations introduce
truncation errors in the form of even higher-order spatial derivatives, they alter the
behaviour of high wavenumber disturbances of the original system so that the modified
system is unstable. To avoid these numerical issues, a pseudo-spectral method with an
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Figure 12. Comparison of numerical solutions (solid: second-order; dashed: first-order; dot-dashed: SG/GN)

with the experimental data (symbols) of Chen & Yeh (2014): (a) (t — tc)(g/h)'/ 2= _7.42; (b) —2.69;
(c) —0.64; (d) 0; (e) 1.02; (f) 1.79; (g) 6.14; (h) 10.10. Here, . is the time when the maximum peak is observed
during the collision.

iterative scheme to invert a non-local operator has been proposed to evaluate accurately
high-order spatial derivatives and its effectiveness has been demonstrated for the
propagation of a solitary wave and the head-on collision between two counter-propagating
solitary waves in comparison with the experimental measurement of Chen & Yeh (2014). A
similar numerical technique has been successfully applied to a strongly nonlinear internal
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wave model for the velocities at the top and bottom boundaries of a two-layer system (Choi
et al. 2009), which is a regularized version of the strongly nonlinear long internal wave
equations of Miyata (1988) and Choi & Camassa (1999) for the depth-averaged velocities.

To study the evolution of nonlinear long waves, one can use the HOS method
discussed in § 2.2, which was originally developed for nonlinear surface waves of arbitrary
wavelengths in water of finite depth. As it assumes nothing on the magnitude of j,
the HOS method provides the full linear dispersion relation and is therefore free from
the ill posedness resulting from the long wave approximation. However, the expansion
used in the HOS method is based on the smallness of the wave steepness € defined by
€ = a/A with the finite-depth assumption, or 8 = h/4 = O(1). Therefore, when it is used
to study the evolution of long waves, the HOS method implicitly assumes o« = a/h < 1
as € = aff < 1. For small-amplitude long waves, the low-order HOS method would be
acceptable, but, for finite-amplitude long waves, it is not so effective as the strongly
nonlinear long wave model (Choi 2019). As the order of nonlinearity is 2(M + 1) in the
Mth-order strongly nonlinear long wave model, one should use the 2(M + 1)th-order HOS
method to describe the same level of nonlinearity, which would be so computationally
expensive. For example, for long waves, the sixth-order HOS model is equivalent to the
second-order strongly nonlinear long wave model that we have studied numerically.

The stability of the high-order solitary wave solution found in § 4 is an open question
and its investigation is of interest in comparison with that of the fully nonlinear solution of
the Euler equations (Tanaka 1986; Tanaka et al. 1987). While the strongly nonlinear long
wave model has been discussed for the case of flat bottom, it can be generalized, without
a major difficulty, to the case when the bottom varies in space and time.
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Appendix A. Long wave model for the depth-averaged velocity
From (3.1), ¥V = V@ can be expressed, in terms of ¢ and v = V¢, as

V=> Vv, V=V [((21))‘ 2mv2<'"—1)v-v} : (Ala,b)

By substituting (3.11) into (A1), V can be expressed, in terms of ¢ and the depth-averaged
velocity u, as

o0
V=2 V(. . (A2)
m=0
where Vo = u and Vo, (m > 1) are given by

. (=1)/ D o -
V2m=2 GV B2y +V '72@ o VIV e, (AY)
J=

with vy; defined in (3.11).
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Then, the evolution equations for ¢ and u can be written as
o.¢]
G+ Vi) =0, Vi=Y VR, ), (Ada,b)
m=0

where V' is given, in terms of ¢ and u, by (A2) with (A3). In (A 4), Roy, (m > 0) are given
by

Ro=—g¢ — %f/o'f/o, Ry=-VoVy+ %Woz, (A5a,b)
~ 1 mo _ 1 m—1 o
Rom = =3 Z Vaj-Vam—p + 5 Z W2iWan—j-1)
j=0 J=0
1 m—2 o
+ 5|V{|2 Z WoiWon—j—2y form > 2, (A5c¢)
j=0

where Wy, are given by
_1y+ ]
Wanm =) etV V . (A6)

Although it was presented differently, the system (A 4) was previously obtained by Wu
(1999) and, from (3.14), its total energy can be expressed, in terms of ¢ and u, as

| i 1 g
E = 5 /(gg2 +nu-V&)dx = 5/ (g;z + nu- Z Vzm> dx. (A7)

m=0

When truncated at O(f82), the system given by (A4) becomes the SG/GN equations
while the next-order approximation will yield the second-order system, or the extended
SG/GN equations (Matsuno 2016) with V', and Ry, given by

Vo=u, V)= —%zv%‘l —nVnV-a, (A8a,b)
- n* 4- ’72222— N 292~
V4= %V u-— EV n“V<u) — ?le V<u, (A8c)
Ry = —gt — %a-a, Ry = %Z(V-iz)z + u- (%zv%} + nvw-a) , (A9a,b)

= 774 4 ’72 2, 22 ’72 22
Ry = —u+ | —V*u — —V?*V*0) — —|Vn|*V?i
4 u[30 u—1e (n"V<u) 3)I nl u}
2 2 3
L9 Vv V. (VoY) + L VIRV, (A9
53 u+nvnV-u +?( -u)(Vn- u)+§| n*mVv-u)=.  (A9)
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For one-dimensional waves, the second-order system can be written, in conservative form,
as

&+ (mu)y =0, (A10a)

_ 1 _ 1 __
u— _(773ux) - _(77 Up)xx | + &Cx + Uiy
45n p

4 = /5
n_n, n-_ n'_ o, ufn._
= + - ( u> S +—<—u> ] (A10b)
[2x 37), 187 T \45t) ],

which conserves exactly the total energy given, from (A7), by

1 2 -2 ’73- 2 ’75- 2
E=§ 8¢~ + nu +?Mx —Euxx dx. (All)

Alternatively, after using (A10a), equation (A10b) can be re-written as

- 1 _ __ _
U+ uuy + g8y = %[7]3{’/‘)61 + Uty — sz}]x

1 _ _ - _ - _
+ E[{ns (Uxxr + Uxlhyy — Stixlixye) }x — 3775”xx2]x» (A12)
which is the form obtained by Matsuno (2015).

Appendix B. Steady equations for solitary waves

For steady solitary waves, the first four expressions of Fo,,(¢; ¢) (im =0, 1, 2, 3) in (4.5)
are given by

1 2 ¢
Fo(c;c>=§c ———2—2g , (B1)
n
R0 = ¢ @/2 2n¢"), (B2)
2 : 4 2 2 3 2,112
Fy(¢50) = — %07 2(125/ —A8nc" ¢ A+ 27"+ 307", (B3)
62 2
Fe(¢;0) = W[m;“ — 1320n¢"¢" + 156n°¢ "¢
+30¢ 260" + 145¢") — 120°¢' Gng ™ = 340"
_ 2773(2772;(6) o 1277;///2 + 3n§.////§// - 65{'//3)]. (B4)
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Appendix C. Convergence of the iterative scheme

Similarly to Choi et al. (2011), the convergence of the iterative scheme introduced in (6.14)
can be tested as follows. In Fourier space, (6.14) can be written as

(ChH

E2 5 EY s o N (1 &N\l
(1+§k +Ek v —@x— 5—5 k + E—E k v,

where 7 is a constant in a possible range of 7, which is 0 < 7 < §uax = 1 + Enax. After

the nth iteration, the expression for 5™ can be found as
@, 1— (="
H = o [ . =N } + (=", (C2)
<1 + 51+ 4—,k4> +r
where v(® is the initial guess and r is given by
8N e (0 E
k® + k
212! 4! 4!
r= (C3)
1+§H+§#
2! 4!

The behaviour of r for large k is of interest (Choi et al. 2011). Then, the condition for
convergence given by |r| < 1 can be written as

ny — &
§4
from which one can see that |£] > 27 /459. As 0 < 19 < Nmax if the condition of || >

27149 ax is satisfied, the iterative scheme always converges. In our computations, we
choose & = 1,4, for simplicity.

<1, (C4)
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