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Abstract

We prove that, for any small ε > 0, the number of irrationals among the following odd
zeta values: ζ(3), ζ(5), ζ(7), . . . , ζ(s) is at least (c0 − ε)(s1/2/(log s)1/2), provided s is a
sufficiently large odd integer with respect to ε. The constant c0 = 1.192507 . . . can be
expressed in closed form. Our work improves the lower bound 2(1−ε)(log s/log log s) of the
previous work of Fischler, Sprang and Zudilin. We follow the same strategy of Fischler,
Sprang and Zudilin. The main new ingredient is an asymptotically optimal design for
the zeros of the auxiliary rational functions, which relates to the inverse totient problem.

1. Introduction

The Riemann zeta function ζ(s) is one of the most fascinating objects in mathematics. Due to
the work of Euler and Lindemann, it is well known that for any positive integer k, the Riemann
zeta value ζ(2k) is a (non-zero) rational multiple of π2k; therefore, is transcendental. One may
want to further investigate the odd zeta values, i.e., the numbers ζ(2k + 1). It is conjectured
that π, ζ(3), ζ(5), ζ(7), . . . are algebraically independent over Q, but very little is known.

We mention a few works on this subject. In 1978, Apéry proved that ζ(3) is irrational [Apé79].
(See also van der Poorten’s report [Poo79] and Beukers’ alternative proof [Beu79]. For a survey,
see [Fis04].) In 2000, Ball and Rivoal [BR01] (see also Rivoal [Riv00]) showed that for all odd
integers s � 3, we have the following asymptotics as s → +∞:

dimQ

(
SpanQ

(
1, ζ(3), ζ(5), ζ(7), . . . , ζ(s)

))
� 1 + o(1)

1 + log 2
log s.

The proof of Ball and Rivoal makes use of Nesterenko’s linear independence criterion [Nes85]
and the following auxiliary rational functions:

R(BR)
n (t) = n!s−2r

∏(2r+1)n
j=0 (t − rn + j)∏n

j=0(t + j)s+1
.

As a corollary, there are infinitely many irrational numbers among odd zeta values. In 2018,
Zudilin [Zud18] studied the following rational functions (with s = 25):

R(Z)
n (t) = 26nn!s−5

∏6n
j=0(t − n + j/2)∏n

j=0(t + j)s+1
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and proved that both series
∑∞

t=1 R
(Z)
n (t) and

∑∞
t=1 R

(Z)
n (t + 1

2) are Q-linear combinations of
odd zeta values with related coefficients; it provides a new elimination procedure. Zudilin’s
new idea inspired many works afterwards (see Sprang [Spr18] and Fischler [Fis20]). Based on
further developments in [Zud18] and an important arithmetic observation of Sprang [Spr18,
Lemma 1.4], in 2018, Fischler, Sprang and Zudilin [FSZ19] proved for all ε > 0, for any odd
integer s which is sufficiently large with respect to ε, with the help of the following rational
functions:

R(FSZ)
n (t) = D3Dnn!s+1−3D

∏3Dn
j=0 (t − n + j/D)∏n

j=0(t + j)s+1
,

that the number of irrationals in the set {ζ(3), ζ(5), ζ(7), . . . , ζ(s)} is at least 2(1−ε)(log s/log log s).
(See also [FSZ18].)

In the current work, we prove the following result.

Theorem 1.1. For any small ε > 0 and for all odd integers s sufficiently large with respect to

ε, there are at least

(c0 − ε)
s1/2

log1/2 s

irrational numbers among {ζ(3), ζ(5), ζ(7), . . . , ζ(s)}, where the constant

c0 =

√
4ζ(2)ζ(3)

ζ(6)

(
1 − log

√
4e2 + 1 − 1

2

)
= 1.192507 . . . .

The proof is a natural extension to the original ideas of Zudilin [Zud18] and Sprang [Spr18].
Our main strategies are exactly the same as [FSZ19], though an amount of small technical
modifications is involved. The major new ingredient of our work is an asymptotically optimal
design for the rational zeros of the auxiliary rational functions. In an earlier version of this note,1

we made use of the rational functions( D∏
d=1

d3dn+1

)
n!s+D−(3/2)D(D+1)

∏D
d=1

∏3dn
j=0(t − n + j/d)∏n

j=0(t + j)s+D

and proved that the number of irrationals in the set {ζ(3), ζ(5), . . . , ζ(s)} is at least
1
10s1/2/ log1/2 s for any odd integer s � 104. In order to improve the constant 1

10 , we need to
consider more technical modifications; see Definition 2.3. Since our constructions inherit the
spirit of R

(FSZ)
n (t), we refer to them (and a class of similar constructions) as FSZ constructions.

It turns out that the optimal design for the zeros of FSZ constructions is in connection with the
inverse totient problem.

The structure of this note is as follows: in § 2, we introduce the auxiliary rational functions
Rn(t) and related linear forms. In § 3, we study the arithmetic of the denominators appearing in
the linear forms. In § 4, we bound the growth of the linear forms. In § 5, we prove Theorem 1.1.
Finally, in § 6, we show that under certain constraints, the FSZ auxiliary functions constructed
in this note are the most economical ones (up to an o(1) term).

1 https://arxiv.org/abs/1911.08458v1.
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2. Auxiliary functions and linear forms

Let r = num(r)/den(r) be a positive rational number, where num(r) and den(r) are the numer-
ator and denominator of r in reduced form, respectively. We refer to r as the Ball–Rivoal
length parameter [BR01]. Eventually we will take the rational number r arbitrarily close to
r0 = (

√
4e2 + 1 − 1)/2 ≈ 2.26388 in order to maximize a certain quantity.

Let s be a positive odd integer and B be a positive real number. We will always assume
that:

(1) both s and B are larger than some absolute constant;
(2) s � 10(2r + 1)B2.

Eventually we will take B = cs1/2/ log1/2 s for some constant c.

Definition 2.1. We define the following two sets which depend only on B:

(1) the denominator set
ΨB = {b ∈ N | ϕ(b) � B},

where ϕ(·) is the Euler totient function;
(2) the zero set

FB =
{ a

b
∈ Q

∣∣∣ b ∈ ΨB, 1 � a � b and gcd(a, b) = 1
}

.

The zero set FB consists of the zeros in the interval (0, 1] of our auxiliary rational functions,
and the denominator set ΨB consists of different denominators of the zeros. We collect some
properties of these two sets. The first property is known in the topic about the inverse totient
problem.

Proposition 2.2.

(1) The size of the set ΨB is

|ΨB| =
(

ζ(2)ζ(3)
ζ(6)

+ oB→+∞(1)
)

B.

(2) For any b ∈ ΨB, we have {
1
b
,
2
b
, . . . ,

b

b

}
⊂ FB.

(3) If B is larger than some absolute constant, then

|FB| � B2.

Proof. For the first proposition, we refer the reader to [Dre70] or [Bat72]. Since

|FB| =
∑

b∈ΨB

ϕ(b) =
�B�∑
m=1

m (|Ψm| − |Ψm−1|) = �B	 ∣∣Ψ�B�
∣∣ − �B�−1∑

m=1

|Ψm| ,

the first proposition implies that |FB| = (1
2(ζ(2)ζ(3)/ζ(6)) + o(1))B2. Now, ζ(2)ζ(3)/ζ(6) =

1.94 . . . < 2 and the third proposition follows. For the second proposition, note that if b ∈ ΨB

and b′ is any divisor of b, then ϕ(b′) � ϕ(b) � B, so b′ ∈ ΨB. Therefore, for any k ∈ {1, 2, . . . , b},
we have k/b = (k/ gcd(k, b))/(b/ gcd(k, b)) ∈ FB. �
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We define the integer

PB,den(r) = 2 den(r) · LCMb∈ΨB
p|b

{p − 1}, (2.1)

where LCM means taking the least common multiple. As a convention, the letter p always denotes
prime numbers.

For given r, s and B, we define the following auxiliary rational functions.

Definition 2.3 (FSZ constructions). For any positive integer n which is a multiple of PB,den(r),
we define the rational function

Rn(t) = A1(B)nA2(B)n n!s+1

(n/den(r))! den(r)(2r+1)|FB |
(t − rn)

∏
θ∈FB

∏(2r+1)n−1
j=0 (t − rn + j + θ)∏n

j=0(t + j)s+1
,

where

A1(B) =
∏

b∈ΨB

b(2r+1)ϕ(b),

we refer to A1(B)n the major arithmetic (wasting) factor, and

A2(B) =
∏

b∈ΨB

∏
p|b

p(2r+1)ϕ(b)/(p−1),

we refer to A2(B)n the minor arithmetic (wasting) factor.

Notice that by (2.1), both A1(B)n and A2(B)n are integers; also, n/den(r), rn and (2r + 1)n
are integers. The factors A1(B)n and A2(B)n are technical: approximately speaking, they are
designed to remedy the arithmetic loss from the denominators of rational zeros (it will be clear
later in § 3). In the following lemma we estimate A1(B) and A2(B).

Lemma 2.4. We have

A1(B) = exp
((

1
2

ζ(2)ζ(3)
ζ(6)

+ oB→+∞(1)
)

(2r + 1)B2 log B

)
and, for any B larger than some absolute constant,

A2(B) � exp
(
10(2r + 1)B2(log log B)2

)
.

Proof. We start by log A1(B) = (2r + 1)
∑

b∈ΨB
ϕ(b) log b. Firstly,

log A1(B) � (2r + 1)
∑

b∈ΨB

ϕ(b) log ϕ(b)

= (2r + 1)
∫ B

1−
x log x d|Ψx|;

an integration by parts argument with the fact that |Ψx| = ((ζ(2)ζ(3)/ζ(6)) + ox→+∞(1))x (see
Proposition 2.2(1)) gives log A1(B) � (2r + 1)(1

2(ζ(2)ζ(3)/ζ(6)) + oB→+∞(1))B2 log B. On the
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other hand, it is well known (see, for instance, [MV06, Theorem 2.9]) that

ϕ(m) � (e−γ + om→+∞(1))
m

log log m
,

where γ = 0.577 . . . is Euler’s constant. For any b ∈ ΨB, since ϕ(b) � B, we derive that

b � (eγ + oB→+∞(1))B log log B; (2.2)

thus, log A1(B) � (2r + 1)(1 + oB→+∞(1)) log B
∑

b∈ΨB
ϕ(b) and a summation by parts argu-

ment as above gives log A1(B) � (2r + 1)(1
2(ζ(2)ζ(3)/ζ(6)) + oB→+∞(1))B2 log B. Combining

the two parts, we obtain the estimate for A1(B).
Now, for A2(B), by (2.2) and eγ = 1.78 . . . < 2, when B is larger than some absolute constant,

we have

log A2(B) � (2r + 1)
∑

b�2B log log B

ϕ(b)
∑
p|b

log p

p − 1

= (2r + 1)
∑

p�2B log log B

log p

p − 1

∑
b�2B log log B

p|b

ϕ(b).

Since
∑

b�2B log log B
p|b

ϕ(b) �
∑

b�2B log log B
p|b

b � 4B2(log log B)2/p, it implies that

log A2(B) � 4(2r + 1)B2(log log B)2
∑

p

log p

p(p − 1)
.

Because
∑

p((log p)/p(p − 1)) �
∑

p�5((log p)/p(p − 1)) +
∑

p�7(1/p1.5) � 2, the estimate for
A2(B) follows. �

We proceed to construct linear forms in Hurwitz zeta values. Since the numerator and
denominator of Rn(t) have a common factor

∏n
j=0(t + j), it can be rewritten as Rn(t) =

Qn(t)/
∏n

j=0(t + j)s, where Qn(t) is a polynomial in t with rational coefficients. Since deg Rn < 0
(see below), we know that Rn(t) has a (unique) partial fraction expansion

Rn(t) =
s∑

i=1

n∑
k=0

ai,k

(t + k)i
(2.3)

with coefficients ai,k ∈ Q. Note that these coefficients ai,k also depend on n, r, s and B.
We list two properties of Rn(t) and ai,k which will be used later in Lemma 2.5.
(1) As a rational function, the degree of Rn(t) is

deg Rn = 1 + (2r + 1)|FB|n − (s + 1)(n + 1) � −2.

This is due to |FB| � B2 and s � 10(2r + 1)B2.
(2) The auxiliary function Rn(t) has the following symmetry:

Rn(−t − n) = −Rn(t).
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In fact, if we substitute t by −t − n in the definition of Rn(t) (see Definition 2.3), the factor

(t − rn)
∏

θ∈FB

∏(2r+1)n−1
j=0 (t − rn + j + θ)∏n

j=0(t + j)s+1

becomes

(−t − (r + 1)n)
∏

θ∈FB

∏(2r+1)n−1
j=0 (−t − (r + 1)n + j + θ)∏n

j=0(−t − n + j)s+1

= (−1)1+(2r+1)n|FB |−(s+1)(n+1) × (t + (r + 1)n)
∏

θ∈FB

∏(2r+1)n−1
j=0 (t + (r + 1)n − j − θ)∏n

j=0(t + n − j)s+1

= (−1) ×
(r+1)n∏
j=−rn

(t + j) ×
∏

θ∈FB\{1}
∏(2r+1)n−1

j=0 (t − rn + j + 1 − θ)∏n
j=0(t + j)s+1

.

We have used the facts that (2r + 1)n is even and s is odd in the above computation. By observing
that

{1 − θ | θ ∈ FB \ {1}} = FB \ {1},
we obtain Rn(−t − n) = −Rn(t). In particular, since the partial fraction expansion for Rn(t) is
unique, we derive that

(−1)iai,k = −ai,n−k

for all 1 � i � s, 0 � k � n.
For all θ ∈ FB, we define the following quantities:

rn,θ =
∞∑

m=1

Rn(m + θ). (2.4)

The notation rn,θ is adopted to keep pace with that in [FSZ19]. There is no risk for it to be
confused with the Ball–Rivoal length parameter r.

We recall the definition of the Hurwitz zeta values:

ζ(i, α) =
∞∑

m=0

1
(m + α)i

,

where i � 2 is an integer and α is a positive real number.
The following lemma is the same as [FSZ19, Lemma 1] (for a proof, see therein).

Lemma 2.5 (Linear forms). For all θ ∈ FB, we have

rn,θ = ρ0,θ +
∑

3�i�s
i odd

ρiζ (i, θ) ,

where the rational coefficient

ρi =
n∑

k=0

ai,k for 3 � i � s, i odd,
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does not depend on θ ∈ FB, and

ρ0,θ = −
n∑

k=0

k∑
�=0

s∑
i=1

ai,k

(
 + θ)i
.

3. Arithmetic lemma

The following proposition is elementary; we omit the proof.

Proposition 3.1. Let L ∈ N ∪ {0}. Suppose that x1, x2, . . . , xL are any L consecutive terms in

an integer arithmetic progression with common difference b ∈ N; then, for any prime q � b, we

have

vq(x1x2 . . . xL) �
∞∑
i=1

⌊
L

qi

⌋
.

In the degenerate case of L = 0, we view x1x2 . . . xL = 1.

For any a/b ∈ FB with gcd(a, b) = 1, we define the following polynomials:

Fb,a(t) =

∏
p|b p(2r+1)n/(p−1)

(n/den(r))!den(r)(2r+1)
· b(2r+1)n

(2r+1)n−1∏
j=0

(
t − rn + j +

a

b

)

=

∏
p|b p(2r+1)n/(p−1)

(n/den(r))!den(r)(2r+1)

(2r+1)n−1∏
j=0

(bt − brn + a + bj) . (3.1)

Then we define

F̃b,a(t) =

{
Fb,a(t) if a/b �= 1,

(t − rn)F1,1(t) if a/b = 1.

Notice that since n ∈ PB,den(r)N, by (2.1), all of (2r + 1)n/(p − 1), n/den(r), rn and (2r + 1)n
are integers. By Definition 2.3, we have

Rn(t) = n!s+1

∏
a/b∈FB

F̃b,a(t)∏n
j=0(t + j)s+1

. (3.2)

For a formal series U(t) =
∑∞

�=0 u�t
� ∈ Q[[t]], we denote by [t�](U(t)) the 
th coefficient of

U(t), i.e., [t�](U(t)) = u�.
As usual, we denote by dn = LCM{1, 2, . . . , n} the least common multiple of the first n

positive integers. By the prime number theorem, we have limn→+∞ d
1/n
n = e. We first establish

the following arithmetic property of F̃b,a(t).

Proposition 3.2. For any non-negative integers 
 and k, we have

d�
n · [t�](F̃b,a(t − k)) ∈ Z.

Proof. Note that we only need to prove the proposition with F̃b,a replaced by Fb,a. If 
 >

deg Fb,a = (2r + 1)n, the proposition trivially holds. In the rest of the proof, we assume that

 � deg Fb,a.
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For a prime q | b, the q-adic order of the factor
∏

p|b p(2r+1)n/(p−1)/(n/den(r))!den(r)(2r+1) is
non-negative (recall that vq(m!) � m/(q − 1)). So, by (3.1), the q-adic order of every coefficient
of Fb,a(t − k) is non-negative. Therefore, for any prime q | b, we have vq(d�

n · [t�](Fb,a(t − k))) � 0.
Now consider a prime q � b. Notice that [t�](

∏(2r+1)n−1
j=0 (b(t − k) − brn + a + bj)) is a sum of

finitely many terms all of the form

b�
�+1∏
i=1

∏
j∈Ji

(−bk − brn + a + bj) , (3.3)

where Ji is a set consisting of Li ∈ N ∪ {0} consecutive integers such that L1 + L2 + · · · + L�+1 =
(2r + 1)n − 
. By Proposition 3.1, we derive that the q-adic order of the expression (3.3) is

vq(Equation (3.3)) �
∞∑
i=1

�+1∑
j=1

⌊
Lj

qi

⌋
.

For a fixed i � 1, we have

�+1∑
j=1

⌊
Lj

qi

⌋
�

�+1∑
j=1

Lj − (qi − 1)
qi

=
(2r + 1)n + 1

qi
− 
 − 1 >

⌊
(2r + 1)n

qi

⌋
− 
 − 1,

but the left-hand side is a non-negative integer, so we obtain that
∑�+1

j=1�Lj/qi	 �
max(0, �(2r + 1)n/qi	 − 
). Therefore,

vq(Equation (3.3)) �
�logq n�∑

i=1

(⌊
(2r + 1)n

qi

⌋
− 


)

�
�logq n�∑

i=1

(
den(r)(2r + 1)

⌊
n/den(r)

qi

⌋
− 


)
= vq

((
n

den(r)

)
! den(r)(2r+1)

)
− 
vq(dn). (3.4)

(The non-trivial part is for cases q � n; for q > n, the above derivation is also valid but degen-
erates to trivial results.) In conclusion, for any prime q � b, by (3.1) and inequality (3.4), we find
that d�

n · [t�](Fb,a(t − k)) is a sum of finitely many terms, each of these terms having non-negative
q-adic order; this completes the proof of Proposition 3.2. �

We prove the following arithmetic lemma, which corresponds to [FSZ19, Lemma 2]. In our
situation, the Ball–Rivoal length parameter r is just a rational number (not necessarily an integer
or a half integer), so we have to modify the proof for ds+1−i

n ai,k ∈ Z, but the rest of proof is the
same as [FSZ19, Lemma 2].

Lemma 3.3 (Arithmetic lemma). We have

ds+1−i
n ρi ∈ Z

for all odd integers i with 3 � i � s, and we have

ds+1
n+1ρ0,θ ∈ Z

for all θ ∈ FB.
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Proof. For any k ∈ {0, 1, . . . , n} and any i ∈ {1, 2, . . . , s}, by comparing (3.2) with the partial
fraction expansion (2.3) of Rn(t), and by viewing ts+1Rn(t − k) ∈ Q[[t]] as a formal series, we
have

ai,k = [ts+1−i]
(
ts+1Rn(t − k)

)
= (−1)(s+1)k n!s+1

k!s+1(n − k)!s+1
[ts+1−i]

( ∏
a/b∈FB

F̃b,a(t − k)
∏

0�j�n
j �=k

(1 +
t

j − k
)−s−1

)

=
(

n

k

)s+1 ∑
�

sum(�)=s+1−i

∏
a/b∈FB

[t�b,a ](F̃b,a(t − k))
∏

0�j�n
j �=k

(−1)�j
(s+�j

�j

)
(j − k)�j

,

where the sum is taken for all tuples 
 consisting of non-negative integers 
b,a and 
j such that

sum(
) =
∑

a/b∈FB


b,a +
∑

0�j�n
j �=k


j = s + 1 − i.

By Proposition 3.2 and the fact that d
�j
n (1/(j − k)�j ) ∈ Z, we derive that

ds+1−i
n ai,k ∈ Z.

Once ds+1−i
n ai,k ∈ Z is established, the rest of the arguments are the same as [FSZ19,

Lemma 2]. We only outline the proof as follows: ds+1−i
n ρi ∈ Z follows immediately from the

expression of ρi. The proof for ds+1
n+1ρ0,θ ∈ Z is more involved; it is proved by showing that

s∑
i=1

ds+1
n+1ai,k

(
 + θ)i

is an integer for any 0 � 
 � k � n and θ ∈ FB. In order to do this, we will use the fact that
Rn(t) has zeros −n + θ,−n + 1 + θ,−n + 2 + θ, . . . , θ for θ ∈ FB \ {1}. �

4. Analysis lemma

Under our assumptions that s � 10(2r + 1)B2 and B is larger than some absolute constant, we
have the following result.

Lemma 4.1 (Analysis lemma). We have

lim
n→+∞ (rn,1)

1/n = g(x0),

where

g(X) = A1(B)A2(B)den(r)(2r+1)|FB |(X + 2r + 1)(2r+1)|FB |
(

(X + r)r

(X + r + 1)r+1

)s+1

and x0 is the unique positive real solution of the equation

f(X) =
(

X + 2r + 1
X

)|FB | ( X + r

X + r + 1

)s+1

= 1.
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Moreover, for any θ ∈ FB, we have

lim
n→+∞

rn,1

rn,θ
= 1.

Before proving the analysis lemma, we first collect some properties of the functions f and g.
Note that these two functions depend only on r, s and B.

Proposition 4.2. Let f(x) and g(x) be the functions in Lemma 4.1 (defined on x ∈ (0, +∞)).
Then:

(1) there exists a unique x0 ∈ (0, +∞) such that f(x0) = 1, f(x) > 1 on (0, x0) and f(x) < 1
on (x0, +∞); moreover,

x0 <
r(r + 1)|FB|

s + 1 − (2r + 1)|FB| ;

(2) if we fix r ∈ Q+ and assume in addition that B = cs1/2/ log1/2 s for some positive constant

c, when s → +∞, we have

lim
s→+∞

B=cs1/2/ log1/2 s

g(x0)1/(s+1) = exp
(

ζ(2)ζ(3)
4ζ(6)

(2r + 1)c2

)
rr

(r + 1)r+1
.

Proof. For the first proposition, by calculating f ′(x)/f(x), we find that f ′(x) = 0 has a unique
positive solution x1 which satisfies

(s + 1 − (2r + 1)|FB|)x2
1 + (2r + 1)(s + 1 − (2r + 1)|FB|)x1 − r(r + 1)(2r + 1)|FB| = 0 (4.1)

and f is decreasing on (0, x1), increasing on (x1, +∞). Since f(0+) = +∞ and f(+∞) = 1, there
exists a unique x0 satisfying all the requirements. The last (very weak) bound for x0 comes from
x0 < x1 and (4.1).

The second proposition follows from the estimates for A1(B), A2(B), |FB| (see
Proposition 2.2 and Lemma 2.4) and x0 → 0. �

Now we prove Lemma 4.1. We claim that it can be proved by the same strategy in [FSZ19,
Lemma 3], but we give a slightly modified proof.

Proof of Lemma 4.1. For any θ ∈ FB, since Rn(m + θ) = 0 for m = 1, 2, . . . , rn − 1, we define
the shift version of the auxiliary rational functions:

R̂n(t) = Rn(t + rn);

then, by (2.4), we have

rn,θ =
∞∑

k=0

R̂n(k + θ). (4.2)
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We have the following two expressions for R̂n(t):

R̂n(t) = A1(B)nA2(B)n n!s+1

(n/den(r))!den(r)(2r+1)|FB |
t
∏

θ′∈FB

∏(2r+1)n−1
j=0 (t + j + θ′)∏n

j=0(t + rn + j)s+1
(4.3)

= A1(B)nA2(B)n n!s+1

(n/den(r))!den(r)(2r+1)|FB |

× t

( ∏
θ′∈FB

Γ(t + (2r + 1)n + θ′)
Γ(t + θ′)

)(
Γ(t + rn)

Γ(t + (r + 1)n + 1)

)s+1

. (4.4)

We define c1 = min(1
2e−10s/r, x0/2), which is independent of n. To estimate the series (4.2) for

rn,θ, we divide it into three parts:

rn,θ =
( ∑

0�k<c1n

+
∑

c1n�k�n10

+
∑

k>n10

)
(R̂n(k + θ)).

For the first part, by (4.3), for all t ∈ (0, 2c1n], we have

R̂′
n(t)

R̂n(t)
>

(2r+1)n∑
j=0

1
t + j

− (s + 1)
n∑

j=0

1
t + rn + j

> log
(

t + (2r + 1)n
t

)
− (s + 1)

n + 1
rn

> log
(

1
2c1

)
− 4s/r

> 0.

So, R̂n(t) is increasing on t ∈ (0, 2c1n]; we derive that (when n > c−1
1 )∑

0�k<c1n

R̂n(k + θ) < (c1n + 1) R̂n([c1n] + θ). (4.5)

To deal with the middle part, for all c1n � k � n10, we denote κ = κ(k, n) = k/n ∈ [c1, +∞).
By applying Stirling’s formula in the weak form

Γ(x) = xOx→+∞(1)
(x

e

)x

for the equation (4.4), a calculation shows that as n → +∞,

R̂n(k + θ) = nO(1) · A1(B)nA2(B)n (n/e)(s+1)n

((n/den(r))/e)(2r+1)|FB |n

×
(

((k + (2r + 1)n)/e)k+(2r+1)n

(k/e)k

)|FB | ((k + rn)/e)(s+1)(k+rn)

((k + (r + 1)n)/e)(s+1)(k+(r+1)n)
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= nO(1) · A1(B)nA2(B)nden(r)(2r+1)|FB |n

×
(

(κ + 2r + 1)κ+2r+1

κκ

)|FB |n (
(κ + r)κ+r

(κ + r + 1)κ+r+1

)(s+1)n

= nO(1) · (f(κ)κg(κ))n

= nO(1) · h(κ)n (4.6)

uniformly for any k ∈ [c1n, n10] and any θ ∈ FB (the absolute bound for O(1) depends only on
s, B, r and den(r)); here the function h(x) is defined for x > 0 as h(x) = f(x)xg(x) and a direct
computation shows that h′(x)/h(x) = log f(x). Hence, h(x) achieves its maximum only at x = x0

with maximal value h(x0) = g(x0).
In particular, we have the following bound for each k ∈ [c1n, n10]:

R̂n(k + θ) � nO(1) · g(x0)n. (4.7)

Finally, we treat the tail part. For any k > n10, when n is sufficiently large in terms of r, s

and B (more precisely, when n � max(10(2r + 1), 10A1(B)A2(B), 10/g(x0))), by (4.3) and our
assumption that s � 10(2r + 1)B2, we have

R̂n(k + θ) < A1(B)nA2(B)nn(s+1)n · (2k)
∏

θ′∈FB

∏(2r+1)n−1
j=0 (2k)∏n

j=0(k)s+1

<
(2A1(B)A2(B)n)(s+1)n

k(9/10)(s+1)n+2

<

(
2A1(B)A2(B)

n8

)(s+1)n 1
k2

<

(
g(x0)

2

)n 1
k2

.

As a conclusion, we obtain the following bound for the tail part for all sufficiently large n:

∑
k>n10

R̂n(k + θ) �
(

g(x0)
2

)n

. (4.8)

Now, in view of the estimates (4.5), (4.7) and (4.8), we have rn,1 � nO(1)g(x0)n. On the other
hand, (4.6) implies that rn,1 � R̂n(�x0n	) = nO(1)h(x0 + o(1))n. Therefore,

lim
n→+∞ (rn,1)

1/n = g(x0).

To prove the last statement in the lemma, we first fix an arbitrary (sufficiently) small ε0 > 0.
For all θ ∈ FB, we have

rn,θ �
∑

(x0−ε0)n�k�(x0+ε0)n

R̂n(k + θ). (4.9)
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In view of the estimates (4.5), (4.6) and (4.8), we also have

rn,θ � nO(1) max(h(x0 − ε0), h(x0 + ε0))n +
∑

(x0−ε0)n�k�(x0+ε0)n

R̂n(k + θ)

< (1 + ε0)
∑

(x0−ε0)n�k�(x0+ε0)n

R̂n(k + θ), (4.10)

provided n is sufficiently large with respect to ε0, i.e., n � n0(ε0). For all k with (x0 − ε0)n �
k � (x0 + ε0)n, let κ = κ(n, k) = k/n as before. We now use the fact that, for any fixed real
number τ ,

Γ(x + τ)
Γ(x)

= (1 + ox→+∞(1)) xτ . (4.11)

Applying (4.11) to (4.4), we derive that

R̂n(k + 1)

R̂n(k + θ)
= (1 + o(1))

(
κ + 2r + 1

κ

)|FB |(1−θ) (
κ + r

κ + r + 1

)(s+1)(1−θ)

= (1 + o(1)) f(κ)1−θ (4.12)

uniformly for k ∈ [(x0 − ε0)n, (x0 + ε0)n] as n → +∞. By (4.9), (4.10) and (4.12), we find that

(1 + o(1))
1

1 + ε0
f(x0 + ε0)1−θ � rn,1

rn,θ
� (1 + o(1)) (1 + ε0)f(x0 − ε0)1−θ;

thus,
1

1 + ε0
f(x0 + ε0)1−θ � lim inf

n→+∞
rn,1

rn,θ
� lim sup

n→+∞
rn,1

rn,θ
� (1 + ε0)f(x0 − ε0)1−θ.

It is true for all sufficiently small ε0 > 0. Letting ε0 → 0+, we deduce that

lim
n→+∞

rn,1

rn,θ
= 1.

This completes the proof of Lemma 4.1. �

5. Elimination procedure and proof of the theorem

We prove Theorem 1.1 in this section. We will use the same strategy as [FSZ19, § 5], namely, an
elimination procedure. So, we only give an outline of this elimination procedure.

We denote Is = {3, 5, 7, . . . , s}. For any subset J ⊂ Is with |J | = |ΨB| − 1, since the following
general Vandermonde matrix (see, for instance, [GK02, pp. 76–77]):[

bj
]
b∈ΨB , j∈{1}∪J

is invertible, there exist integers wb ∈ Z for all b ∈ ΨB such that
∑

b∈ΨB
wbb

j = 0 for any j ∈ J

and
∑

b∈ΨB
wbb �= 0. (Note that these wb depend only on J and ΨB.) Since

b∑
k=1

ζ

(
i,

k

b

)
=

b∑
k=1

∞∑
m=0

bi

(mb + k)i
= biζ(i), (5.1)
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we derive that (recall Proposition 2.2(2), k/b ∈ FB)

r̂n,b :=
b∑

k=1

rn,k/b =
b∑

k=1

ρ0,k/b +
∑
i∈Is

ρib
iζ(i)

is a linear combination of 1 and odd zeta values. By Lemma 4.1, we have r̂n,b = (b + o(1))rn,1 as
n → +∞. Let

r̃n :=
∑

b∈ΨB

wbr̂n,b;

then

r̃n =
∑

b∈ΨB

wb

b∑
k=1

ρ0,k/b +
∑

i∈Is\J

( ∑
b∈ΨB

wbb
i

)
ρiζ(i) (5.2)

and, as n → +∞,

r̃n =
( ∑

b∈ΨB

wbb + o(1)
)

rn,1 with
∑

b∈ΨB

wbb �= 0. (5.3)

Equation (5.2) shows that we can eliminate any |ΨB| − 1 odd zeta values.

Proposition 5.1. If g(x0) < e−(s+1), then the number of irrationals in the odd zeta values set

{ζ(i)}i∈Is is at least |ΨB|.

Proof. We argue by contradiction. Suppose that the number of irrationals in {ζ(i)}i∈Is is less
than |ΨB|; then we can take a subset J ⊂ Is with |J | = |ΨB| − 1 such that ζ(i) ∈ Q for all Is \ J ;
let A be the common denominator of these rational zeta values. Define r̃n as above for this J ;
then, by (5.2) and Lemma 3.3, for all n ∈ PB,den(r)N, we derive that

Ads+1
n+1r̃n ∈ Z.

But by (5.3), Lemma 4.1 and the hypothesis g(x0) < e−(s+1), we have

0 < lim
n→+∞

∣∣Ads+1
n+1r̃n

∣∣1/n = es+1g(x0) < 1.

This is a contradiction. �

So, we seek parameters r, s and B to meet the requirement that g(x0) < e−(s+1), and at the
same time to make |ΨB| ∼ (ζ(2)ζ(3)/ζ(6))B as large as possible. By Proposition 4.2(2), for a
fixed r (such that rr/(r + 1)r+1 < e−1), if we take B = cs1/2/ log1/2 s for some constant c, then
lims→+∞ g(x0)1/(s+1) < e−1 if and only if

c <

√
4ζ(6)

ζ(2)ζ(3)
(r + 1) log(r + 1) − r log(r) − 1

2r + 1
.

The maximum point of the function r → ((r + 1) log(r + 1) − r log(r) − 1)/(2r + 1) is

r0 =
√

4e2 + 1 − 1
2

≈ 2.26388,
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with maximal value 1 − log r0. The constant c0 in Theorem 1.1 is designed by

c0 =

√
4ζ(2)ζ(3)

ζ(6)
(1 − log r0).

This leads to the following proof.

Proof of Theorem 1.1. Given any small ε > 0, we first fix a rational number r = r(ε) sufficiently
close to r0 such that

c0 − ε/10
ζ(2)ζ(3)/ζ(6)

<

√
4ζ(6)

ζ(2)ζ(3)
(r + 1) log(r + 1) − r log(r) − 1

2r + 1
.

Take B = cs1/2/ log1/2 s with constant c = (c0 − ε/10)/(ζ(2)ζ(3)/ζ(6)); by Propositions 4.2(2)
and 2.2(1), there exists s0(r, ε) such that for any odd integer s � s0(r, ε), we have g(x0) < e−(s+1)

and |ΨB| > (ζ(2)ζ(3)/ζ(6) − ε/10)B. Therefore, by Proposition 5.1, the number of irrationals
among ζ(3), ζ(5), . . . , ζ(s) is at least

|ΨB| > (c0 − ε)
s1/2

log1/2 s
. �

6. Remarks on FSZ constructions

If we choose a general finite set F ⊂ (0, 1] of rational numbers to be the zero set of the auxiliary
function R(t), like [FSZ19] and this note, we design the factor

A1(F)n =
∏
θ∈F

den(θ)(2r+1)n (6.1)

to remedy the arithmetic loss from the denominators of rational zeros. Suppose that our goal is
to prove that there exist D irrational numbers among ζ(3), ζ(5), . . . , ζ(s). In order to eliminate
D − 1 zeta values, in view of (5.1), we assume that there exist D pairwise different positive
integers b1, b2, . . . , bD such that

F ⊃
{

1
bi

,
2
bi

, . . . ,
bi

bi

}
(6.2)

for any i = 1, 2, . . . , D. Then F contains the following disjoint union:

F ⊃
D⋃

i=1

{
a

bi

∣∣∣∣ 1 � a � bi, gcd(a, bi) = 1
}

.

Hence, we have

A1(F) �
D∏

i=1

b
(2r+1)ϕ(bi)
i .

Now we consider the minimal magnitude of A1(F).
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Proposition 6.1. We have

min
D∏

i=1

b
ϕ(bi)
i = exp

((
1
2

ζ(6)
ζ(2)ζ(3)

+ oD→+∞(1)
)

D2 log D

)
,

where the minimum is taken for all D-tuples (b1, . . . , bD) such that b1, b2, . . . , bD are D pairwise

distinct positive integers.

Proof. We have

log
D∏

i=1

b
ϕ(bi)
i �

D∑
i=1

ϕ(bi) log ϕ(bi)

�
D∑

i=1

ϕ(b′i) log ϕ(b′i),

where b′1, b′2, . . . , b′D are the D smallest positive integers in the linear order ≺ defined by

m1 ≺ m2 ⇔ (ϕ(m1) < ϕ(m2) or (ϕ(m1) = ϕ(m2) and m1 < m2)) .

Recall that for any positive real number x, we define Ψx = {b ∈ N | ϕ(b) � x}. Then there exists
an integer B such that ΨB−1 ⊂ {b′1, . . . , b′D} ⊂ ΨB. By Proposition 2.2(1), we have the asymp-
totical relation B = (ζ(6)/ζ(2)ζ(3) + oD→+∞(1))D. Following the first paragraph in the proof
of Lemma 2.4, we derive that

D∑
i=1

ϕ(b′i) log ϕ(b′i) �
∑

b∈ΨB−1

ϕ(b) log ϕ(b)

�
(

1
2

ζ(2)ζ(3)
ζ(6)

+ oB→+∞(1)
)

B2 log B

=
(

1
2

ζ(6)
ζ(2)ζ(3)

+ oD→+∞(1)
)

D2 log D.

This shows that
D∏

i=1

b
ϕ(bi)
i � exp

((
1
2

ζ(6)
ζ(2)ζ(3)

+ oD→+∞(1)
)

D2 log D

)
for any pairwise distinct positive integers b1, b2, . . . , bD. On the other hand, if we take (b′1, . . . , b′D)
as defined above, then Lemma 2.4 also implies that

D∏
i=1

b
′ϕ(b′i)
i �

∏
b∈ΨB

bϕ(b)

= exp
((

1
2

ζ(2)ζ(3)
ζ(6)

+ oB→+∞(1)
)

B2 log B

)
= exp

((
1
2

ζ(6)
ζ(2)ζ(3)

+ oD→+∞(1)
)

D2 log D

)
.

We complete the proof of Proposition 6.1. �
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Proposition 6.1 shows that, under the constraints (6.1) and (6.2), the choice F = FB in
Definition 2.1 is optimal up to an o(1) term for minimizing the major arithmetic wasting factor
A1(F). We do not need to consider the minor arithmetic wasting factor A2(F) for general F ,
since A2(FB) is asymptotically negligible with respect to A1(FB) (see Lemma 2.4); we already
have that

A1(FB)A2(FB) = exp
((

1
2

ζ(2)ζ(3)
ζ(6)

+ oB→+∞(1)
)

(2r + 1)B2 log B

)
.

For the factorial factor

n!s+1

(n/den(r))! den(r)(2r+1)|F| ,

comparing to the corresponding factor n!s+1−(2r+1)|F| in [BR01] or [FSZ19], we have an extra
waste of (

n
n

den(r)
, . . . ,

n

den(r)︸ ︷︷ ︸
den(r) in number

)(2r+1)|F|
� den(r)(2r+1)|F|n,

which is asymptotically negligible with respect to A1(F)n (at least for F = FB). Usually the
Ball–Rivoal length parameter r is taken to be an integer in the literature, since in the case that
r is integral, the corresponding arithmetic lemmas (see [BR01, Lemme 5] and [FSZ19, Lemma
2]) can be proved in a simpler way. We need to take non-integral rational r in order to let it
be arbitrarily close to r0. The idea of taking non-integral r is not new: it has appeared in the
literature (for example, [Zud01]), but in a different form.

There exist some arithmetic saving factors known as Φn factors. They are certain products
over primes in the range CB,r

√
n � p � n (here we can take CB,r =

√
2(r + 1)B log log B). We

mention that the saving from Φ−1
n plays an important role in small cases for the odd zeta

problem; see, for instance, [Zud01, RZ20], [Zud02, § 4] or [KR07, Chapitre 11]. However, like
[FSZ19, Remark 2], the known types of Φn factors have no effect on asymptotics. The reason is
that, by Definition 2.3, (2.3) and (3.2), for any k ∈ {0, 1, . . . , n},

as,k = ((t + k)sRn(t)) |t=−k

= (−1)k

(
n

k

)s n!(k + 1)rn(−k + n + 1)rn

(n/den(r))!den(r)(2r+1)

∏
a/b∈FB\{1}

Fb,a(−k),

where (x)m := x(x + 1) · · · (x + m − 1). For any prime p with CB,r
√

n � p � n, the p-adic order
of as,0 is relatively small. If we define

Φ̃n =
∏

CB,r
√

n�p�n

pvp(gcd{as,k}n
k=0),

then we can show that Φ̃n � A2(B)n · d(den(r)(2r+1)+1)|FB |
n , which is asymptotically negligible with

respect to A1(FB)n. One may want to directly save the common divisor of ds+1
n+1ρ0,θ and ds+1

n+1ρi,
but it is out of current research. The small cases are more difficult to study; up to now, besides
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Apéry’s theorem [Apé79] that ζ(3) is irrational, the most remarkable result is that at least one
of ζ(5), ζ(7), ζ(9), ζ(11) is irrational, due to Zudilin [Zud01] in 2001. The question whether ζ(5)
is irrational remains open.
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impairs, Invent. Math. 146 (2001), 193–207.

Bat72 P. T. Bateman, The distribution of values of the Euler function, Acta Arith. 21 (1972), 329–345.
Beu79 F. Beukers, A note on the irrationality of ζ(2) and ζ(3), Bull. Lond. Math. Soc. 11 (1979),

268–272.
Dre70 R. E. Dressler, A density which counts multiplicity, Pacific J. Math. 34 (1970), 371–378.
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