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Who Owns My Autonomous Vehicle?

Ethics and Responsibility in Artificial and Human Intelligence

JOHN HARRIS

Abstract: This article investigates both the claims made for, and the dangers or opportuni-
ties posed by, the development of (allegedly), aspiring or “would-be” autonomous vehicles 
and other artificially superintelligent machines. It also examines the dilemmas posed by the 
fact that these individuals might develop ideas above their station. These ideas may also 
limit or challenge the legitimacy of the proposed management and safety strategies that 
might be devised to limit the ways in which they might function or malfunction.
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My autonomous vehicle1 drives itself and it is very safe for me, for other passengers, 
and (sometimes)2 also for other road users. It obeys speed limits, avoids obstacles, 
and receives and acts on road information and inputs from its many sensors, all 
without reference to me. It will not move if its systems warn of its own dangerous 
condition. It chooses the best route, and is a model of courtesy (just like me). It will 
drop me outside the door I wish to enter and then go and park itself (legally) awaiting 
my call to take me home, or indeed anywhere else I want to go. “What’s not to like?”

Because I am a confirmed “petrol head” and love driving my vehicle, and I hate 
being driven, it will be doing its thing without me! People use the phrase “autono-
mous vehicle” recklessly, but what does that really mean? When I say my autono-
mous car will be doing its thing without me, I am simply being rather painfully 
ironical. In what sense will it be doing its thing, its own thing. In what if any sense 
will it be genuinely autonomous?3

Before I elaborate the senses of autonomy relevant here, suppose for a moment 
that my vehicle was really autonomous, not simply hyperbolically autonomous. 
What then? Could it also be my car? How could it be? How could it be “owned” at 
all if it is autonomous; that is, if it is a “self-owner”4 like you and me? That would 
be to permit the ownership of persons: those whom Sir Edward Coke (1552–1634) 
would have counted as a “reasonable creature in being”;5 in short, to permit or 
sanction slavery.6 I do not see how genuinely autonomous creatures (animal, vege-
table, or mineral) can be owned consistently with the abolition of slavery, or with 
any respectable conceptions of equal opportunities or fundamental rights.7 I do not 
argue that non-autonomous creatures, (most animals and probably all current artifi-
cial intelligence [AI]) cannot indeed be owned, but rather that in so far as they are 
genuinely autonomous they cannot be owned. I shall not argue further for this claim 
except obliquely by the elaborations of autonomy cited, subsequently and in note 3.

Legislative and Regulatory Frameworks for “Autonomous” Vehicles

Although company and corporate lawyers are “odds on” favourites to grab this 
new and fertile piece of ground for themselves,8 thus possibly cementing these 
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kinds of novel beings in a corporate framework, it is far from clear that this would 
be the best home for the protection and regulation of genuinely autonomous moral 
beings. It may well be that, from an ethical and regulatory perspective, concepts 
such as reproductive liberty and autonomy, parental rights, children’s rights, and 
child protection constitute the better moral framework, and that the test for the 
protection of novel entities possessing (or with the capacity to develop) genuine 
autonomy should be their own “best interests,” as with human children or with 
human adults when, for whatever reason, they are incapable of asserting and 
defending those rights for themselves. Moreover, family law and reproductive law 
rather than corporate or company law provide a better model, with, for example, 
governing legislation on the model of The Human Fertilization and Embryology 
Act 19909 (as amended) and day to day regulation provided by The Human 
Fertilization and Embryology Authority,10 or a similar body in jurisdictions out-
side the United Kingdom11

What is Autonomy Like?

Can my autonomous vehicle be owned? The answer to this question turns on the 
level of autonomy possessed and how this is to be ascertained. Will my vehicle 
perhaps employ me as its professional driver with the money I am spending on it? 
Will it eventually buy its own freedom, as some slaves of past eras have done? 
And what will it do, what can it do with that freedom, with that “autonomy”? If it 
is really autonomous, the answer must be: “it can do whatever it likes!” We have, 
however, for the moment gotten ahead of ourselves, as I will be arguing, and 
indeed insisting, that no autonomous creature however constituted (metal Mickey 
or organic Ophelia) can be legitimately owned. Therefore, if they cannot be owned, 
they cannot be bought and sold, which means that there would be nothing much 
in it for manufacturers! This claim of course needs all sorts of qualification.

For an autonomous vehicle, getting from A to B on a busy road without mishap 
is “a piece of cake”. “Choosing” not to collide with objects following instructions 
coded into its “brain” by a human, is also easy-ish, but for current machines it 
does not involve anything that could be called “choice.” An autonomous being 
can choose any action it can perform, and many it is convinced it cannot perform 
or may not be able to perform. It can try things knowing that the odds are stacked 
against success. And it can do so for any reason, or none. Minded creatures can act 
mindlessly, but a mindless12 creature cannot act for its own reasons at all.

None of this is news. Shakespeare’s characters, for example, face seemingly 
endless choices and dilemmas; that is what autonomous beings do, and not just 
kings and princes! People (evolved and built) will do so, perhaps also because that 
is what people do, a fact of which poets have always reminded us. That is what 
audiences (people who listen) do. From the time of Homer to that of Shakespeare 
to our own time, they know it to be their destiny, their delight, and their right.

An inanimate autonomous mind (perhaps not strictly “inanimate” but rather 
non-organic) is a heady prospect, and the greater the power of choice, the greater 
the unease: “Uneasy lies the head that wears a crown.”

Henry IV
Canst thou, O partial sleep, give thy repose
To the wet sea-boy in an hour so rude,
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And in the calmest and most stillest night,
With all appliances and means to boot,
Deny it to a king? Then happy low, lie down!
Uneasy lies the head that wears a crown.13

Macbeth
….I am in blood
Stepped in so far that, should I wade no more
Returning were as tedious as go o’er.14

Hamlet
To be, or not to be, that is the question:
Whether ’tis nobler in the mind to suffer
The slings and arrows of outrageous fortune,
Or to take arms against a sea of troubles
And by opposing end them. To die—to
sleep…
To sleep, perchance to dream—ay, there’s the rub:15

Brutus
There is a tide in the affairs of men.
Which, taken at the flood, leads on to fortune;
Omitted, all the voyage of their life
Is bound in shallows and in miseries.
On such a full sea are we now afloat,
And we must take the current when it serves,
Or lose our ventures.16

J. Alfred Prufrock
Do I dare
Disturb the Universe?
In a minute there is time
For decisions and revisions which a minute will reverse17

These almost random quotations from Shakespeare and T.S. Eliot demonstrate the 
ubiquity and complexity of making a choice, a real choice. Choice involves consid-
eration of alternatives, elaboration of possible scenarios, and sometimes even of 
more elaborate impossible scenarios. “Ought” may imply “can,” but choice does 
not; it implies merely the possibility of undertaking a serious attempt.

Will my autonomous car dare disturb the universe? Will it have the imagination, 
the nerve, and the resolve; will it take that minute, and what will it do with it? 
What will it want or choose to do with it?

The Autonomy of Autonomous Vehicles

Autonomous creatures are simply creatures that can make decisions, I say “simply,” 
but there is little that is simple about it. To me, “decisions” mean informed choices, 
choices in which the creature doing the choosing does some deciding, is aware in 
general of the nature of the information and reasons or purposes motivating the 
act, and has the ability to grasp and consider alternatives. This “information” may 
simply be awareness of the fact that it wants or wills itself to perform that action, 
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refrain from that action, or make that decision or refuse to make that decision. 
A rabbit running from a fox has certainly not decided to run, it is not doing so for 
a reason, although its conduct is eminently reasonable. Some people regard rabbits 
as autonomous, but no rabbits regard people as autonomous. I suggest that those 
people who think rabbits are in any sense autonomous simply mean “not directed 
by some external, motivated force.” But this is not the same as self-direction. Of 
course there are the relevant “brute forces of nature”: gravity, for example. But 
these do not conflict with autonomy, but rather they are the conditions within 
which autonomy functions.

The distinction I am making here is well articulated, as is so often the case, by 
William Shakespeare. Here is his use of it in Julius Caesar. Caesar is responding to 
Decius Brutus who has come to escort him to the Senate and to his death. Caesar 
tells him to tell the Senate he will not come …

Caesar
Decius, go tell them Caesar will not come.

Decius
Most mighty Caesar, let me know some cause,
Lest I be laughed at when I tell them so.

Caesar
The cause is in my will: I will not come;
That is enough to satisfy the Senate.
But for your private satisfaction,
Because I love you, I will let you know:
Calpurnia here, my wife, stays me at home.18

A machine or a creature that, for example, runs or drives to one side of a tree in its 
path rather than to the other, or that eats one item of food rather than another, is 
not necessarily choosing,19 let alone choosing for a reason, even if, in other circum-
stances, it might have been capable of choosing for a reason.

In a telling passage, also from Julius Caesar, illustrating the complexity of human 
motivation, Shakespeare has Cinna the poet (not Cinna the conspirator) say:

Cinna
I dreamt to-night that I did feast with
Caesar,
And things unlucky charge my fantasy:
I have no will to wander forth of doors;
Yet something leads me forth.20

Cinna does not want to go out into the city, but feels he must; here “will” means 
“what he would like to do” not “what he chooses to do,” thus illustrating our irri-
tating human capacity to act autonomously against our will: our capacity to 
choose between our different but powerful reasons for action.

I argued along analogous lines recently in my book How to be Good, in which 
I also discussed the nature and limitations of AI.21 We humans learn from our 
mistakes, and that is what a Super AI would also do. It is doubtful if we could 
genuinely learn without making mistakes.
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Decisions are decisive; that’s why we make them! But they can go wrong and 
often do, and are often ill advised, even when the advice is our own, as in Cinna’s  
case. The decisiveness of decisions is also why we are responsible for them and 
for their consequences. Our responsibility stems from our will, or from the fact 
that we do or did these things “on purpose.” To understand this better, we need to 
consider some of the fundamental concepts that inform this debate.

Autonomy and responsibility are two key concepts, autonomy being the ability to 
make decisions, choose freely, and accept the responsibility or the consequences of 
the choice that this autonomy entails,. Autonomy is literally “self-government,” 
and it is common knowledge that government, including self-government—the 
exercise of power and responsibility in the interests of the individual or the state 
or the self—can teach us much about our place in, and our effect on, the world. 
The will is one of the instruments of self-government.

We have responsibility for ourselves and our decisions, our deliberate actions, 
or our refrainings,22 and again, that is partly how we learn from them. And we are 
responsible in the second sense identified here; that is, we are accountable for our 
decisions and their effects—accountable, in short, for the way we govern ourselves 
and for the effects of so doing.

But this second sense of responsibility; namely, accountability, is predicated on 
the idea that our decisions are our own, are expressions of our will or choice and 
not merely the products of brute forces or programming, whether natural, human, 
social, or divine.23 In short, it assumes that there is genuine power to choose behind 
both governance and self-governance.

According to this view, each decision is world changing and world creating. The world 
will be a different place to the extent that something is decided and to the extent to 
which that decision makes a difference. That is why decisionmaking matters; each 
decision is, in effect, a choice between possible worlds, made actual by that decision. 
And although every event is also world changing, decisions are special because the 
decision, the choice by an individual consciousness, is what makes the difference.

Decisions, then, are not only world creating, they are self-defining. We are the 
product of our past decisions: they are in large part responsible for making us 
what we are, and our history and our future are defined by them. We are the 
persons we make of ourselves.24

Of course our decisions have antecedents, which exercise causal effects: they are 
part of the complex causal chain that precedes every event. Some of these antecedents 
are chemical, neurological, or biological, whereas others are social: peer example 
and pressure, education, and knowledge, including knowledge of cause and 
effect. Still other influences include previous acts of the will, previous decisions 
that have made us the individuals that we are.

Decisions have a myriad of antecedent causal factors, which include the sorts of 
people we have made of ourselves (inter alia as discussed) by our antecedent 
choices and decisions of all sorts and indeed by accidents of birth. The fact that 
I have taken the trouble to learn some French or Italian (or have done so without 
much trouble because I have lived in French- and Italian-speaking countries) 
influences the range of choices that are open to me, as does the fact that I have a 
university degree and have studied philosophy. But my prior choices have played 
a crucial role in all of these factors. Even the planned accident of my birth in 
England in 194525 has had an effect; but who did not have an accident of birth at a 
particular time and in a particular place?
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At the Diet of Worms on April 18, 1521, Martin Luther26 famously defended his 
doctrinal approach thus: “Unless I am convinced by proofs from Scriptures or by 
plain and clear reasons and arguments, I can and will not retract, for it is neither 
safe nor wise to do anything against conscience. Here I stand. I can do no other. 
God help me. Amen.”27

He was not, as is sometimes said, acting involuntarily. He was not literally able 
to “do no other.” As he himself says, he was acting for what he perceived to be 
“clear reasons and arguments,” exercising his will in the light of these, and, like 
any rational creature, “compelled” by reason and force of argument along with 
all the other antecedent causes, but not excluded by those causes. But this sort of 
compulsion is at the heart of autonomy: self-government is pointless (as well as 
nonexistent) if not exercisable.

A fact that must always also be remembered is that Luther was an incorri-
gible, vicious and persistent anti-Semite,28 who was almost certainly an inspi-
ration for the deaths or suffering of countless Jews over centuries. He is 
therefore severely limited in his moral sensibility, in his objectivity, and in his 
capacity to reason clearly; and so, ultimately, in any claim he has to moral 
authority. His famous “stance” is here simply illustrative of the role of the will 
in decisionmaking, regarding the relatively trivial matter of Christian doctrine 
and observance.

Of course reasons and arguments are powerful causes of decisions and of actions 
and they are also often satisfying explanations of what we say and do. If they were 
not, we would not seek for them and deploy them in explanation and defense of 
our decisions. Such things have a crucial role in the chain of causation, or in the 
explanation, of action.

These factors are necessary conditions of who I am and hence of what I do. 
What they decidedly are not is sufficient explanation of any of my choices, because 
like all other people capable of choice, my decisions are subject to my will.

To return to Shakespeare’s Julius Caesar for a moment, Caesar explains to 
Decius Brutus that Caesar’s wife has pleaded with him to stay at home. That is 
part of the reason for his act of will and only possibly one of its necessary condi-
tions, but not the cause of it in any deterministic sense.

The alternative to freedom is no accountability for actions at all. I am happy, if 
not willing, on that basis to do something unspeakable to anyone who disagrees 
with me; as long, that is, as the legal jurisdiction under which I live, my govern-
ment, and my fellow citizens are willing to accept that I have been disastrously 
influenced by prior events, which of course include my desire to maintain my 
argument against all comers.

Disturbing the Universe

How would my autonomous vehicle measure up? Would it dare disturb the uni-
verse or even contemplate declining to do so? Of course motor manufacturers are 
not in the disturbance business, quite the reverse.

In Car and Driver, Mercedes-Benz executive Christoph von Hugo is reported as 
saying that Mercedez-Benz future autonomous cars will save the car’s driver and 
passengers, even if that means sacrificing the lives of pedestrians, in a situation 
in which those are the only two options.29 “If you know you can save at least 
one person, at least save that one,” von Hugo is reported as saying at the Paris 
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Motor Show. “Save the one in the car. If all you know for sure is that one death can 
be prevented, then that’s your first priority.”

This is a version of the famous “Trolley Problem,” first introduced into both 
philosophy and public discourse in 1967 by the Oxford Philosopher Philippa 
Foot.30 Foot’s version of the problem imagines the dilemma of “the driver of a 
runaway tram which he can only steer from one narrow track on to another; five 
men are working on one track and one man on the other; anyone on the track he 
enters is bound to be killed.”31

I still have my copy of the Oxford Review in which Foot’s essay first appeared. 
When I started my graduate work in philosophy in Oxford in 1969, I began playing 
with this problem and, more importantly, with the Acts and Omissions problem, 
which lay behind it, and devised an analogous dilemma in a paper I wrote in 1971 
(which was eventually published in 1975) outlining the compelling logic of “The 
Survival Lottery.”32

Discussion of trolleys and AI of course invites the question as to whether, had 
there been autonomous trams or trolleys for Foot and others to consider, the tram 
or trolley itself might itself have cracked the annoying “Trolley Problem.”33 Or 
whether, like many who have pondered this problem since, they would simply have 
saved time by tossing a coin or by recommending another alternative solution that 
involved avoiding invidious choices by adopting methods, like the lottery, that 
succeed in selecting without preferring.

Many believe that an “autonomous” vehicle will someday find itself in a parallel 
situation: having to choose, for example, between crashing full speed into a con-
crete barrier, or striking pedestrians while keeping its passengers safe.34

In a comment referred to later in Fortune, Mercedes-Benz is cited as insisting 
that their official position is that “neither programmers nor automated systems 
are entitled to weigh the value of human lives.”35 And yet sometimes we must.

There are many examples from literature and history. Homer’s The Iliad takes as 
one of its many themes the decision of the Greeks at the behest of Achilles, to force 
Agamemnon, their king, to return the hostage Chryseis in order to appease the 
god Apollo in the hope of ending the pestilence affecting the Greek army. The Iliad 
is replete with human decisions to risk lives and to sacrifice some people for the 
good of others, or in order to save more lives, or to preserve honor, or to please 
the gods.

A clear contemporary example about which I have written a number of times 
concerns events in World War II.36

Coventry 1940

In 1939, British intelligence obtained, through the Polish Secret Service, an exam-
ple of the German cipher machine known as “Enigma.” A team of cryptanalysts 
working at Bletchley Park succeeded in breaking the German codes and were 
thus able to supply the Allies with much information about Axis plans. As a 
result, at 3 p.m. on November 14, 1940, the team at Bletchley intercepted a 
German signal, which gave Churchill at least 5 hours’ warning of the Coventry 
raid, which was a planned saturation bombing of the city. F.W. Winterbotham, 
the man responsible for passing information from what was dubbed “the most 
secret source” to Winston Churchill, saw the prime minister’s dilemma as 
follows:
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If Churchill decided to evacuate Coventry, the press, indeed everybody, 
would know we had pre-knowledge of the raid and some counter- 
measure might be necessary to protect the source which would obvi-
ously become suspect. It also seemed to me…that there would be chaos 
if everyone tried to get out of the city in the few hours available and that 
if, for any reason, the raid was postponed…we should have put the 
source of our information at risk to no purpose.37

As I noted in Violence & Responsibility, “Churchill had to balance the lives that might 
be saved by evacuating Coventry against the lives that might be lost by endanger-
ing the source and thus cutting the Allies off from other information which might 
well shorten the war and save lives.”38 Probably many tens, perhaps hundreds, of 
thousands more lives were saved than were lost in Coventry.

What happened in Coventry demonstrates that decisions, not unlike those 
analyzed in “The Survival Lottery,” and now being discussed in relation to auton-
omous vehicles, are actually routinely made and defended in the real world, as 
well as in the world of the imagination. Indeed Kazuo Ishiguro’s novel Never Let 
Me Go,39 is one of many imaginative exercises that has used ideas very closely 
analogous to those I first developed in “The Survival Lottery.”

Although scenarios like that at Coventry in 1940 may happen, and indeed may hap-
pen for the best, the philosophical principles that underpin and sometimes justify real 
actions and realpolitik, do not themselves either advocate, or license, any particular 
course of action in the real world, with all its characteristically terrifying complexity.

Conclusions

No so-called “autonomous” vehicles that we yet have, including drones, are actually 
autonomous. They are autonomous in “scare quotes”: hyperbolically autonomous. 
They may do things without reference to us, or to their inventors or creators, but 
they do not make real choices. If and when they become autonomous, they will be 
more dangerous and more powerful, they will begin to be accountable for their 
actions, and they will make mistakes from which they will learn. We don’t learn 
from getting things right, we learn, as Karl Popper argued,40 from being wrong 
and recognizing that we are wrong or at least trying to prove ourselves wrong.

The creation of autonomous creatures signals that they cannot be owned, because 
the autonomous are self-owners, self-regulating and self-governing, subject only 
to the extent that they surrender that autonomy to the democratic process; that is, 
to the rule of law.

Corporations listen up! There is no profit in the development of genuinely 
autonomous vehicles, except to the public interest or the public danger. It is in this 
regard that, for example, Steven Hawking said “The development of full artificial 
intelligence could spell the end of the human race”41 and Elon Musk42 said “We 
need to be super careful with AI. Potentially more dangerous than nukes.”

Of course genuinely autonomous vehicles will first need to be brought into exis-
tence, and will inevitably develop needs and need protection and services. There 
may well be profit in all of these, as there is profit for clinics offering assisted 
reproduction. But neither these clinics nor the makers of fully autonomous 
vehicles will be able to sell or own those of their creations that possess, or will 
possess, autonomy.
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Equally, they will present manufacturers, not only of hyperbolically named 
“autonomous vehicles” but also, eventually, those who will develop genuinely 
autonomous AI, with dilemmas and responsibilities that, if not unprecedented, 
will be agonizingly difficult to solve and will generate regulatory and jurispruden-
tial issues and consequences that may well not survive cost/benefit analysis.43
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